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ABSTRACT

As quantum computing field is starting to reach the realm of advantage over classical al-

gorithms, simulating quantum circuits becomes increasingly challenging as we design and

evaluate more complex quantum algorithms. In this context, tensor networks, which have

become a standard method for simulations in various areas of physics, from many-body quan-

tum physics to quantum gravity, offer a natural approach. Despite the availability of efficient

tools for physics simulations, simulating quantum circuits presents unique challenges, which

I address in this work, specifically using the Quantum Approximate Optimization Algorithm

as an example.

For large-scale contraction of tensor networks, I propose a step-dependent parallelization

approach which performs slicing of partially contracted tensor networks. I also study tensor

network contractions on GPU and propose an algorithm of contraction which uses both

CPU and GPU to reduce GPU overhead. In our benchmarks, this algorithm reduces time

to solution from 6 seconds to 1.5-2 seconds.

These improvements allow to predict the performance of Quantum Approximate Opti-

mization Algorithm (QAOA) on MaxCut problem without running the quantum optimiza-

tion. This predicted QAOA performance is then used to systematically compare to the

classical MaxCut solvers. It turns out that one needs to simulate a deep quantum circuit in

order to compete with classical solvers.

In search for provable speedups, I then turn to a different combinatorial optimization

problem, Low-Autocorrelation Binary Sequences (LABS). This study involves simulating

ground state overlap for deep circuits. This task is more suited for a state vector simulation,

which requires advanced distributed algorithms when done at scale.

xii



CHAPTER 1

INTRODUCTION

The science of classically simulating quantum many-body physics involves exponential scal-

ing of memory resources. The fact that quantum many-body systems are hard to simulate

classically is the basis for the idea of quantum computing as first suggested by Richard Feyn-

man [1982].

Growing interest in quantum computing in recent years led to the increase of size and

capabilities of experimental quantum computers. Promising physical realizations of quan-

tum computing devices were implemented in recent years [DeCross et al., 2024; IBM, 2018;

Intel, 2018; Wurtz et al., 2023], including an important milestone of achieving quantum

supremacy [Arute et al., 2019; Boixo et al., 2018; Harrow and Montanaro, 2017; Neill et al.,

2018]. The next big milestone would be a demonstration of a quantum speedup for a practical

task, referred to as quantum advantage.

Quantum information science has tremendous potential to speed up calculations of cer-

tain problems over classical calculations [Alexeev et al., 2021; Shor, 1994]. To continue

the advances in this field, however, often requires classically simulating quantum circuits.

Such simulation is done by using classical simulation algorithms that replicate the behavior

of executing quantum circuits on classical hardware such as personal computers or high-

performance computing (HPC) systems. These algorithms play an important role and can

be used to

1. verify the correctness of quantum hardware,

2. help the development of hybrid classical-quantum algorithms,

3. find optimal circuit parameters for hybrid variational quantum algorithms,

4. validate the design of new quantum circuits, and (5) verify quantum supremacy and

advantage claims.
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Tensor networks are an invaluable tool for the classical simulation of both quantum

computers and general physical systems. For example, in the domain of molecular quantum

dynamics the Multi-layer multi-configuration time-dependent Hartree (ML-MCTDH) [Wang

and Thoss, 2003] algorithm, which is an extension of MCTDH [Meyer et al., 1990] algorithm,

achieved significant recognition. This algorithm uses tensor networks to represent quantum

states and then solve the underlying dynamics equations.

Moreover, tensor networks can be used to exactly calculate the partition function of

quantum many-body systems [Vanderstraeten et al., 2018]. The partition function can then

be used to extract useful information about the system, such as energy or specific heat

capacity.

One can simulate quantum circuits on classical computers in many ways. The major

types of simulation approaches are full statevector evolution [De Raedt et al., 2007; Häner and

Steiger, 2017; Smelyanskiy et al., 2016b; Wu et al., 2019], the Feynman paths approach [Bern-

stein and Vazirani, 1997], and tensor network contractions [Boixo et al., 2017; Markov and

Shi, 2008; Pednault et al., 2017]. These techniques have advantages and disadvantages. Some

are better suited for small numbers of qubits and high-depth quantum circuits, while others

are better for circuits with a large number of qubits but small depth. Some are also tailored

toward the accuracy of simulation of noise in quantum computers.

For simulation of shallow quantum circuits the state-of-the-art technique is arguably the

tensor network contraction method. Using an efficient representation of the quantum circuit,

it provides superior memory efficiency compared to state vector methods. The memory

requirement for statevector methods scales as 2N , where N is the number of qubits. This

effectively limits the state vector methods to quantum circuits with less than 50 qubits. The

challenge with the tensor network methods is determining the optimal contraction order,

which is known to be an NP-complete problem [Markov and Shi, 2008]. We choose to focus

on the simulation of QAOA given its importance to machine learning and its suitability for
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the current state of the art with noisy intermediate state quantum computers that generally

work with circuits of short depth.

1.1 Structure

This thesis collects the work from several published papers. Each chapter corresponds to a

paper. Chapter 1 introduces common topics, from the basics of tensor networks to quantum

evolution and Quantum Approximate Optimization Algorithm (QAOA). A short summary

of subsequent chapters is shown in Table 1.1.

Category Objective Chapter Main result

Tensor networks for
quantum circuits

Large-scale TN contraction Chapter 2 Shallow 210-qubit simulation

GPU accelerated TN contraction Chapter 3 Speedup up to 176× over CPU

Simulating a noisy device Chapter 4 Favorable error scaling

QAOA for MaxCut
on regular graphs

Comparison with classical solvers Chapter 5 Circuit depth p ≥ 12 is required

Parameter sharing between graphs Chapter 6 98% quality saved for N 6→ 64

QAOA for LABS Statevector for deep circuits Chapter 7 5-10× speedup over GPU

Table 1.1: Summary of the topics and results of this thesis.

Applying tensor network to quantum circuit simulation can lead to significant reductions

in computational cost. In the first two chapters I describe this approach and propose several

methods to adjust the tensor network contraction algorithms to improve the simulation

efficiency.

In Chapter 2 I discuss how to efficiently contract a tensor network, given a set of classical

hardware resources. In particular, I explore various parallelization approaches based on

slicing the tensor networks that are crucial for large-scale simulations. In Chapter 3 I explore

using GPU for tensor network contraction and propose an algorithm for dynamic balancing

of tensor contraction steps between CPU and GPU.

These improvements allow the analysis of QAOA performance on the MaxCut problem
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without running the quantum optimization. This predicted QAOA performance is then used

to systematically compare to the classical MaxCut solvers in Chapter 5. QAOA parameters

can be shared between graph instances without loss of performance quality. Chapter 6

studies the transferability of QAOA parameters between different graphs.

While tensor networks are very efficient for shallow circuits with low connectivity, for

other problems they are less efficient. In Chapter 7 I apply statevector simulation to the

LABS problem, which has a higher connectivity and depth. This work introduces a diagonal

cost pre-computation approach, which decreases the simulation time by 5-10 times.

Finally, Chapter 8 summarizes the work in this thesis and provides possible avenues for

future research.

1.2 Tensor networks introduction

1.2.1 Tensors and quantum states

A vector is an entity with magnitude and direction, often used to represent physical quantities

such as velocity or force. In contrast, a covector (or one-form) is a linear map from vectors to

scalars. Both can be represented as an array of numbers in a given basis, but when the basis

is changed they transform oppositely to ensure that all scalars are invariant, a key principle

in physics and geometry.

Expanding to two dimensions, we distinguish between bilinear forms and linear maps

from one vector space to another. A bilinear form takes two vectors as input and returns

a scalar. Interestingly, a linear map can also be viewed as a bilinear map taking a covector

and a vector as input, producing a scalar. Similarly to vectors and covectors, both bilinear

forms and linear maps can be represented as matrices, and special rules are used to change

the representation when changing the basis.

A tensor generalizes these ideas further. A tensor of rank n is a n-linear map from
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a mix of n vectors and covectors to a scalar. To specify a tensor, one has to provide a

representation in some basis and the rules for changing the representation under a change

of basis. Examples of tensors in physics include the electromagnetic tensor Fµν and the

Levi-Civita tensor, among many others.

In the context of quantum computing and computer science, the basis is often fixed

forever, and a tensor is just a representation: an array of numbers that is indexed by several

indices. Each index can be thought as a integer-valued variable, and each combination of

index values corresponds to a single number in the tensor. The number of indices is called

order or sometimes rank of a tensor and the index is sometimes called the dimension or

mode. The number of values that an index can have is usually called the size of the index.

For instance, a scalar is a single number is labeled by zero indices, so a scalar is considered

to be a 0th-order tensor. A vector is a tensor of first order and a matrix is a tensor of second

order. In the case of quantum physics, tensors can be used for the representation of states.

For example, a first-order tensor can be used to represent the state vector of a spin-12 particle

in some basis:

|ψ1⟩ = C0 |0⟩+ C1 |1⟩ =
∑
s=0,1

Cs |s⟩ . (1.1)

The |0⟩ and |1⟩ are basis vectors that correspond to, for instance, spin-up and spin-down

states. The vector Cs is a first-rank tensor that represents this state given the basis |0⟩, |1⟩.

This approach can be extended to a tensor of two particles:

|ψ2⟩ = C00 |00⟩+ C01 |01⟩+ C10 |10⟩+ C11 |11⟩ =
1∑

s1,s2=0

Cs1,s2 |s1s2⟩ , (1.2)

where a common notation is used |ab⟩ = |a⟩ |b⟩ = |a⟩ ⊗ |b⟩.

In quantum physics, it is common to use a state vector with a dimension of size 4 to

represent a state of such a system. The difference in representing it as a second-order tensor
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as above is just the way of labeling the numbers, but such notation is the first step towards

impressive advantages for classical simulation of tensor networks.

As a natural extension for a system of N spins, one can use the following representation

of the state:

|ψN ⟩ =
1∑

s1...sN=0

Cs1...sN |s1 . . . sN ⟩ . (1.3)

Similarly, the tensor Cs1...sN can be reshaped into a vector of size 2N . The above ex-

amples were for spin-12 systems, but the approach is the same for collections of quantum

systems with larger state space.

It is important to note that since the basis is fixed, there is no classification of indices

into covariant and contravariant. In physics, it is important to distinguish between |x⟩, and

⟨x|, where the former vector has contravariant indices and the latter is a linear form (co-

vector). In our case, we can avoid making this distinction in our tensor network, as long as

we conjugate the values when converting bra to ket or ket to bra.

1.2.2 Tensor networks

As described above it may seem that tensors are not more useful than just vectors, after all

the difference lies only in labeling the numbers. It is when tensors are combined with each

other into a tensor network, that the true usefulness appears. A tensor network is a product

of tensors, which can share indices between each other. For example, the expression AijBjk

is a tensor network. This tensor network can be viewed as a tensor itself, which is indexed

by indices ijk. Each value of the tensor is a product of two elements from tensors A and B:

Tijk = AijBjk. (1.4)

Tensor networks are widely used to represent a linear mathematical model of the studied

system. The fact that the model is linear means that the values of interest are a sum of
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products of numbers, which are input parameters to the model. For example, when modeling

rotation of a solid, to obtain coordinates of the rotated geometry, one uses a linear map on a

2-D vector space. The first component of resulting coordinates will be u0 = A00v0 +A01v1,

and the second u1 = A10v0 + A11v1, where vi are the initial coordinates and Aij are the

rotation parameters. The initial vi and rotated ui vectors and the matrix Aij are all tensors,

so we can use a summation over a tensor network to represent such a linear model:

ui =
∑
j=0,1

Aijvj =
∑
j=0,1

Kij . (1.5)

The example in the Equation (1.4) can be used to represent a matrix multiplication:

Cik =
∑
j=0,1

Tijk =
∑
j=0,1

AijBjk. (1.6)

In order to compute the values for the tensor C it is not required to store all the elements

of tensor T in memory at the same time. Instead it is possible to evaluate each element

Cij by evaluating corresponding entries Tijk, then performing the summation, and finally

discarding the used entries, thus saving memory. The process of evaluating a sum is called

a contraction of a tensor network. For example, in equation (1.6) the tensor network is

contracted over index j.

More complex tensor networks can have summation over many indices and have hundreds

or thousands of tensors and indices. They can be used to represent more complex models,

such as hidden Markov chains [Gillman et al., 2020] or probabilistic graphical models [Car-

rasquilla et al., 2021; Miller et al., 2021]. They are also remarkably efficient at representing

quantum circuits and states of many-body quantum systems. In addition to exact rep-

resentations, tensor networks are widely used in algorithms for approximately calculating

quantum many-body systems of large size or infinite size. The most popular algorithm is

known as Density Matrix Renormalization Group (DMRG) [Schollwöck, 2011] which uses
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the representation of Matrix Product State (MPS) in case of a chain of a quantum system

to approximately calculate the ground state or arbitrary observables of the systems [Orús,

2014].

1.3 Quantum computing introduction

Quantum computers are physical systems that allow the implementation of arbitrary trans-

formations of a quantum state. A quantum computer consists of several qubits, which can

interact with each other. In a classical computer, computation is performed by taking input

information represented as bits of data, then applying some operations to it to calculate some

useful output data. The operations are composed of elementary logic gates that calculate

some output value from input bits. Examples of classical logic gates are NOT(b0) which flips

the input bit, and AND(b0, b1) which outputs a binary sum of input bits.

Each qubit in a quantum computer is conceptually similar to a bit in a classical computer.

Usually, it is a two-level quantum system, analogous to spin-12 particle. In order to describe

computation on a quantum computer, we use quantum gates. Each quantum gate acts on

one or several qubits and transforms the corresponding state. For example, when a one-qubit

gate is applied to a single qubit in the state |0⟩, the transformation is described as

Û |s⟩ = U0s |0⟩+ U1s |1⟩ = |ψ⟩ , (1.7)

where s is a binary variable that labels the qubit basis. Examples of quantum gates are

Pauli rotations σ̂x, σ̂y, and σ̂z. Another widely used gate is called Hadamard gate:

H =
1√
2

1 1

1 −1

 (1.8)

If a quantum gate is applied to i-th qubit in a quantum computer with N qubits, the
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change of state is following:

Û i |0001 . . . si . . . 0N ⟩ = c0s |0001 . . . 0i . . . 0N ⟩+ c1s |0001 . . . 1i . . . 0N ⟩ = |ψ⟩ . (1.9)

Now we can apply the framework of tensor networks to describe such operation:

Û i
∑

s1...sN∈{0,1}N
Cs1...sN |s1 . . . sN ⟩ =

∑
s1...sN∈{0,1}N

Cs1...sN Û
i |s1 . . . sN ⟩ (1.10)

=
∑

s1...sN∈{0,1}N
Cs1...sN

∑
sN+1

UsN+1si |s1 . . . si−1, si+1 . . . sN+1⟩ (1.11)

=
∑

s1...si−1,si+1...sN+1∈{0,1}N
Ds1...sN+1 |s1 . . . si−1, si+1 . . . sN+1⟩ . (1.12)

Here we used the expression Û i =
∑

...si...sN+1
UsN+1si |. . . sN+1 . . .⟩ ⟨. . . si . . .|.

The last summation is performed over all indices si for i = 1 . . . N + 1 except index

si which was contracted. We can omit the basis kets and the summation over those and

concentrate on just the tensors that represent the states.

∑
sj

UsN+1sjCs0s1...sj ...sN = Ds0s1...sN+1...sN . (1.13)

In a case of a two-qubit gate, we can represent the resulting state in a similar way, using

a 4-th order tensor instead

∑
ijik

WiN+2iN+1ijikCs0s1...sj ...sk...sN = Ds0s1...iN+2...iN+1...sN . (1.14)
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1.4 Quantum systems

This is a brief introduction to formalism of quantum evolution, which helps to establish the

notation and the framework that will be used later on.

As mentioned earlier, the state of a quantum system is represented by a state vector,

which describes a mixture of possible system states. Any physical quantum system evolves

with time, and this evolution is described by the Hamiltonian operator Ĥ.

We are often interested in finding the evolved state |ψ(t)⟩ at time t given the initial state

|ψ(0)⟩. The evolution of a quantum system is described by the Schrödinger equation:

iℏ
d

dt
|ψ(t)⟩ = Ĥ |ψ(t)⟩ , (1.15)

where ℏ is the reduced Planck constant.

The solution to this equation can be found by introducing the evolution operator Û(t):

|ψ(t)⟩ = Û(t) |ψ(0)⟩ = e−iĤt/ℏ |ψ(0)⟩ . (1.16)

For Hamiltonians that change with time, the evolution operator can be approximated as

Û(t) ≈ e−i/ℏ
∫ t
0 dτĤ(τ), (1.17)

and the approximation is exact if the Hamiltonian commutes with itself at different times.

In some systems, the Hamiltonian is such that the states do not “mix” with each other:

if |ψ(0)⟩ is an observable state (also called a basis state), then |ψ(t)⟩ will be the same state,

but with a different probability amplitude. In this case, the Hamiltonian is diagonal.

In general, the eigenstates of the Hamiltonian operator are the fixed points of the evolu-

tion operator: starting from an eigenstate, the system will remain in this state forever; the

probability amplitude will just oscillate with period defined by the corresponding eigenvalue.
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The eigenvalues of Ĥ are real numbers, which represent the energies of the system in the

corresponding state.

Typically, the state of the lowest energy is called the ground state. Listing all state

energies on a diagonal of a matrix, we get the Hamiltonian operator in the eigenbasis.

Note also that if Ĥ = Ĥ1 + Ĥ2, then we can use the BCH formula to approximate the

evolution operator as a product of two evolution operators:

Û(t) = e−iĤt/ℏ = e−i(Ĥ1+Ĥ2)t/ℏ ≈ e−iĤ1t/ℏe−iĤ2t/ℏ = Û1(t)Û2(t). (1.18)

This can be used to split the evolution of a system into several steps, an approach that is

called Trotterization. This approximation is good when the commutator [Ĥ1, Ĥ2] ≡ Ĥ1Ĥ2−

Ĥ2Ĥ1 is small1.

1.5 Quantum Approximate Optimization Algorithm

The Quantum Approximate Optimization Algorithm (QAOA) is an algorithm that can find

a minimum of a function that takes a vector of binary variables as input. I will start with a

motivation for the algorithm and then go into the formal definition.

A natural way to motivate the QAOA is through the quantum adiabatic theorem. In

simple terms, the theorem states that when a Hamiltonian of a system changes slightly, the

system prepared in an eigenstate will remain in the eigenstate of the new Hamiltonian. This

theorem is also the basis of the Quantum Adiabatic Algorithm (QAA) [Farhi et al., 2000]

and the framework of adiabatic quantum computing (AQC) [Albash and Lidar, 2018].

Consider two Hamiltonians B̂ and Ĉ such that the ground state |s⟩ of B̂ is easy to

prepare and the ground state |x∗⟩ of Ĉ encodes the solution to a hard problem. Now, let’s

consider a time-dependent Hamiltonian that linearly interpolates from B̂ to Ĉ: Ĥ(t) =

1. The Baker-Campbell-Hausdorff (BCH) formula is also related to the Lie product formula.
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(1− t/T )B̂ + (t/T )Ĉ. If we prepare the state |s⟩ and then simulate a slow evolution (large

T ) of the system under Ĥ(t), the system will end up in the ground state |x∗⟩2. After that,

we can measure the system and the measured state will give us the solution to the problem.

To simulate the evolution using quantum gates, let’s split the evolution into p steps

of length ∆t, and change the linear interpolation to a piecewise constant, where for each

step tl, l = 1 . . . p we have

Ĥl =
1

∆t

(
βlB̂ + γlĈ

)
. (1.19)

Applying the Trotterization approximation, we can write the evolution operator as

Û(t) ≈ e−i/ℏ
∫ t
0 dτĤ(τ) = e−i/ℏ

∑p
l=1∆tĤl ≈

p∏
l=1

e−iβlB̂/ℏe−iγlĈ/ℏ. (1.20)

The essense of QAOA algorithm is applying the above evolution operator to the initial

state |s⟩ with N qubits and then measuring the system. The starting Hamiltonian B̂ is

called the mixer Hamiltonian and the target Ĉ is called the cost Hamiltonian.

Consider a combinatorial optimization problem defined by function C(x), which needs

to be maximized3. The following definitions form the QAOA algorithm:

1. Mixer Hamiltonian B̂ =
∑N

i=1 X̂i, where X̂i is the Pauli-X gate applied to i-th qubit.

2. Cost Hamiltonian encodes the problem cost function. In general, Ĉ =
∑

xC(x) |x⟩ ⟨x|,

where the sum is over all possible bitstrings x.

3. Initial state |s⟩ = |+⟩⊗N is the largest eigenstate of B̂.

4. Define unitaries ÛB(β) = e−iβB̂ and ÛC(γ) = e−iγĈ .

2. There are additional restrictions on B that are needed for this to work. In essense, the difference
between the ground state energy and the one close to it is small for all values of t.

3. In the rest of the section I use the term ground state for the state with the largest energy instead of
the lowest. This is a matter of convention and does not change the principles, since we can just multiply all
Hamiltonians by -1
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5. The QAOA ansatz is defined as

|γ,β⟩ = ÛB(βp)ÛC(γp) . . . ÛB(β1)ÛC(γ1) |s⟩ =
p∏

l=1

e−iβl
∑

j X̂je−iγlĈ |+⟩⊗N . (1.21)

The main challenge of QAOA is to find good values for βl and γl such that the state

|γ,β⟩ is close to the ground state of Ĉ. The search for these parameters is delegated to a

classical optimization, which can either optimize the overlap with the optimal state ⟨x∗|γ,β⟩

or the expectation value of ⟨γ,β| Ĉ |γ,β⟩.

Let’s denote the optimal parameters as γ∗,β∗. From the adiabatic nature of the QAOA,

these statements should be intuitive:

1. With growing p, the QAOA state |γ,β⟩ should get closer to the ground state of Ĉ,

improving the solution approximation quality at optimized parameters.

2. The elements of the vector β∗ should decrease with l.

3. The elements of the vector γ∗ should increase with l as we get closer to the target

Hamiltonian Ĉ.

4. In the limit of p→∞, the QAOA state |γ,β⟩ will be exactly the ground state of Ĉ. In

this case, the optimal parameters γ∗,β∗ satisfy ⟨x∗|γ∗,β∗⟩ = 1 and ⟨γ∗,β∗| Ĉ |γ∗,β∗⟩ =

maxxC(x) = C(x∗).

The research on QAOA is thriving: over the last 4.5 years, about 550 preprints have been

posted with a yearly growth rate of more than 50%. The resesearch includes modifications

of the ansatz by using different mixers and startig states, such as MA-QAOA [Herrman

et al., 2022] and Grover Mixers [Bartschi and Eidenbenz, 2020], optimisation techniques,

study of solution quality for finite p [Basso et al., 2022; Wurtz and Love, 2021a], and appli-

cations to various combinatorial optimization problems. For more details refer to a QAOA
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review [Blekos et al., 2024] or a review on a more general topic of variational quantum

algorithms [Cerezo et al., 2020].

1.6 MaxCut problem and QAOA

In most of the chapters of this work, QAOA is applied to the MaxCut combinatorial opti-

mization problem. Given an unweighted undirected simple graph G = (V,E), the goal of the

MaxCut problem is to find a partition of the graph’s vertices into two complementary sets,

such that the number of edges between the two sets is maximized. To encode the problem

in the QAOA setting, the input is a graph with |V | = N vertices, and |E| = m edges, and

the goal is to find a bit string x that maximizes

Ĉ =
∑
jk∈E

Cjk, (1.22)

where the single-edge cost is

Cjk =
1

2
(−ẐjẐk + 1).

it has been shown in [Farhi et al., 2014] that on a 3-regular graph, QAOA with p = 1

produces a solution with an approximation ratio of at least 0.6924.

The cost function of maxcut C(x) when translated to the cost Hamiltonian Ĉ gives us a

Hamiltonian of an Ising model with zero magnetic field, which is a popular model in quantum

many-body physics [Lucas, 2014].
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1.7 Lightcone optimization

Numerical simulations for this type of simulators can be executed in two ways: computa-

tion of probability amplitudes, and evaluation of an expectation value of some observable.

These simulations correspond to calculating elements of the output state |ϕ⟩ = Û |ψ⟩, and

the value of ⟨ϕ|R̂|ϕ⟩ = ⟨ψ|Û†R̂Û |ψ⟩, respectively. Each of these expressions has a tensor

network analog, where the operator Û is represented by a tensor network that is composed

of elementary gates acting on subsets of qubits. For more details on how a quantum circuit

is converted to a tensor network, see Section 2.4.

When simulating an expectation value of some observable operator R̂ that acts on a

small subset of qubits, most of the constituents of the Û operator cancel out. This is known

as the lightcone simplification and introduces a major improvement in the simulation cost,

especially for circuits with low connectivity and depth.

When applied to the MaxCut QAOA problem, the R̂ operator is a sum of smaller terms,

as shown in Eq. 5.3. The expectation value of the cost for the graph G and QAOA depth p

is then

⟨C⟩p (γ,β) = ⟨γ,β|C|γ,β⟩

= ⟨γ,β|
∑
jk∈E

1

2
(1− ZjZk)|γ,β⟩

=
|E|
2
− 1

2

∑
jk∈E

⟨γ,β|ZjZk|γ,β⟩

≡ |E|
2
− 1

2

∑
jk∈E

fjk(γ,β),

where fjk is an individual edge contribution to the total cost function. Note that the

observable in the definition of fjk is local to only two qubits, therefore most of the gates in

the circuit that generates the state |γ,β⟩ cancels out. The circuit after the cancellation is
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equivalent to calculating ZjZk on a subgraph S of the original graph G. These subgraphs

can be obtained by taking only the edges that are incident from vertices at a distance p− 1

from the vertices j and k. The full calculation of the expectation value requires evaluation

of |E| tensor networks, each representing the value fjk(γ,β) for jk ∈ E.
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CHAPTER 2

PARALLEL TENSOR NETWORK CONTRACTION

This chapter is adapted from Lykov, Schutski, Galda, Vinokur, and Alexeev [2022].

2.1 Introduction

In this chapter, we explore the limits of classical computing using a supercomputer to sim-

ulate large QAOA circuits, which in turn helps to define the requirements for a quantum

computer to beat existing classical computers.

Our main contribution is the development of a novel slicing algorithm and an ordering

algorithm. These improvements allowed us to increase the size of simulated circuits from

120 qubits to 210 qubits on a distributed computing system, while maintaining the same

time-to-solution.

In Section 2.2 we start by discussing related work. In Section 2.4 we describe tensor

networks and the bucket elimination algorithm. Simulations of a single amplitude of QAOA

ansatz state are described in Section 2.5. We introduce a novel approach step-dependent

slicing to finding the slicing variables, inspired by the tensor network structure. Our algo-

rithm allows simulating several amplitudes with little cost overhead, which is described in

Section 2.7.

We then show the experimental results of our algorithm running on 64-1,024 nodes of

Argonne’s Theta supercomputer. All these results are described in Section 2.8. In Section 2.9

we summarize our results and draw conclusions.

2.2 Related Work

In recent years, much progress has been made in parallelizing state vector [Häner and Steiger,

2017; Smelyanskiy et al., 2016b; Wu et al., 2019] and linear algebra simulators [Otten, 2020].
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Very large quantum circuit simulations were performed on the most powerful supercomputers

in the world, such as Summit [Villalonga et al., 2020], Cori [Häner and Steiger, 2017], Theta

[Wu et al., 2019], and Sunway Taihulight [Li et al., 2018]. All these simulators have various

advantages and disadvantages. Some of them are general-purpose simulators, while others

are more geared toward short-depth circuits.

One of the most promising types of simulators is based on the tensor network contraction

technique. This idea was introduced by Markov and Shi [2008] and was later developed

by Boixo et al. [2017] and other authors [Schutski et al., 2020]. Our simulator is based on

representing quantum circuits as tensor networks.

Boixo et al. [2017] proposed using the line graphs of the classical tensor networks, an

approach that has multiple benefits. First, it establishes the connection of quantum circuits

with probabilistic graphical models, allowing knowledge transfer between the fields. Sec-

ond, these graphical models avoid the overhead of traditional diagrams for diagonal tensors.

Third, the treewidth is shown to be a universal measure of complexity for these models. It

links the complexity of quantum states to the well-studied problems in graph theory, a topic

we hope to explore in future works. Fourth, straightforward parallelization of the simulator

is possible, as demonstrated in the work of Chen et al. [2018a]. The only disadvantage of

the line graph approach is that it has limited usability to simulate subtensors of amplitudes,

which was resolved in the work by Schutski et al. [2020]. The approach has been studied in

numerous efficient parallel simulations relevant to this work [Chen et al., 2018a; Li et al.,

2018; Pednault et al., 2017; Schutski et al., 2020].
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0 H • • • • • • H Z2β H

1 H Z2γ • • • • H Z2β H

2 H Z2γ Z2γ • • H Z2β H

3 H Z2γ Z2γ Z2γ H Z2β H

Figure 2.1: Depth p = 1 depth QAOA circuit for a fully connected graph with 4 nodes.

2.3 Methodology

2.3.1 Description of quantum circuits

A classical application of QAOA for benchmarking and code development is to apply it to

Max-Cut problem for random 3-regular graphs. A representative circuit for a single-depth

QAOA circuit for a fully connected graph with 4 nodes, is shown in Fig. 2.1. The generated

circuit were converted to tensor networks as described in Section 2.4.1. The resulting tensor

network for the circuit in 2.1 is shown in Fig. 2.3. Every vertex corresponds to an index of

a tensor of the quantum gate. Indices are labeled right to left: 0 − 3 are indices of output

statevector, and 32 − 25 are indices of input statevector. Self-loop edges are not shown

(in particular Z2γ , which is diagonal). We simulated one amplitude of state |γ,β⟩ from

the QAOA algorithm with depth p = 1, which is used to compute the energy function.

The full energy function is defined by ⟨γ,β| Ĉ |γ,β⟩ and is essentially a duplicated tensor

expression with a few additional gates from Ĉ. The full energy computation corresponds to

the simulation of a single amplitude of such duplicated tensor expression.

2.4 Overview of simulation algorithm

In this section, we briefly introduce the reader to the tensor network contraction algorithm.

It is described in much more detail in the paper by Boixo et al. [2017], and the interested
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reader can refer to work by Dechter [2013] and [Marsland, 2011] to gain an understanding

of this algorithm in the original context of probabilistic models.

2.4.1 Quantum circuit as tensor expression

A quantum circuit is a set of gates that operate on qubits. Each gate acts as a linear operator

that is usually applied to a small subspace of the full space of states of the system. State

vector |ψ⟩ of a system contains probability amplitudes for every possible configuration of the

system. A system that consists of n two-state subsystems will have 2n possible states and is

usually represented by a vector from C2n .

However, when simulating action of local operators on large systems, it is more useful

to represent state as a tensor from (C2)⊗n In tensor notation, an operator is represented

as a tensor with input and output indices for each qubit it acts upon.. The input indices

are equated with output indices of previous operator. The resulting state is computed by

summation over all joined indices. The comparison between Tensor Network notation and

Dirac notation is shown in Table 2.1.

Following tensor notations we drop the summation sign over any repeated indices, that

is, aibij =
∑

i aibij . For more details on tensor expressions, see [Cichocki et al., 2016].

2.4.2 Graph model of tensor expression

Evaluation of a tensor expression depends heavily on the order in which one picks indices to

sum over [Markov and Shi, 2008; Schutski et al., 2020]. The most widely used representation

Dirac notation Tensor notation
general |ϕ⟩ = X̂0 ⊗ Î1 |ψ⟩ ϕi′j = Xi′iψij

product state |ψ⟩ = |a⟩ |b⟩ ψij = aiaj
with Bell state |ϕ⟩ = X̂0 ⊗ Î1(|00⟩+ |11⟩) ϕi′j = Xi′iδij

Table 2.1: Comparison between different notations of quantum circuits
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(a) Diagonal gates
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(b) Non-diagonal gates

Figure 2.2: Correspondence of quantum gates and graphical representation.
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Figure 2.3: Graph representation of tensor expression of the circuit in Fig. 2.1. Every vertex
corresponds to a tensor index of a quantum gate. Indices are labeled right to left: 0-3 are
indices of the output statevector, and 32-25 are indices of the input statevector. Self-loop
edges are not shown (in particular Z2γ , which is diagonal).
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of a tensor expression is a “tensor network”, where vertices stand for tensors and tensor

indices stand for edges. For finding the best order of contraction for the expression, we use

a line graph representation of a tensor network. In this notation, we use vertices to denote

unique indices, and we denote tensors by cliques (fully connected subgraphs). Note that

tensors, which are diagonal along some of the axes and hence can be indexed with fewer

indices, are depicted by cliques that are smaller than the dimension of the corresponding

tensor. For a special case of vectors or diagonal matrices, self-loop edges are used. Figure 2.2

shows the notation for the gates used in this work. For a more detailed description of graph

representation, see [Schutski et al., 2020].

Having built this representation, one has to determine the index elimination order. The

tensor network is contracted by sequential elimination of its indices. To this end, one has to

choose the order of elimination of the indices. For each index, a list (bucket) of corresponding

tensors is formed, which is called bucket index. Each bucket is a collection of tensors that

share the same bucket index. Buckets are contracted one by one using a tensor multiplication

library. It is done by summing over the bucket index, and the resulting tensor is then

appended to the appropriate bucket.

The tensor after each index elimination will be indexed by a union of sets of indices of ten-

sors in the contraction operation. In the line graph representation, the index contraction re-

moves the corresponding vertices from the graph. Adding the intermediate tensor afterwards

corresponds to adding a clique to all neighbors of index i. We call this step elimination of ver-

tex (index) i. An interactive demo of this process can be found at https://lykov.tech/qg

(works for cZ_v2 circuits from “Files to use”— link).

The memory and time required for the new tensor after elimination of a vertex v from

G depends exponentially on the number of its neighbors NG(v). Figure 2.4 shows the

dependence of the elimination cost with respect to the number of vertices (steps) of a typical

QAOA quantum circuit. The inset also shows for comparison the number of neighbors for
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Figure 2.4: Cost of contraction for every vertex for a circuit with 150 qubits. Inset shows
the peak magnified and the number of neighbors of the vertex contracted at a given step
(right y-axis).

every vertex at the elimination step.

Note that the majority of contraction is very cheap, which corresponds to the low-degree

nodes from Figure 2.3. This observation serves as a basis for our step-dependent slicing

algorithm.

The main factor that determines the computation cost is the maximumNG(v) throughout

the process of sequential elimination of vertices. In other words, for the computation cost C

the following is true:

C ∝ 2c; c ≡ max
i=1...N

NGi
(vi),

where Gi is obtained by contracting i − 1 vertices and c is referred to as the contraction

width. We later use shorter notation for the number of neighbors Ni(v) ≡ NGi(vi)
.

The problem of finding a path of graph vertex elimination that minimizes c is connected

to finding the tree decomposition. In fact, the treewidth of the expression graph is equal to

c − 1. Tree decomposition is NP-hard for general graphs [Bodlaender, 1994], and a similar

hardness result is known for the optimal tensor contraction problem [Chi-Chung et al., 1997].
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Figure 2.5: Comparison of different ordering algorithms for single amplitude simulation of
QAOA ansatz state

However, several exact and approximate algorithms for tree decomposition were developed

in graph theory literature; for references, see [Bodlaender, 1994; Bodlaender et al., 2006;

Gogate and Dechter, 2004; Kloks, 1994; Kloks et al., 1993].

2.5 Simulation of a single amplitude

The simulation of a single amplitude is a simple benchmark to use to evaluate the complexity

of quantum circuits and simulation performance. We start with N -qubit zero state |0⊗N ⟩

and calculate a probability to measure the same state.

σ = ⟨0⊗N | Û |0⊗N ⟩ = ⟨0⊗N |γ⃗, β⃗⟩
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2.5.1 Ordering algorithm

The ordering algorithm is a dominating part of efficient tensor network contraction. Linear

improvement in contraction width results in an exponential speedup of contraction.

There are several ordering algorithms that we use in our simulations. The major criterion

to choose one is to maintain a balance between ordering improvement and run time of the

algorithm itself.

Greedy algorithm

The greedy algorithm contracts the lowest-degree vertex in the graph. This algorithm is

commonly used as a baseline since it provides a reasonable result given a short run-time

budget.

Randomized greedy algorithm

The contraction width is very sensitive to small changes in the contraction order. Gray

and Kourtis [2021] used this fact in a randomized ordering algorithm, which provided con-

traction width improvement without prolonging the run time. We use a similar approach

in the rgreedy algorithm. Instead of choosing the smallest-degree vertex, rgreedy assigns

probabilities for each vertex using Boltzmann’s distribution:

p(v) = exp(−1

τ
NG(v))

The contraction is then repeated q times, and the best ordering is selected. The τ and q

parameters are specified after the name of the rgreedy algorithm.
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Heuristic solvers

The attempt to use some global information in the ordering problem gives rise to several

heuristic algorithms.

QuickBB [Gogate and Dechter, 2004] is a widely-used branch-and-bound algorithm. We

found that it does not provide significant improvement in the contraction width in addition

to being much slower than greedy algorithms.

Tamaki’s heuristic solver [Tamaki, 2017] is a dynamic programming approach that pro-

vides great results. This is also an “anytime” algorithm, meaning that it provides a solution

after it is stopped at any time. The improvements from this algorithm are noticeable when it

runs from tens of seconds to minutes. We denote time (in seconds) allocated to this ordering

algorithm after its name.

2.6 Parallelization algorithm

We use a two-level parallelization architecture to couple the simulation structure and hard-

ware constraints. Our approach is shown at Fig. 2.6. Multinode-level parallelization uses

MPI to share tasks. We slice the partially contracted full expression over n indexes and dis-

tribute the slices to 2n MPI ranks. We use a novel algorithm for determining the slice vertex

and step at which to perform slicing, which results in massive expression simplification. This

is described in Section 2.6.3. A high-level picture of our algorithm is shown in Fig. 2.7.

Node-level parallelisation over CPU cores uses system threads. For every tensor multi-

plication and summation we slice the input and output tensors over t indices. Contraction

is then performed by 2t threads writing results to a shared result tensor. This process is

described in Section 2.6.2.

To illustrate the two approaches used, we consider a simple expression Ci = AijBj .

There are two obvious ways of parallelization:

26



1. Parallelization over elements of sum, index j. Every worker computes its version of Ci

for some value of j, and the results then are summed.

2. Parallelization over the indices of the result, i. Every worker computes part of the

result, Ci, for some value of i.

These two options are intrinsically similar: every worker is assigned a simplified version of

the expression, which is obtained by applying a slicing operation over some indices to every

tensor. The difference between the two is that while performing computation using the first

option, one must store copies of the result for every worker, which results in higher memory

usage that scales linearly with the number of workers. This is not an issue in the second

option, where different workers write to different parts of the shared result. The second

option is less flexible, however. Usually one has a complex expression on the right-hand side,

and the result has a smaller number of dimensions. The crucial part is that one can reduce

treewidth of a complex expression using parallelization, which is discussed in Section 2.6.3.

2.6.1 Description of hardware and software

The benchmarks reported in this paper were performed on the Intel Xeon Phi HPC systems

in the Joint Laboratory for System Evaluation (JLSE) and the Theta supercomputer at the

Argonne Leadership Computing Facility (ALCF) [alc, 2017]. Theta is an 12-petaflop Cray

XC40 supercomputer consisting of 4,392 Intel Xeon Phi 7230 processors. Hardware details

for the JLSE and Theta HPC systems are shown in Table 2.2.

The Intel Xeon Phi processors used in this work have 64 cores. The cores operate at 1.3

GHz frequency. Besides the L1 and L2 caches, all the cores in the Intel Xeon Phi processors

share 16 GBytes of MCDRAM (another name is High Bandwidth Memory) and 192 GBytes

of DDR4 memory. The bandwidth of MCDRAM is approximately 400 GBytes/s, while the

bandwidth of DDR4 is approximately 100 GBytes/s.
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Table 2.2: Hardware and software specifications

Intel Xeon Phi node characteristics

Intel Xeon Phi models 7210 and 7230 (64 cores, 1.3 GHz, 2,622
GFLOPs)

Memory per node 16 GB MCDRAM,
192 GB DDR4 RAM

JLSE Xeon Phi cluster (26.2 TFLOPS peak)

# of Intel Xeon Phi nodes 10
Interconnect type Intel Omni-PathTM

Theta supercomputer (11.69 PFLOPS peak)

# of Intel Xeon Phi nodes 4,392
Interconnect type Aries interconnect with

Dragonfly topology
Cray environment loaded modules PrgEnv-intel/ 6.0.5, intel/ 19.0.5.281, cray-

mpich/ 7.7.10

The memory on Xeon Phi processors can be configured in the following modes: flat mode,

cache mode, and hybrid mode. In the flat mode, the two levels of memory are treated as

separate entities. One can run entirely in MCDRAM or entirely in DDR4 memory. In the

cache mode, the MCDRAM is treated as a direct-mapped L3 cache to the DDR4 layer. In

the hybrid mode, a part of the MCDRAM is L3 cache and the rest is directly addressable

fast MCDRAM, but it does not become part of the (lower bandwidth) DDR4 memory.

Besides memory modes, the Intel Xeon Phi processors support five cluster modes: all-to-

all, quadrant/hemisphere, and sub-NUMA cluster SNC-4/SNC-2 modes of cache operation.

The main idea behind these modes is how to optimally maintain cache coherency depending

on data locality.

For the types of problems we are computing here, there is not much difference between

various memory configurations [Mironov et al., 2017]. In the calculations presented in this

paper, we used the quadrant clustering mode for all quantum circuit simulations on Intel

Xeon Phi nodes. We explored the use of different affinity modes and found that there is not
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Figure 2.6: Illustration of our two-level tensor parallelization approach. On the multinode
level MPI parallelization we use slicing of a partially contracted full expression. On the lower
level of a single node, we use thread-based parallelization with a shared resulting tensor.

much difference in performance between them. For our benchmarks, we used the default

affinity, which is set to scatter.

2.6.2 Single-node parallelization

Simulation of quantum circuits is an example of a memory-bound task: the main bottleneck

of simulation is the storage of intermediate results of a simulation. In a simplistic approach

called the state-vector evolution scheme, the full vector of size 2n is stored in memory.

Thus a circuit containing only 300 qubits will require more memory than there are atoms in

the universe. A much more efficient algorithm is the tensor network contraction algorithm

described here. But as we show below, it requires use of a complicated parallelization scheme

compared with the straightforward linear algebra parallelization scheme used in the state-

vector simulators.

Modern high-performance computing (HPC) systems have nodes with a large number

of CPU cores. An efficient calculation has to utilize all available CPU cores, using many

threads to execute code. The major problem in using MPI-only code is that all of the data

structures are replicated across MPI ranks, which results in increased memory usage linearly

with respect to the number of MPI ranks. The largest data object in our simulation is the
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tensor, which is a result of the contraction step. Memory requirements to store such tensor

are exponential with respect to its size.

Moreover, every code will inevitably have a part that can be executed only serially. As

the number of OpenMP threads or MPI increases, the parallelization becomes less efficient

according to Amdahl’s law. Thus, following this logic, smaller computations require less

time, and the portion of the program that benefits from parallelization will be smaller for

small tensors. As a result, according to Amdahl’s law, this means that for small tensors, we

need to use fewer threads.

To address these problems, we share the resulting tensor between 2t threads. We also use

an adaptive thread count determined from task size (Eq. 2.1). A usual approach of splitting

matrices in the code is to split into 2t rows, or columns. This approach is not applicable in

our case since tensors have size 2 over each dimension, and it would require reshaping the

tensor, so it would be indexed with a multi-index. We choose a similar but more elegant

approach. To slice into 2t parts, we first choose indices that will be our slice dimensions.

The slicing operation fixes the value of the index and reduces the number of dimensions by

one. We then use a binary form of the thread index (the id of the thread) as a point in space

{0, 1}⊗t that defines the slice index values.

Every contraction in the bucket elimination step can be represented by the permutation

of indices as

Cijk = AijBik

,

where index i contains indices that A and B have in common and j, k contain indices

specific to A,B, respectively. For our simulation, we slice the tensor over the first t indexes

of the resulting tensor because this approach results in consistent blocks of resulting tensors

assigned to each thread, thereby reducing the memory access time. This part of the algorithm
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is shown in green in Fig 2.7.

To determine an optimal number of threads to use, we run a series of experiments to

estimate the overhead time. We use these experimental results as the basis for an empirical

formula for optimal thread count:

t = max

(
⌊r − 22

2
⌋, 1
)
, (2.1)

where r is rank of the resulting tensor.

2.6.3 Multinode parallelization

Every computational node has RAM and a pool of CPU cores. Parallelization over nodes

(compared with threads) increases the size of aggregated distributed memory. Thus storing

duplicates of tensors is not an issue. For this reason, we use every node to compute a version

of a tensor expression evaluated at some values of the tensor indices.

In graph representation, the contraction of the full expression is done by consecutive

elimination of graph vertices. The elimination of a vertex removes it from the graph and

connects all neighbors. An interactive demo of this process can be found at https://lyko

v.tech/qg (works for cZ_v2 circuits from “Files to use”— link).

The slice of a tensor over an index can be viewed as the function of many variables

evaluated at some value of one variable

f(x1, x2, . . . xn)|x1=a = f̃(x2, . . . xn),

where variables can have integer values vi ∈ [0, d− 1]. Slicing reduces the number of indices

of the tensor by one, Moreover, in graph representation, this operation results in the removal

of the corresponding vertex from the expression graph. Since all sizes of indices we use are

equal to 2, removal of n vertices allows us to split the expression into 2n parts.
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Figure 2.7: Sketch of the parallel bucket elimination algorithm. Part (a) and steps b2–
b4 depend only on the structure of a task and can be executed only once for the QAOA
algorithm. Steps b1 and b5 are performed serially.
The outer loop of the blue region performs the elimination of the remaining buckets; the
inner loop corresponds to processing a single bucket. The summation operation at the end
of the bucket processing is omitted for simplicity.
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This operation is equivalent to decomposition of the full expression into the following

form: ∑
m1...mn

 ∑
V \{mi}

T 1T 2 . . . TN

 , (2.2)

where mi are indices that we slice over and the parts of the expression correspond to the

expression in parentheses.

Each part is represented by a graph with lower connectivity than the original one. This

dramatically affects optimal elimination path and, respectively, the cost of contraction. De-

pending on the expression, we observed that using only two computational nodes can allow

for speedups of an order of 25.

In the first part of the full simulation, labeled (a) in Figure 2.7, we read the circuit, create

the expression graph, find the elimination order, and form buckets. We also find the best

parallelization step s and the corresponding index used in the parallel bucket elimination.

The simulation starts with contracting the first s buckets, which is computationally cheap.

After this we have some other tensor expression network, which also is represented by a

partially contracted graph. This tensor network represents the same result value as the one

we started with; however, its graph representation has much higher connectivity. Finding the

contraction order for this expression is faster, because it has fewer nodes. We use this fact

to propose an algorithm to improve parallel bucket elimination. This algorithm is described

in Section 2.6.4.

The pseudo-code for the next stage, parallel bucket elimination, is listed in Algorithm 1.

We first select n vertices with the largest number of neighbors and use corresponding indices

to slice the remaining expression over. To determine values for slices, we use the binary

representation of the MPI rank of the current node. We find a new ordering for the sliced

expression to identify a better elimination path with removed vertices taken into account.

After reordering the sliced buckets, we run our bucket elimination algorithm with parallel

tensor contraction. For every pair of tensors in the bucket, we determine the size of the
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resulting tensor as a union of the set of indices of both tensors. We then determine whether

it is reasonable to use parallel contraction by checking that t calculated by Eq. 2.1 is greater

than 0. To run multiplication or summation in parallel, we first allocate a shared tensor,

then perform the computation for slices of input and output tensors. The final result is

obtained by summing the results from different nodes.

Algorithm 1 Parallel bucket elimination
Input: Ordered buckets Bi containing tensors, parallelization step s, number of parallel
vertices n vertex ordering π : V → N , π = {(vi, i)}

|V |
i=1

Output: Result of the contraction of all tensors in Bi over all indices.

1: contract_first(s, Bi) {Serial part: contract first s buckets} i = 0, n {Find best index to
slice along}

2: pi = max_degree_vertex(G)
3: remove_vertex(G, pi)
4: v⃗ ← binary_repr(mpi_get_rank()) j = 0, n {Slice the expression}
5: Bi ← Bi|pj=vj i = s, |V |
6: v ← π−1(i)
7: R← Bi[0] T ∈ Bi[1 :] {Process next bucket}
8: r ← |T.indexes ∪R.indexes| {Determine resulting size}
9: t← floor(r−222 ) t>0 {Contract in thread pool}

10: Q← shared_tensor(r)
11: w⃗ ← binary_repr(get_thread_num())

12: k⃗ ← indices_of(Q)[: t]
13: Qv...|kj=wj

← (Qv...Tv...)|kj=wj

14: R← Q {R now points to shared memory tensor}
15: R← RT
16: R←

∑
v R {Parallel sum can be implemented in same fashion as contraction above}

R is scalar
17: result← result ·R
18: k = π(w), w is the earliest index of R w.r.t π
19: Bk ← Bk ∪R
20: result ← mpi_reduce_sum(result) {Gather the results}
21: result
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Figure 2.8: Step-based slicing algorithm. The blue boxes are evaluated for each graph node
and are the main contributions to time.

2.6.4 Step-dependent slicing

In the previous section, we described the late parallelization approach where we select a step

s at which to perform slicing of the tensor network over n indices. In this section we will

provide more details and generalize this approach.

The QAOA circuit tensor expression results in a graph that has many low-degree vertices,

as demonstrated in Fig. 2.3 for a small circuit. As can be seen in Fig. 2.4, most contraction

steps are computationally cheap, and the connectivity of a graph is low.

Each partially-contracted tensor network is a perfectly valid tensor network and can be

sliced as well. From a line graph representation perspective, vertices can be removed at any

step of contraction, giving rise to a completely new problem of finding an optimal step for

slicing the expression. We propose a step-dependent slicing algorithm that uses this fact and

determines the best index to perform slicing operation, shown in Fig. 2.8.
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First, we select a value for the parameter r which has to divide number of sliced vertices

n. We then find the ordering for the full graph. Our algorithm then selects consideration

only those contraction steps that come before the peak. For every such contraction step

s, we remove r vertices with the biggest number of neighbors from the graph and re-run

the ordering algorithm to determine the contraction order after slicing. The distribution of

contraction width over step s is shown on Fig. 2.11.

The step s at which slicing produces best contraction width and contraction order before

that is then added to a contraction schedule. This process can be repeated several times until

n indices in total are selected - each r of them having their optimal step s. This algorithm

requires n
2rN runs of an ordering algorithm, where N is the number of nodes in the graph,

which is usually of the order of 1000. Only greedy algorithms are used in this procedure due

to its short run time.

The value of r can be used to slightly tweak the quality of the results. If r = n, all the

n variables are sliced at a single step. If r = 1, each slice variable can have has its own slice

step s, which gives better results for larger n.

We observed that using n = 1 already provides contraction width reduction by 3, which

converts to 8x speedup in simulation.

To the best of our knowledge, this approach of step-dependent parallelization was never

described in previous work in this field.

2.7 Simulation of several amplitudes

The QAOA algorithm in its quantum part requires sampling of bit-strings that are potential

solutions to a Max-Cut problem. It is possible to emulate sampling on a classical computer

without calculating all the probability amplitudes. To obtain such samples, one can use frugal

rejection sampling [Villalonga et al., 2019] which requires calculating several amplitudes.

Our tensor network approach can be extended to simulate a batch of variables. If we
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Figure 2.9: Simulation cost for a batch of amplitudes. The calculations are done for 5 random
instances of degree-3 random regular graphs and the mean value is plotted. The three plots
are calculated for different number of qubits: 100, 150 and 200.

contract all indices of a tensor network, the result will be scalar - a probability amplitude.

If we decide to leave out some indices, the result will be a tensor indexed by those indices.

This tensor corresponds to a clique on left-out indices. If a graph contains a clique of size

a, its treewidth is not smaller than a. And if we found a contraction order with contraction

width c, during the contraction procedure we will have a clique of size c. If a < c then

adding a clique to the original graph does not increase contraction width . This opens a

possibility to simulate a batch of 2a amplitudes for the same cost as a single amplitude. This

is discussed in great detail in [Schutski et al., 2020].

Figure 2.9 shows contraction width for simulation of batch of amplitudes for different

values of a, ordering algorithms and graph sizes.

2.8 Results

We used the Argonne’s Cray XC40 supercomputer called Theta that consists of 4,392 compu-

tational nodes. Each node has 64 Intel Xeon Phi cores and 208 GB of RAM. The combined

computational power of this supercomputer is about 12 PFLOP/sec. The aggregated amount
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Figure 2.10: Experimental data of simulation time with respect to the number of Theta
nodes. The circuit is for 210 qubits and 1,785 gates.

of RAM across nodes is approximately 900,000 GB.

For our main test case, a circuit with 210 qubits, the initial contraction was calculated

using a greedy algorithm and resulted in contraction width 44. This means that the cost

of simulation would be ≥70 TFLOPS and 281 TB, respectively. Using our step-dependent

slicing algorithm with r = n on 64 computational nodes allows us to remove 6 vertices and

split the expression into smaller parts that have a contraction width of 32, which easily fits

into RAM of one node. The whole simulation, in this case, uses 60% of 13 TB cumulative

memory of 64 nodes, more than 35x less than a serial approach uses.

Figure 2.11 shows how the contraction width c of the sliced tensor expression depends

on step s for several values of numbers of sliced indices n. The notable feature is the high

variance of c with respect to s—the difference between the smallest and the largest values

goes up to 9, which translates to a 512x cost difference. However, the general pattern for

different QAOA circuits remains similar: increasing n by one reduces mins(c(s)) by one.

Computational speedup provided by 64 nodes is on the order of 4096 = 244−32 which is
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more than the theoretical limit of 64x for any kind of straightforward parallelization. Using

512 nodes drops the contraction width to 29 and reduces the simulation time 3x compared

with that when using 64 nodes.

The experimental results for 64–1,024 nodes are shown in Fig. 2.10. Simulation time

includes serial simulation of the first small steps before step s, which takes 40 s for a 210-

qubit circuit, or 25–50% of total simulation time, depending on the number of nodes.

2.9 Conclusions

We have presented a novel approach for simulating large-scale quantum circuits represented

by tensor network expressions. It allowed us to simulate large QAOA quantum circuits up

to 210 qubit circuits with a depth of 1,785 gates on 1,024 nodes and 213 TB of memory on

the Theta supercomputer.

As a demonstration, we applied our algorithm to simulate quantum circuits for QAOA

ansatz state with p = 1, but our algorithm also works for higher p also. To reduce memory

footprint, we developed a step-dependent slicing algorithm that contracts part of an expres-

sion in advance and reduces the expensive task of finding an elimination order. Using this

approach, we found an ordering that produces speedups up to 512x, when compared with

other parallelization steps s for the same expression.

The unmodified tensor network contraction algorithm is able to simulate 120-140 qubit

circuits, depending on the problem graph. By using a randomized greedy ordering algorithm,

we were able to raise this number to 175 qubits. Furthermore, using a parallelization based on

step-dependent slicing allows us to simulate 210 qubits on the supercomputer Theta. Another

way to obtain samples from the QAOA ansatz state is to use density matrix simulation, but

it is prohibitively computationally expensive and memory demanding. The largest density

matrix simulators known to us can compute 100 qubit problems [Fried et al., 2018] and 120

qubit problems [Zhao et al., 2020] using high-performance computing.
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Figure 2.11: Distribution of the contraction width (maximum number of neighbors) c for
different numbers of parallel indices n. While variance of c is present, showing that it is
sensible to the parallelization index s, we are interested in the minimal value of s, which, in
turn, generally gets smaller for bigger n.

The important feature of our algorithm is applicability to the QAOA algorithm: the

contraction order has to be generated only once and then can be reused for additional

simulations with different circuit parameters. As a result, it can be used to simulate a large

variety of QAOA circuits.

We conclude that this work presents a significant development in the field of quantum

simulators. To the best of our knowledge, the presented results are the largest QAOA

quantum circuit simulations reported to date.

40



CHAPTER 3

GPU ACCELERATION OF TENSOR NETWORK

CONTRACTION

This chapter is adapted from Lykov, Chen, Chen, Keipert, Zhang, Gibbs, and Alexeev [2021].

In this chapter we ported and optimized the tensor network quantum simulator QTensor

to run efficiently on GPUs, with the eventual goal to simulate large quantum circuits on

the modern and upcoming supercomputers. In particular, we benchmarked QTensor on a

NVIDIA DGX-2 server with a V100 accelerator using the CUDA version 11.0. The perfor-

mance is shown for the full expectation value simulation of the QAOA MaxCut problem on

a 3-regular graph of size 30 with depth p = 4.

3.0.1 Tensor Network Contractions

Calculation of an expectation value of some observable in a given state generated by some

quantum circuit can be done efficiently by using a tensor network approach. In contrast

to state vector simulators, which store the full state vector of size 2N , QTensor maps a

quantum circuit to a tensor network. Each quantum gate of the circuit is converted to a

tensor. An expectation value ⟨ϕ|Ĉ|ϕ⟩ = ⟨ψ|Û†ĈÛ |ψ⟩ is then simulated by contracting the

corresponding tensor network. For more details on how a quantum circuit is converted to a

tensor network, see Section 2.4 and [Lykov et al., 2020; Schutski et al., 2020].

As mentioned in the Section 2.4, to contract a tensor network, we create an ordered list

of tensor buckets. Each bucket (a collection of tensors) corresponds to a tensor index, which

is called bucket index. The contraction of a bucket is performed by summing over the bucket

index, and the resulting tensor is then appended to the appropriate bucket. The number of

unique indices in aggregate indices of all bucket tensors is called a bucket width. The memory

and computational resources of a bucket contraction scale exponentially with the associated
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bucket width. For more information on tensor network contraction, see [Lykov and Alexeev,

2021; Lykov et al., 2022; Schutski et al., 2020].

The lightcone optimization can be applied as described in Section 1.7. If some observable

Σ̂ acts on a small subset of qubits, most of the gates in the quantum circuit Û cancel out

when evaluating the expectation value. The cost QAOA operator Ĉ is a sum of m such

terms, each of which could be viewed as a separate observable. In the case of MaxCut on

graph G, each term corresponds to an edge and m = |E|.

The full calculation of ⟨γ,β|Ĉ|γ,β⟩ requires evaluation of |E| tensor networks, each

representing the value fjk(γ,β) for jk ∈ E.

3.0.2 Merged Indices Contraction

Since the contraction in the bucket elimination algorithm is executed one index at a time, the

ratio of computational operations to memory read/write operations is small. This ratio is

also called the operational intensity or arithmetic intensity. Having small arithmetic intensity

hurts the performance in terms of FLOPs: for each floating-point operation calculated there

are relatively many I/O operations, which are usually slower. For example, to calculate one

element of the resulting matrix in a matrix multiplication problem, one needs to read 2N

elements and perform 4N operations. The size of the resulting matrix is similar to the input

matrices. In contrast, when calculating an outer product of two vectors, the size of the

resulting matrix is much larger than the combined size of the input vectors; each element

requires two reads and only one floating-point operation.

To mitigate this limitation, we develop an approach for increasing the arithmetic intensity,

which we call merged indices. The essence of the approach is to combine several buckets

and contract their corresponding indices at once, thus having smaller output size and larger

arithmetic intensity. We have a group of circuit contraction backends that all use this

approach.
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For the merged backend group, we order the buckets first and then find the mergeable

indices before performing the contraction. We list the set of indices of tensors in each bucket

and then merge the buckets if the set of indices of one bucket is a subset of the other. We

benchmark the sum of the total time needed for the merged indices contraction and compare

it with the unmerged baseline results. We call this group the “merged” group and the baseline

the “unmerged” group.

3.0.3 CPU-GPU Hybrid Backend

The initial tensor network contains only very small tensors of at most 16 elements (4 di-

mensions of size 2). We observe that the contraction sequence obtained by our ordering

algorithm results in buckets of small width for first 80% of contraction steps. Only after all

small buckets are contracted, sequence we start to contract large buckets. The GPUs usually

perform much better when processing large amount of data. We observe this behaviour in

our benchmarks on Figure 3.1. We therefore implement a mix backend which uses both CPU

and GPU. It combines a CPU backend and a GPU backend by dispatching the contraction

procedure to appropriate backend.

The mix or the hybrid backend uses the bucket width, which is determined by the number

of unique indices in a bucket, to allocate the correct device for such a bucket to be computed.

The threshold between the CPU backend and the GPU backend is determined by a trial

program. This program runs a small circuit, which is used for all backends for testing,

separately on a GPU backend and a CPU backend. After the testing is complete, it iterates

through all bucket widths and checks whether at this bucket width the GPU takes less time

or not. If it finds the bucket width at which the GPU is faster, it will output that bucket

width, and the user can use this width when creating the hybrid backend in the actual

simulation. In the actual simulation, if the bucket width is smaller than the threshold, the

hybrid backend will allocate this bucket to the CPU and will allocate it to the GPU if the
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width is greater.

Since we don’t contract buckets of large width on CPU, the resulting tensors are rather

small, on the order of 1,000s of bytes. The time for data transfer in this case is consid-

ered negligible and is not measured in our code. The large tensors start to appear from

contractions that combine these small tensors after all the data is moved to GPU.

3.0.4 Datasets for Synthetic Benchmarks

Tensor network contraction is a complex procedure that involves many inhomogeneous op-

erations. Since we are interested in achieving the maximum performance of the simulations,

it is beneficial to compare the FLOPs performance to several more relevant benchmarking

problems. We select several problems for this task:

1. Square matrix multiplication, the simplest benchmark problem which serves as an

upper bound for our FLOP performance;

2. Pairwise tensor contractions with a small number of large dimensions and fixed con-

traction structure;

3. Pairwise tensor contractions with a large number of dimensions of size 2 and permuted

indices;

4. Bucket contraction of buckets that are produced by actual expectation value calcula-

tion;

5. Full circuit contraction which takes into account buckets of large and small width.

By gradually adding complexity levels to the benchmark problems and evaluating the per-

formance on each level, we look for the largest reduction in FLOPs. The corresponding level

of complexity will be at the focus of our future efforts for optimisation of performance. The

results for these benchmarks are shown in Section 3.1.5 and Figures 3.6 and 3.7.
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Matrix Multiplication

We perform the matrix multiplications for the square matrices of the same size and record

the time for the operation for the CPU backend Numpy and the GPU backends PyTorch

and CuPy. We use the built-in random() function of each backend to randomly generate

two square matrices of equal size as our input, and we use the built-in matmul() function

to produce the output matrix. The size of the input matrices ranges from 10 × 10 to

8192 × 8192, and the test is done repeatedly on four different data types: float, double,

complex64, and complex128. For the multiplication of two n × n matrices, we define the

number of complex operations to be n3, and we calculate the number of FLOPs for complex

numbers as 8× number_of_operations
operation_time .

Tensor Network Contraction

We have two experiment groups in benchmarking the tensor contraction performance: tensor

contractions with a fixed contraction expression and tensor contractions with many indices

where each index has a small size. We call the former group “tncontract fixed” because we

fix the contraction expression as “abcd,bcdf−→acf,” and we call the latter one “tncontract

random” because we randomly generate the contraction expression. In a general contrac-

tion expression, we sum over the indices not contained in the result indices. In this fixed

contraction expression, we sum over the common index “b” and “d” and keep the rest in our

result indices. We generate two square input tensors of shape n × n × n × n and output a

tensor of shape n × n × n, where n is a size ranging from 10 to 100. For the “tncontract

random” group, we randomly generate the number of contracted indices and the number

of indices in the results first and then fill in the shape array with size 2. For example, a

contraction formula “dacb,ad−→bcd” (index “a” is contracted) needs two input tensors: the

first one with shape 2 × 2 × 2 × 2 and the second one with shape 2 × 2. We use the for-

mula 2number_of_different_indices to calculate the number of operations, and we record the
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Figure 3.1: Breakdown of mean time to contract a single pair of tensors by bucket width.
The test is performed for expectation value as described in 3.1.1. CPU backend “einsum” is
faster for buckets of width ≤ 13− 16, and GPU backends are faster for larger buckets. The
total bucket time is divided by the number of tensors in the bucket to count each call to GPU
once. The dashed lines are fitted model assuming with constant overhead plus exponential
scaling with bucket width.

contraction time and compute the FLOPs value based on the formula used in matrix mul-

tiplication. Following the same procedure in matrix multiplication, we use the backends’

built-in functions to randomly generate the input tensors based on the required size and the

four data types.

Circuit Simulation

For numerical evaluations, we benchmark the full expectation value simulation of the QAOA

MaxCut problem for a 3-regular graph of size 30 and QAOA depth p = 4. We have two

properties for evaluating the circuit simulation performance: unmerged vs. merged backend

and single vs. mixed backend.
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Figure 3.2: Distribution of bucket width in the contraction of QAOA full circuit simulation.
The y-axis is log scale; 82% of buckets have width ≤ 6, which have relatively large overhead
time.
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Figure 3.3: Breakdown of total time spent on bucket of each size in full QAOA expectation
value simulation. The Y-value on this plot is effectively the value on the Figure 3.1 multiplied
by average bucket length and the Y-value of Figure 3.2. This figure is very useful for analyzing
the bottlenecks of the simulation. It shows that most of the time for CPU backend is spent
on large buckets, but for GPU backends the large number of small buckets results in a
slowdown.
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3.1 Results

The experiment is performed on an NVIDIA DGX-2 server (provided by NVIDIA cor-

poration) with a V100 accelerator using the CUDA version 11.0. The baseline NumPy

backend is executed only on a CPU and labeled “einsum" in our experiment since we use

numpy.einsum() for the tensor computation. We also benchmark the GPU library CuPy

(on the GPU only) and PyTorch (on both the CPU and GPU).

3.1.1 Single CPU-GPU Backends

We benchmark the performance of the full expectation value simulation of the QAOA Max-

Cut problem on a 3-regular graph of size 30 with depth p = 4, as shown in in Figures 3.1,

3.2, and 3.3. This corresponds to contraction of 20 tensor networks, one network per each

lightcone. Our GPU implementation of the simulator using PyTorch (labeled “torch_gpu")

achieves 70.3× speedup over the CPU baseline and 1.92× speedup over CuPy.

Contracting each bucket involves a sequence of pairwise tensor contractions. Since, bucket

contraction time is proportional to the number of tensors in the bucket. If each pairwise

contraction incurs a fixed overhead, the total bucket contraction time will not be directly

lrelated to the overhead. For this reason, we divide the total bucket contraction time by its

length, which is a slightly different approach from [Lykov et al., 2021]. Figure 3.1 shows

the mean contraction time of tensor pairs in buckets of various bucket widths using different

backends. In comparison with the “cupy” backend, the “einsum” backend spends less total

time for bucket width less than 16, and the threshold value changes to around 13 when being

compared to “torch_gpu” backend. Both GPU backends have similar and better performance

for larger bucket widths. However, this threshold value can fluctuate when comparing the

same pair of CPU and GPU backends. This is likely due to the fact that the benchmarking

platform are under different usage loads.

Figure 3.3 provides a breakdown of the contraction times of buckets by bucket width.
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Figure 3.4: Breakdown of total contraction time by bucket width in full expectation value
simulation of problem size 30. Lines with the same color use the same type of backends.
The solid lines represent the merged version of backends, and the dashed lines denote the
baseline backends. The merged GPU backends are better for buckets of width ≥ 20.

This distribution is multimodal: A large portion of time is spent on buckets of width 4.

For CPU backends the bulk of the simulation time is spent on contracting large buckets.

Figure 3.2 shows the distribution of bucket widths, where 82% of buckets have width less

than 7. This signifies that simulation has an overhead from contracting a large number of

small buckets.

This situation is particularly noticeable when looking at the total contraction time of

different bucket widths. Figure 3.3 shows that the distribution of time vs bucket width has

two modes: for large buckets that dominate the contraction time for CPU backends and for

small buckets where most of the time is spent on I/O and other code overhead.

3.1.2 Merged Backend Results

The “merged” groups merge the indices before performing contractions. In Fig. 3.4, the

three unmerged (baseline) backends are denoted by dashed lines, while the merged backends
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Backend Name Device Time (second) Speedup
Torch_CPU CPU 347 0.71×
NumPy (baseline) CPU 246 1.00×
CuPy GPU 6.7 36.7×
Torch_GPU GPU 3.5 70.3×
Torch_CPU + Torch_GPU Mixed 2.6 94.8×
NumPy + CuPy Mixed 2.1 117×

Table 3.1: Time for full QAOA expectation value simulation using backend that utilize GPUs
or CPUs. The expectation value is MaxCut on a 3-regular graph of size 30 and QAOA depth
p = 4. Speedup shows the overall runtime improvement compared with the baseline CPU backend
“NumPy”. “Mixed” device means the backend uses both CPU and GPU devices.

are shown by solid lines. For the GPU backends CuPy and PyTorch, the merged group

performs significantly better for buckets of width ≥ 20. The CuPy merged backend always

has a similar or better performance compared with the CuPy unmerged group and has much

better performance for buckets of larger width. For buckets of width 28, the total operation

time of the unmerged GPU backends is about 0.28 seconds, compared with 32 ms (8.75×

speedup) for the CuPy merged group and 8.8 ms (31.82× speedup) for the PyTorch backend.

But we do not observe much improvement for the merged CPU backend.

3.1.3 Mix CPU-GPU Backend Results

From Figure 3.1 one can see that GPU backends perform much better for buckets of large

width, while CPU backends are better for smaller buckets. We thus implemented a mixed

backend approach, which dynamically selects a device (CPU or GPU) on which the bucket

should be contracted. We select a threshold value of 15 for the bucket width; any bucket that

has a width larger than 15 will be contracted on the GPU. Figure 3.3 shows that for GPU

backends small buckets occupy approximately 90% of the total simulation time. The results

for this approach are shown in Table 3.1 under backend names “Torch_CPU + Torch_GPU”

and “NumPy + CuPy”. Using a CPU backend in combination with Torch_GPU improves

the performance by 1.2×, and for CuPy the improvement is 3×. These results suggest that
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Backend Name Device Time (seconds) Speedup
NumPy_Merged CPU 383 0.64×
NumPy (baseline) CPU 246 1.00×
CuPy GPU 6.7 36.7×
CuPy_Merged GPU 5.6 43.9×
NumPy + CuPy Mixed 2.1 117×
NumPy_Merged + CuPy_Merged Mixed 1.4 176×

Table 3.2: Time for full QAOA expectation value simulation using different Merged backends, as
described in Section 3.0.2. The expectation value is MaxCut on a 3-regular graph of size 30 and
QAOA depth p = 4. Speedup shows the overall runtime improvement compared with the baseline
CPU backend “NumPy”.

using a combination of NumPy + Torch_GPU has the potential to give the best results.

We have evaluated the GPU performance of tensor network contraction for the energy

calculation of QAOA. The problem is largely inhomogeneous with a lot of small buckets

and a few very large buckets. Most of the improvement comes from using GPUs on large

buckets, with up to 300× speed improvement. On the other hand, the contraction of smaller

tensors is faster on CPUs. In general, if the maximum bucket width of a lightcone is less

than ∼ 17, the improvement from using GPUs is marginal. In addition, large buckets require

a lot of memory. For example, a bucket of width 27 produces a tensor with 27 dimensions

of size 2, and the memory requirement for complex128 data type is 2 GB. In practice, these

calculations are feasible up to width ∼ 29.

3.1.4 Mixed Merged Backend Results

Since the performance of the NumPy-CuPy hybrid backend is the best among all imple-

mented hybrid backends, cross-testing between merged backends and hybrid backends fo-

cuses on the combination of the NumPy backend and CuPy backend. Because of the API

constraint, the hybrid of a regular NumPy backend and a merged CuPy backend was not

implemented.

In Table 3.2, merging buckets provide a performance boost for the CuPy backend and
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Figure 3.5: Breakdown of sum contraction time by bucket width for merged backends. CPU
backends are better for buckets of width ≤ 15, and GPU backends are better for larger
buckets. The hybrid backend’s GPU backend spends outperforms the regular GPU backend
for buckets of width ≥ 15.

Numpy + CuPy hybrid backend but not the NumPy backend. CuPy_Merged is 20% faster

than CuPy, and NumPy_Merged + CuPy_Merged is 50% faster than its regular counter-

part. However, NumPy_Merged has an significant slowdown compared with the baseline

NumPy, suggesting that combining the regular NumPy backend with the merged CuPy

backend can provide more speedup for the future.

In Fig. 3.5, CPU performance is better than GPU performance when the bucket width

is approximately less than 15. After 15, GPU performance scales with width much better

than that of CPU performance, providing a significant speed boost over the CPU in the

end. GPU performance of the hybrid backend is better than that of pure GPU backend for

buckets of width ≥ 15. This speedup of the hybrid backend is likely caused by less garbage

handling for the GPU since most buckets aren’t stored on GPU memory.
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3.1.5 Synthetic Benchmarks

We also benchmark the time required for the basic operations: matrix multiplication, tensor

network contraction with fixed contraction indices, and tensor network contraction with

random indices, as well as circuit contractions.

The summary of the results is shown in Table 3.3, which compares FLOPs count for

similar-sized problems of different types. Figures 3.6 and 3.7 show dependence of FLOPs vs

problem size for different problems. We observe 80% of theoretical peak performance on GPU

for matrix multiplication. Switching to pairwise tensor network contraction shows similar

FLOPs for GPU, while for CPU, it results in 10× FLOPs decrease. A significant reduction

in performance comes from switching from pairwise tensor network contractions of a tensor

with few dimensions of large size to tensors with many permuted dimensions and small

size. This reduction in performance is about 10× for both CPU and GPU. This observation

suggests that further improvement can be achieved by reformulating the tensor network

operations in a smaller tensor by transposing and merging the dimensions of participating

tensors. It is partially addressed in using the merged indices approach, where the contraction

dimension is increased. The “Bucket Contraction Merged” task shows 45% of theoretical peak

performance, which significantly improves compared to the unmerged counterpart.

The significant reduction of performance comes when we compare bucket contraction and

full circuit contraction. It was explained in detail in Section 3.1.1 and is caused by overhead

from small buckets. It is evident from Figure 3.3 that most of the time in GPU simulation is

spent on overhead from small bucket contraction. This issue is addressed by implementing

the mixed backend approach.

It is also notable that the merged approach does not improve the performance for CPU

backends which is probably due to an inefficient implementation of original numpy.einsum().
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Task CPU FLOPs GPU FLOPs
Matrix Multiplication 50.1G 2.38T
Tensor Network Fixed Contraction 5.53G 1.36T
Tensor Network Random Contraction 640M 97.5G
Bucket Contraction Unmerged 241M 61.9G
Bucket Contraction Merged 542M 1.14T
Lightcone Contraction Unmerged 326M 4.92G
Lightcone Contraction Merged 177M 3.1G
Circuit Contraction Mixed 30.7G

Table 3.3: Summary of GPU and CPU FLOPs for different tasks at around 100 million operations.
Matrix Multiplication and Tensor Contraction tasks are described in Section 3.1.5. “Bucket Contrac-
tion” groups record the maximum number of FLOPs for a single bucket. “Lightcone Contraction”
groups contain the FLOPs data on a single lightcone where the sum of operations is approximately
100 millions, small and large buckets combined.

Matrix Multiplication

The multiplication of square matrices of size 465 needs approximately 100 million complex

operations according to our calculation of operations value. The average operation time for

the multiplication of two randomly generated complex128 square matrices of size 465 is 0.3

ms on the GPU, which achieves 50× speedup compared with the operation time of 16 ms

on the CPU; NumPy produces 50G FLOPs on CPU, and the GPU backend CuPy reaches

2.38T FLOPs for this operation. We observe that the CPU backend has an advantage in

performing small operations: for matrices of size 10× 10, the CPU backend NumPy spends

only 5.8 µs for the multiplication, while the best GPU backend PyTorch spends 27 µs on the

operation. When the matrix size is less than 2000 × 2000 for the GPU backends, PyTorch

outperforms CuPy, and CuPy is slightly better for much larger operations. Moreover, the

operation time for both CPU and GPU backends decreases slightly when the size of matrices

increases from 1000 to 1024 and from 4090 to 4096.
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Fixed Tensor Network Contraction

We use the fixed contraction formula “abcd,bcdf−→acf” and control the size of the tensor

indices from 10 to 100. Even for the smallest case when the number of operations is 100,000

with indices of size 10, the slowest GPU backend is faster than the CPU backend Numpy,

which spends 0.3 ms on the contraction. For the GPU backends, we achieve 1.36T FLOPs

for this fixed contraction, which is 57% of the recorded peak performance. In accordance

with the matrix multiplication results, the CuPy backend performs better than the PyTorch

backend in the fixed tensor network contractions only when the number of operations is

greater than 1G.

Random Tensor Network Contraction

We let the number of indices be any number between 4 and 25, and we set the size of

each mode to be 2. For example, we have 5 indices in total, and we randomly generate

a contraction sequence “caedb,eab−→cde,” so the sizes of the input tensors are 25 and 23,

resulting in an output tensor of size 23. We reach 97.5 G FLOPs for the GPU backends and

640 M for the CPU backend only when performing this random contraction. As shown in

Fig. 3.6, the mean FLOPs drop significantly when we use random contraction (in green)

instead of fixed contraction (in red) on the CuPy backend. On the CPU, the gap increases

with the increasing number of operations according to Fig. 3.7. Therefore, contractions on

tensors with small numbers of indices of large size have better performance than contractions

on tensors with many indices of small size. The "tncontract random" group is designed to

break down the circuit simulation to tensor contraction operations, so it overlaps with the

results from the "bucket unmerged" group in Fig. 3.6. From the difference in performance

of the random and the fixed tensor contraction group, we design the merged bucket group to

improve the performance of contractions. Our goal is to make the bucket simulation curve

close to the tensor contraction fixed group (the red curve).
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Figure 3.6: FLOPs vs. the number of operations for all tasks on the CuPy backend. “circuit
unmerged" and “circuit merged" are results of expectation value of the full circuit simulation
of QAOA MaxCut problem on a 3-regular graph of size 30 with depth p = 4. “tncontract
random” tests on tensors of many indices where each index has a small size. “tncontract
fixed" uses the contraction sequence “abcd,bcdf−→acf” for all contractions. “matmul" per-
forms matrix multiplication on square matrices. All groups use complex128 tensors in the
operation. We use the triangles to denote the data at ∼ 100 million operations, which is
shown in Table 3.3.
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Figure 3.7: FLOPs vs. the number of operations for all tasks on NumPy backend. Same
problem setting as Fig. 3.6. “tncontract random" outperforms “tncontract fixed" as the ops
value increases. Merged backend does not have an advantage on CPU compared to the
unmerged backend. We use the triangles to denote the data at ∼ 100 million operations,
which is shown in Table 3.3.

3.2 Conclusions

This work has demonstrated that GPUs can significantly speed up quantum circuit simula-

tions using tensor network contractions. We demonstrate that GPUs are best for contracting

large tensors, while CPUs are slightly better for small tensors. Moving the computation onto

GPUs can dramatically speed up the computation. We propose to use a contraction backend

that dynamically assigns the CPU or GPU device to tensors based on their size. This mixed

backend approach demonstrated a 176× improvement in time to solution.

We observe up to 300× speedup on GPU compared to CPU for individual large buckets.

In general, if the maximum bucketwidth of a lightcone is less than ∼ 17, the improvement

from using GPUs is marginal. It underlines the importance of using a mixed CPU/GPU

backend for tensor contraction and using device selection for the tensor at runtime to achieve

the maximum performance. On NVIDIA DGX-2 server we found out that the threshold is
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∼ 15, but it may change for other computing systems.

We also demonstrated the performance of the merged indices approach, which improves

the arithmetic intensity and provides a significant FLOP improvement. Our synthetic bench-

marks for various tensor contraction tasks suggest that additional improvement can be ob-

tained by transposing and reshaping tensors in pairwise contractions.

The main conclusion of this chapter is that we found that GPUs can dramatically increase

the speed of tensor contractions for large tensors. The smaller tensors need to be computed

on a CPU only because of overhead to move on and off data to a GPU. We show that the

approach of merged indices allows to speed up large tensors contraction, but it does not solve

the problem completely. Where to compute tensors leads to the problem of optimal load

balancing between CPU and GPU. This potential issue will be the subject of our future work,

as well as testing of the performance of the code on new NVidia DGX systems and GPU

supercomputers using cuTensor and cuQuantum software packages developed by NVidia.
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CHAPTER 4

SIMULATION OF QAOA PERFORMANCE UNDER NOISE

This chapter is adapted from Berquist, Lykov, Liu, and Alexeev [2022].

4.1 Introduction

At the moment, quantum devices exhibit noise that is not feasible to correct at scale. We

are in the Noisy Intermediate-Scale Quantum (NISQ) era of quantum computing. Therefore,

it is particularly important that noisy quantum simulators are developed in order to help

develop, test, and verify the quantum algorithms we hope to use.

There are many types of quantum simulators [Boixo et al., 2017; Lykov et al., 2022;

Markov and Shi, 2008; Otten, 2020; Pednault et al., 2017; Wu et al., 2018, 2019], and tensor

network simulators have shown the state-of-the-art performance. However, when it comes

to simulating quantum computers with noise, the current very common approach is to use

the density matrix formalism. This approach allows one to obtain an exact noisy state

with a single sample, but it has a memory cost that scales at 4n, where n is the number of

qubits. We use a tensor network representation and apply noise stochastically, generating

an approximate noisy state. This has a much lower memory cost that scales at 2n, but it

requires many samples and therefore has a much higher computation cost. Despite this higher

computation cost, the lower memory cost allows us to simulate larger quantum systems that

are intractable using the density matrix formalism. Thus, we effectively traded memory

requirements for more demanding computational requirements. This tradeoff is especially

attractive for running large-scale simulations on supercomputers.

We have implemented our stochastic noise model in the tensor network simulator QTensor

[Lykov, 2021; Lykov and Alexeev, 2021; Lykov et al., 2022], which is specifically designed to

run in parallel mode on GPU supercomputers at scale. Our eventual goal is to run large-scale
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quantum circuit simulations on Argonne’s supercomputers Polaris and Aurora.

We have tested our implementation of the stochastic quantum simulator in QTensor

against the density matrix simulator in the Qiskit package. It has been tested by running

a variety of Quantum Approximate Optimization Algorithm (QAOA) [Farhi et al., 2014]

quantum circuits.

4.2 Related Work

The O(4n) complexity of simulating noisy quantum circuits and open quantum systems, in

general, using density matrices, has sparked decades of development of various algorithms.

Approximating the full-density matrices with lower-rank alternatives is the common theme

behind all of the approaches.

Tensor network methods such as matrix product states (MPS) represent wavefunctions as

factorized tensors, which were originally proposed to simulate many-body quantum systems

with local interactions. In systems such as the transverse field 1D Ising model, interactions

between quantum spins are limited to the nearest neighbor. The overall statevector is rep-

resented as a chain of tensors, each corresponding to a single spin. Each tensor has open

bonds (exposed and unconnected to anything) that correspond to the actual physical Hilbert

space of spins, as well as closed bonds (connected between tensors) that represent an internal

(virtual) degree of freedom. To perfectly represent an exponentially large Hilbert space, the

number of virtual bonds between each pair of tensors (bond-dimension) has to grow with

the number of qubits, leading to an exponential simulation cost. However, truncating the

tensor by limiting the bond-dimension can lead to approximate results with tunable simu-

lation costs. Such truncations are performed with singular value decomposition (SVD). For

noisy simulations of 1D systems, statevectors need to be generalized to density matrices. As

a result, MPS are generalized to matrix product operators (MPOs), with bonds representing

the normal and dual indices.
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Other techniques such as time-evolving block decimation (TEBD) for noisy time dynamics

simulations, density matrix renormalization group (DMRG) for ground state search in 1D

systems, projected entangled pair states (PEPS) for 2D systems, tree tensor networks, and

multi-scale entangle renormalization ansatz (MERA) for highly entangled 1D states with

global order parameters, also use various representations of quantum states that are low

rank. A recent approach for weakly noisy simulations projects the density matrix onto

ensembles of pure states, which is more memory efficient.

One potentially interesting area of research is to use of deep-learning techniques for the

probabilistic simulation of quantum circuits. It is an exact formulation of quantum dynamics

via factorized generalized measurements, which maps quantum states to probability distri-

butions with the advantage that local unitary dynamics and quantum channels map to local

quasi-stochastic matrices. Using this framework, quantum circuits that build Greenberger-

Horne-Zeilinger states and linear graph states of up to 60 qubits have been demonstrated

[Carrasquilla et al., 2021]. Another interesting recent work is [Nguyen et al., 2021], where a

tensor network is constructed using the density matrix instead of statevector. This approach,

however, requires significantly more memory with a growing number of qubits and thus can

be impractical for systems of n > 15.

4.3 Methodology

4.3.1 QTensor Backends

QTensor has support for a few tensor contraction libraries (backends) for contracting tensors

efficiently:

• Numpy: a CPU-optimized option.

• PyTorch: a CPU and GPU option with backpropagation capabilities, which is espe-

cially useful for optimization simulations such as QAOA and neural network simula-
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tions.

• CuPy: a GPU option.

• cuTensor: a dedicated GPU library developed by NVidia for efficient tensor contrac-

tions.

The optimal choice of a backend(s) depends on the target hardware and the particular

task [Lykov et al., 2021]. Moreover, since these backends are constantly evolving, the optimal

choice may change.

4.3.2 Index Slicing

In a high-performance computing environment, the possibility of parallelization must be ex-

ploited to achieve low time-to-solution. On the quantum circuit level, the tensor network

can be contracted in parts by fixing a value of some tensor indices. However, this necessar-

ily changes the nature of the contraction and the contraction width. The step-dependent

slicing algorithm described in Chapter 2 is a heuristic algorithm that distributes contraction

operations of different slices of the tensor network to a different machine in parallel that also

balances the contraction width changes.

4.3.3 Parallelism Hierarchy

QTensor implementation of stochastic noise has three levels of parallelism. The first level

of parallelism is sample parallelism, where each sampled circuit is simulated independently.

Thus, the first level can be trivially parallelized. Depending on the treewidth of the circuits,

we use different strategies. For circuits with low contraction width (meaning that the memory

requirement is low), multiple circuits can fit into a single GPU. In this case, a single GPU

can simulate a batch of circuits in parallel, and multiple GPUs/nodes can be used at the

same time. For circuits with larger contraction treewidth, multiple GPUs must be used to
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simulate a single circuit since the intermediate tensor will not fit in the memory of a single

GPU. Multiple GPU nodes need to be used to simulate multiple circuits in parallel using

the tensor-slicing technique described in the previous section.

The second level of parallelism is circuit parallelism. As discussed in the index slicing

section, a single large circuit can be contracted in parallel on multiple GPUs/nodes by

dividing the graph into multiple parts for parallel contraction.

The third level of parallelism is tensor parallelism. This is simply the parallelism allowed

by GPUs when processing independent tensor elements as opposed to CPUs.

Overall, with the three levels of parallelism in mind, we hope to run our noisy simulation

on the Polaris supercomputer, which is especially suitable for this task for its thousands of

latest-generation GPUs available as well as the state-of-the-art communication fabric.

4.3.4 Quantum Approximate Optimization Algorithm

QAOA is hailed as one potential approach to achieving quantum advantage on NISQ de-

vices. In this work, we aim to solve an optimization problem, namely the MaxCut problem

(Section 1.6. For a detailed explanation of the QAOA algorithm, see Section 1.5.

To recall, QAOA encodes a potential solution in the basis state of the quantum Hilbert

space. Each node has a corresponding qubit, and a Hamiltonian is constructed such that

every edge that connects two nodes corresponds to a spin-spin interaction term in the Hamil-

tonian. Finding the optimal solution corresponds to finding the state that minimizes this

Hamiltonian or the ground state. Since a quantum circuit can represent an exponentially

large number of basis states as a superposition, it is believed that with the appropriate state

preparation and optimization schemes, QAOA can find the lowest energy bit string with

high probability.

Recent work shows that for the good performance of QAOA on NISQ devices, circuit

ansatze with shallow depths tend to perform better. This is partially explained by the
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Figure 4.1: An example of stochastic bit-flip noise on a single qubit gate. When an H gate
is applied to a circuit, it has a probability p of also applying an X gate, which is the bit-flip
noise. Otherwise, only an H gate is applied as an ideal, noiseless gate with probability 1−p.

fact that shallower circuits accumulate less noise. This fact is particularly favorable since

QTensor is especially well-suited for simulating low-depth circuits. Our effort to develop a

noisy version of the simulator can have a significant impact on the search for an efficient

algorithm under realistic hardware constraints.

4.3.5 Modeling Noise

The general idea behind noise models is that whenever an operation is done on a circuit, there

is some probability 1 − p of just that operation happening, and there is some probability p

that operation plus an unwanted operation occurring. The unwanted operation is the noise.

An example is shown in Figure 4.1.

We can express errors in the density matrix formalism using the operator-sum represen-

tation [Nielsen and Chuang, 2002]. An open quantum system can be modeled as

E(ρ) =
∑

j
KjρK

†
j , (4.1)

where E is a linear map called a channel. Any evolution in quantum mechanics is called

a channel - both unitary and irreversible - and channels convert systems from one state to

another. Each Kj is called a Kraus operator. The Kraus operators for a bit-flip channel are

64



Figure 4.2: An example of stochastic bit-flip noise, with probability p of being applied on a
single gate, applied to a two-qubit gate. When a cX gate is applied to a circuit, each qubit
has some probability of also applying an X gate, which is the bit-flip noise. With probability
p(1−p), only the target qubit or only the control qubit will have bit-flip noise applied. With
probability p2, both qubits will get the bit-flip noise. Finally, with probability (1 − p)2, no
noise will be applied.
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given by

K0 =
√
pX, K1 =

√
1− pI

and the Kraus operators for a depolarizing channel on a single qubit are given by

K0 =

√
1− 3λ

4
I, K1 =

√
λ

4
X, K2 =

√
λ

4
Y, K3 =

√
λ

4
Z

While p in the bit-flip channel directly refers to a probability, λ in the depolarizing

channel is a parameter that only corresponds to a probability. We use square roots because

each Kj is multiplied by its complex-conjugate transpose in Equation 4.1.

4.3.6 Stochastic Noise Implementation in QTensor

There are several steps to simulating stochastic noise. First, a noise model is created, which

contains a list of all of the noise channels that the circuit will have. Each channel is associated

with a particular gate or gate that will be applied in the circuit. Then an ideal, noiseless

circuit is created. Finally, a function simulate_batch_ensemble() is called, which has the

ideal circuit, the noise model, and the number of circuits in the ensemble K as arguments.

Every ideal circuit in the ensemble is recreated in the exact order it was originally created,

except with noise. First, gate i from the ideal circuit is added to the noisy circuit. Then

there is a check to see if that i is in the noise model. If it is not, the next gate from the

ideal circuit is added. If gate i is in the noise model, then we begin to add noise based on

the channels associated with that gate. For each noise channel associated with the gate, we

generate a uniform random number 0 ≤ u ≤ 1 and use u to pick a Kraus operator from

the channel. We then apply the Pauli operator (or operators if it is a multi-qubit channel)

associated with the Kraus operator to the noisy circuit. For example, if the Kraus operator

picked from a bit-flip channel is √pX, then we apply the Pauli operator X to the noisy
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circuit. The application of the Pauli is the noise. After all of the noise channels for gate i

are added, then gate i+ 1 from the ideal circuit is added, and we do the checks again.

After every gate from the ideal circuit has been added to the noisy circuit, we simulate

the circuit and obtain a statevector ψ. We take the absolute value squared of each element

of ψ to obtain a probability density vector φ

φ =
2n∑
j

|ψj |2 ej

where {ek} are the standard basis vectors. Note that ψ is normalized in another part

of the QTensor package, so the normalization of φ is taken care of already. We add φ

to another vector: the average probability density vector. The average probability density

vector keeps track of the results of every noisy circuit simulation from the ensemble. After K

simulations of noisy circuits, we normalize the average probability density vector to obtain

the approximate noisy state σapprox

σapprox =
K∑
j

φj
K

We can compare σapprox with Qiskit’s density matrix simulator by using Qiskit’s AerSimulator()

backend with the density_matrix method and an equivalent noise model. To ensure we

get the exact density matrix, we apply the .save_density_matrix() method to the Qiskit

circuit right before measurement. This will give us an exact noisy state in density matrix

form, ρexact

Next we store the diagonal entries of ρexact in a vector of dim(2n), denoted σexact.
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Figure 4.3: The architecture of the Polaris supercomputer at the node level and programming
models used to parallelize the QTensor package.

σexact =
2n∑
j

ρjj ej

where ρik are matrix elements of ρexact. We do this because the probabilities of ρexact

are encoded in the diagonal entries.

Finally, we calculate the error between the states with

Error = 1− F (σapprox, σexact)

= 1−
∣∣〈√σapprox,

√
σexact

〉∣∣2 (4.2)

where F (· , ·) is the fidelity between the states and ⟨· , ·⟩ is the inner product function. We

take the square roots of each vector because the inner product should be performed on

probability amplitude vectors, not probability density vectors.
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Figure 4.4: Circuit mapping to a single Polaris node. The circuits are sliced into four parts,
which are mapped to GPUs. All calculations are done using QTensor on CPUs and Pytorch
on GPUs.

4.3.7 Computational Resources

All presented calculations have been obtained with a computer that has a 2.60Ghz Intel

i7-9850H 6-core CPU with 16 GB DDR4 RAM, a 512 GB SSD, and an Intel UHD Graphics

630.

Our eventual goal is to run the accurate large-scale noisy quantum simulation using

QTensor on Argonne’s supercomputers Polaris and Aurora. Polaris is a 560-node HPE

Apollo 6500 Gen 10+ based system. Each node has a single 2.8 GHz AMD EPYC Milan

7543P 32-core CPU with 512 GB of DDR4 RAM and four Nvidia A100 GPUs, a pair of

local 1.6TB of SSDs in RAID0 for the users use, and a pair of slingshot network adapters.

The architecture of Polaris is shown in Figure 4.3 at the node level. To decrease the memory

requirements to store circuits in memory, we sliced circuits to decrease contraction width.

The mapping of circuits is shown in Figure 4.4.
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4.4 Results

We tested the error between the noisy quantum states generated by the QTensor and Qiskit

using many different QAOA circuits. Each ensemble contained between 10 and 1,780 circuits.

Each circuit had a depth of p = 2, degree d = 4, and between 3 and 13 qubits. Values for

γ and β were fixed. We added depolarizing noise on all of the gates for our noise model.

We used λ1 = 0.001 for single-qubit gates, and λ2 = 0.004 for two-qubit gates. We chose

depolarizing error for two reasons. One is because this is a very common error that is

experienced on current quantum computers today. And two, it is one of the worst types of

gate error, and it has the largest impact on fidelity.

At first glance, these values for λ1 and λ2 may seem small, as they correspond to error

rates an order of magnitude lower than those experienced for single- and two-qubit gates on

current IBM superconducting devices. However, the values for λ1 and λ2 had two constraints.

First, if we chose values for λ1 and λ2 that corresponded to error rates experienced today

and used those with a QAOA algorithm with the parameters listed above, the noise would

overpower the QAOA algorithm, leaving us with a state that is indistinguishable from a

uniform distribution state. That is, our final probability amplitude distribution would have

the fidelity of > 0.99 with the uniform distribution state. Second, if we chose values for λ1

and λ2 that were too small, then the final probability amplitude distribution would have a

fidelity > 0.99 with the exact, noiseless state.

Our choice of λ1 and λ2 met both of these constraints for the parameters p, d, and

number of qubits n. The average fidelity between σapprox and the uniform distribution state

was 0.938, and the average fidelity between σapprox and the noiseless state was 0.959.

We fixed γ and β for a similar reason to our choice of λ1 and λ2. If we used randomized

values for γ and β, some of our final states would end with a fidelity > 0.99 to the uniform

distribution state, some would end with a fidelity > 0.99 to the noiseless state, while others

could be very far away from those state: e.g. < 0.8 fidelity from the uniform or noiseless state.
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Figure 4.5: Breakdown of the number of circuits needed to achieve a given error. This is
what our model predicts based on Equation 4.3. This demonstrates that for a fixed number
of qubits, a lower error rate requires more circuits in the ensemble. Additionally, for a fixed
error rate, more qubits also require more circuits.

By fixing γ and β to angles from [Wurtz and Lykov, 2021] we removed that dependence.

What we found was that as we increased the number of qubits in our simulation but kept

the number of circuits in the ensemble fixed, the error increased exponentially. If we kept

the number of qubits fixed but increased the number of circuits, the error would decrease.

We quantified these results using multiple linear regression, giving us

Error = α exp
(
δ Qubits− µ ln(Circuits)

)
, (4.3)

where α = 0.05737, δ = 0.11164, µ = 0.98682 and with R2 = 0.996. Figure 4.5 takes this

result and then predicts how many circuits we will need for a given error and the number of

qubits.

The shape of the Error in Equation 4.3 is a function of the growing number of qubits,

and the size of the density matrix. The density matrix, which is the minimal representation

of a generic noisy quantum state, grows as O(4n), while each circuit only uses vectors of
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Figure 4.6: Breakdown of the number of circuits needed to simulate a certain error, for
different fixed numbers of qubits.

size O(2n). Thus, each circuit only represents an exponentially small fraction of full quan-

tum noise information, and therefore for a fixed number of circuits, the error should grow

exponentially with n. Moreover, the error should go down as a polynomial of the number of

circuits K.

We find that for our selection of benchmark circuits Error ∝ 1
K , which may be surprising

as stochastic error usually scales as 1√
q for q samples. Due to the simplicity of our model,

the dependence of Error on qubit and circuit counts is well understood. This is why despite

fitting on relatively small numbers of qubits n ≤ 13, we can safely extrapolate this to large

n. The remarkable result of our preliminary small-scale simulations is that there is no

requirement to simulate a large number of circuits to get a reasonable error, as shown in

Figure 4.6. One can achieve 1% error on up to 100 qubits using the order of only a million

independent circuits. These calculations can be done efficiently. Running a large number of

independent circuits is a perfect task for supercomputers.
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4.5 Conclusions

In this work, we developed, to the best of our knowledge, the first parallel stochastic quan-

tum simulator capable of simulating very large quantum circuits with output close to the

exact density matrix simulator. It has been implemented in the Argonne-developed tensor

network quantum circuit simulator QTensor. We compared the similarity of approximate

noisy states generated by QTensor with exact noisy states generated by IBM’s simulator

Qiskit by measuring the fidelity between the density matrices. To demonstrate the accuracy,

we simulated QAOA circuits up to 13 qubits and depth p = 2 and compared them against

the density matrix simulator in Qiskit.

We evaluated our performance using QAOA ansatz circuits for a very specific set of cir-

cuits (MaxCut, d = 4 regular graphs). While a more general circuit family is interesting,

QAOA circuits serve as a benchmark for a useful quantum algorithm MaxCut, which pro-

duces samples biased toward a solution to a combinatorial problem. Another direction of

this work is to study a relationship between circuit depth p and Error, as well as error prob-

ability λ and Error. We also plan to run both density matrix and stochastic noise simulation

using the tensor networks on supercomputers and study the time and memory requirements

of each method.

By using approximate stochastic techniques, we significantly reduced memory require-

ments by increasing computational requirements. For example, to simulate a high-depth

noisy circuit with 25 qubits using the density matrix method, 18 petabytes of memory is

required, while our method needs only 500 MB. Our stochastic approach will need to run

only 1,000 noisy circuits to achieve a 0.001% output error. The memory requirement for the

density matrix simulation can be reduced by using the circuit slicing technique. However, at

such scale, it is inefficient, as it will increase the simulation time by at least 225 ≈ 33× 106

times.

Our stochastic noise simulator is very well suited to run on supercomputers at scale. It is
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achieved by running a large number of embarrassingly parallel circuit simulations. Currently,

we estimate that we can run up to 35 qubit simulations on supercomputers. But by using

the tensor slicing technique, we hope to simulate up to 100 qubit noisy QAOA circuits. It is

the subject of our future work.
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CHAPTER 5

MAXCUT QAOA PERFORMANCE STUDY

This chapter is adapted from Lykov, Chen, Chen, Keipert, Zhang, Gibbs, and Alexeev [2021].

5.1 Introduction

Quantum computing promises enormous computational powers that can far outperform any

classical computational capabilities [Alexeev et al., 2021]. In particular, certain problems can

be solved much faster compared with classical computing, as demonstrated experimentally by

Google for the task of sampling from a quantum state [Arute et al., 2019]. Thus, an important

milestone [Arute et al., 2019] in quantum technology, so-called ‘quantum supremacy’, was

achieved as defined by Preskill [2012].

The next milestone, ‘quantum advantage’, where quantum devices solve useful problems

faster than classical hardware, is more elusive and has arguably not yet been demonstrated.

However, a recent study suggests a possibility of achieving a quantum advantage in runtime

over specialized state-of-the-art heuristic algorithms to solve the Maximum Independent

Set problem using Rydberg atom arrays [Ebadi et al., 2022]. Common classical solutions

to several potential applications for near-future quantum computing are heuristic and do

not have performance bounds. Thus, proving the advantage of quantum computers is far

more challenging [Guerreschi and Matsuura, 2019; Serret et al., 2020; Zhou et al., 2020].

Providing an estimate of how quantum advantage over these classical solvers can be achieved

is important for the community and is the subject of this paper.

Most of the useful quantum algorithms require large fault-tolerant quantum computers,

which remain far in the future. In the near future, however, we can expect to have noisy

intermediate-scale quantum (NISQ) devices [Preskill, 2018]. In this context variational quan-

tum algorithms (VQAs) show the most promise [Cerezo et al., 2020] for the NISQ era, such
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Figure 5.1: Locus of quantum advantage over classical algorithms. A particular classical
algorithm may return some solution to some ensemble of problems in time TC (horizontal
axis) with some quality CC (vertical axis). Similarly, a quantum algorithm may return a
different solution sampled in time TQ, which may be faster (right) or slower (left) than
classical, with a better (top) or worse (bottom) quality than classical. If QAOA returns
better solutions faster than the classical, then there is clear advantage (top right), and
conversely no advantage for worse solutions slower than the classical (bottom left).

as the variational quantum eigensolver (VQE) [Peruzzo et al., 2014] and the Quantum Ap-

proximate Optimization Algorithm (QAOA) [Farhi et al., 2014]. Researchers have shown

remarkable interest in QAOA because it can be used to obtain approximate (i.e., valid but

not optimal) solutions to a wide range of useful combinatorial optimization problems [Chat-

terjee et al., 2021; Ebadi et al., 2022; Farhi et al., 2020].

In opposition, powerful classical approximate and exact solvers have been developed to

find good approximate solutions to combinatorial optimization problems. For example, a re-

cent work [Guerreschi and Matsuura, 2019] compares the time to solution of QAOA vs. the

classical combinatorial optimization suite AKMAXSAT. The classical optimizer takes expo-
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nential time with a small prefactor, which leads to the conclusion that QAOA needs hundreds

of qubits to be faster than classical. This analysis requires the classical optimizer to find an

exact solution, while QAOA yields only approximate solutions. However, modern classical

heuristic algorithms are able to return an approximate solution on demand. Allowing for

worse-quality solutions makes these solvers extremely fast (on the order of milliseconds),

suggesting that QAOA must also be fast to remain competitive. A valid comparison should

consider both solution quality and time.

In this way, the locus of quantum advantage has two axes, as shown in Fig. 5.1: to

reach advantage, a quantum algorithm must be both faster and return better solutions than

a competing classical algorithm (green, top right). If the quantum version is slower and

returns worse solutions (red, bottom left) there is clearly no advantage. However, two more

regions are shown in the figure. If the QAOA returns better solutions more slowly than a

classical algorithm (yellow, top left), then we can increase the running time for the classical

version. It can try again and improve its solution with more time. This is a crucial mode to

consider when assessing advantage: heuristic algorithms may always outperform quantum

algorithms if quantum time to solution is slow. Alternatively, QAOA may return worse

solutions faster (yellow, bottom right), which may be useful for time-sensitive applications.

In the same way, we may stop the classical algorithm earlier, and the classical solutions will

become worse.

One must keep in mind that the reason for using a quantum algorithm is the scaling of

its time to solution with the problem size N . Therefore, a strong quantum advantage claim

should demonstrate the superior performance of a quantum algorithm in the large-N limit.

This paper focuses on the MaxCut combinatorial optimization problem on 3-regular

graphs for various problem size N . MaxCut is a popular benchmarking problem for QAOA

because of its simplicity and straightforward implementation. We propose a fast fixed-angle

approach to running QAOA that speeds up QAOA while preserving solution quality com-
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pared with slower conventional approaches. We evaluate the expectation value of noiseless

QAOA solution quality using tensor network simulations on classical hardware. We then

find the time required for classical solvers to match this expected QAOA solution quality.

Surprisingly, we observe that even for the smallest possible time, the classical solution qual-

ity is above our QAOA solution quality for p = 11, our largest p with known performance.

Therefore, we compensate for this difference in quality by using multishot QAOA and find

the number of samples K required to match the classical solution quality. K allows us

to characterize quantum device parameters, such as sampling frequency, required for the

quantum algorithm to match the classical solution quality.

5.2 Results and discussion

This section will outline the results and comparison between classical optimizers and QAOA.

This has two halves: Sec. 5.2.1 outlines the results of the quantum algorithm, and Sec. 5.2.2

outlines the results of the classical competition.

5.2.1 Expected QAOA solution quality

The first algorithm is the quantum approximate optimization algorithm (QAOA), which uses

a particular ansatz to generate approximate solutions through measurement. We evaluate

QAOA for two specific modes. The first is single shot fixed angle QAOA, where a single

solution is generated. This has the the benefit of being very fast. The second generalization

is multi-shot fixed angle QAOA, where many solutions are generated, and the best is kept.

This has the benefit that the solution may be improved with increased run time.

In Section 5.3.3 we find that one can put limits on the QAOA MaxCut performance even

when the exact structure of a 3-regular graph is unknown using fixed angles. We have shown

that for large N the average cut fraction for QAOA solutions on 3-regular graphs converges

to a fixed value ftree. If memory limitations permit, we evaluate these values numerically
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Figure 5.2: Time required for a single-shot QAOA to match classical MaxCut algorithms.
The blue line shows time for comparing with the Gurobi solver and using p = 11; the yellow
line shows comparison with the FLIP algorithm and p = 6. Each quantum device that runs
MaxCut QAOA can be represented on this plot as a point, where the x-axis is the number
of qubits and the y-axis is the time to solution. For any QAOA depth p, the quantum device
should return at least one bitstring faster than the Y-value on this plot.

using tensor network simulations. This gives us the average QAOA performance for any

large N and p ≤ 11. To further strengthen the study of QAOA performance estimations, we

verify that for the small N , the performance is close to the same value ftree. We are able

to numerically verify that for p ≤ 4 and small N the typical cut fraction is close to ftree, as

shown on Fig. 5.6.

Combining the large-N theoretical analysis and small-N heuristic evidence, we are able

to predict the average performance of QAOA on 3-regular graphs for p ≤ 11. We note that

today’s hardware can run QAOA up to p ≤ 4 [Ebadi et al., 2022] and that for larger depths

the hardware noise prevents achieving better QAOA performance. Therefore, the p ≤ 11

constraint is not an important limitation for our analysis.
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5.2.2 Classical solution quality and time to solution

The second ensemble of algorithms are classical heuristic or any-time algorithms. These

algorithms have the property that they can be stopped mid-optimization and provide the

best solution found so far. After a short time spent loading the instance, they find an

initial ‘zero-time’ guess. Then, they explore the solution space and find incramentally better

solutions until stopping with the best solution after a generally exponential amount of time.

We experimentally evaluate the performance of the classical solvers Gurobi, MQLib using

BURER2002 heuristic, and FLIP in Sec. 5.3.2. We observe that the zero-time performance,

which is the quality of the fastest classical solution, is above the expected quality of QAOA

p = 11, as shown in Fig. 5.3. The time to first solution scales almost linearly with size, as

shown in Fig. 5.2. To compete with classical solvers, QAOA has to return better solutions

faster.

5.2.3 Multi-shot QAOA

To improve the performance of QAOA, one can sample many bitstrings and then take the

best one. This approach will work only if the dispersion of the cut fraction distribution is

large, however. For example, if the dispersion is zero, measuring the ansatz state would

return only bitstrings with a fixed cut value. By analyzing the correlations between the

qubits in Section 5.3.3, we show that the distribution of the cut fraction is a Gaussian

with the standard deviation on the order of 1/
√
N . The expectation value of maximum

of K samples is proportional to the standard deviation, as shown in Equation 5.7. This

equation determines the performance of multishot QAOA. In the large N limit the standard

deviation is small, and one might need to measure more samples in order to match the

classical performance.

If we have the mean performance of a classical algorithm, we can estimate the number of

samples K required for QAOA to match the classical performance. We denote the difference
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Figure 5.3: Zero-time performance for graphs of different size N . The Y-value is the cut
fraction obtained by running corresponding algorithms for minimum possible time. This
corresponds to the Y-value of the star marker in Fig. 5.4. Dashed lines show the expected
QAOA performance for p = 11 (blue) and p = 6 (yellow). QAOA can outperform the FLIP
algorithm at depth p > 6, while for Gurobi it needs p > 11. Note that in order to claim
advantage, QAOA has to provide the zero-time solutions in faster time than FLIP or Gurobi
does. These times are shown on Fig. 5.2.
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between classical and quantum expected cut fraction as ∆p(t), which is a function of the

running time of the classical algorithm. Moreover, it also depends on p, since p determines

QAOA expected performance. If ∆p(t) < 0, the performance of QAOA is better, and

we need only a K = 1 sample. In order to provide an advantage, QAOA would have to

measure this sample faster than the classical algorithm, as per Fig. 5.1. On the other hand,

if ∆p(t) > 0, the classical expectation value is larger than the quantum one, and we have to

perform multisample QAOA. We can find K by inverting Equation 5.7. In order to match

the classical algorithm, a quantum device should be able to run these K samples in no longer

than t. We can therefore get the threshold sampling frequency.

νp(t) =
K

t
=

1

t
exp

(
N

2γ2p
∆p(t)

2

)
(5.1)

The scaling of ∆p(t) with t is essential here since it determines at which point t we will have

the smallest sampling frequency for advantage. We find that for BURER2002, the value of

∆(t) is the lowest for the smallest possible t = t0, which is when a classical algorithm can

produce its first solution. To provide the lower bound for QAOA we consider t0 as the most

favourable point, since classical solution improves much faster with time than a multi-shot

QAOA solution. This point is discussed in more detail in the Supplementary Methods.

Time t0 is shown on Fig. 5.2 for different classical algorithms. We note that in the

figure the time scales polynomially with the number of nodes N . Figure 5.3 shows the mean

cut fraction for the same classical algorithms, as well as the expectation value of QAOA

at p = 6, 11. These two figures show that a simple linear-runtime FLIP algorithm is fast

and gives a performance on par with p = 6 QAOA. In this case ∆6(t0) < 0, and we need

to sample only a single bitstring. To obtain the p = 6 sampling frequency for advantage

over the FLIP algorithm, one has to invert the time from Fig. 5.2. If the quantum device

is not capable of running p = 6 with little noise, the quantum computer will have to do

multishot QAOA. Note that any classical prepossessing for QAOA will be at least linear in
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Figure 5.4: Evolution of cut fraction value in the process of running the classical algorithms
solving 3-regular MaxCut with N=256. The shaded area shows 90-10 percentiles interval,
and the solid line shows the mean cut fraction over 100 graphs. The dashed lines show the
expectation value of single-shot QAOA for p = 6, 11, and the dash-dotted lines show the
expected performance for multishot QAOA given a sampling rate of 5 kHz. Note that for
this N = 256 the multi-shot QAOA with p = 6 can compete with Gurobi at 50 milliseconds.
However, the slope of the multi-shot line will decrease for larger N , reducing the utility of
the multi-shot QAOA.
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Figure 5.5: Sampling frequency required to achieve MaxCut advantage using QAOA p = 11.
The shaded area around the solid lines corresponds to 90-10 percentiles over 100 seeds for
Gurobi and 20 seeds for BURER2002. The background shading represents comparison of
a quantum computer with BURER2002 solver corresponding to modes in Fig. 5.1. Each
quantum device can be represented on this plot as a point, where the x-axis is the number
of qubits, and the y-axis is the time to solution. Depending on the region where the point
lands, there are different results of comparisons. QAOA becomes inefficient for large N ,
when sampling frequency starts to grow exponentially with N .

time since one must read the input and produce a quantum circuit. Therefore, for small

p < 6 QAOA will not give significant advantage: for any fast QAOA device one needs a fast

classical computer; one might just run the classical FLIP algorithm on it.

The Gurobi solver is able to achieve substantially better performance, and it slightly

outperforms p = 11 QAOA. Moreover, the BURER2002 algorithm demonstrates even better

solution quality than does Gurobi while being significantly faster. For both Gurobi and

BURER2002, the ∆11(t0) > 0, and we need to either perform multishot QAOA or increase p.

Figure 5.5 shows the advantage sampling frequency ν11(t0) for the Gurobi and BURER2002

algorithms; note that the vertical axis is doubly exponential.

The sampling frequency is a result of two factors that work in opposite directions. On

the one hand, the time to solution for a classical algorithm grows with N , and hence ν
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drops. On the other hand, the standard deviation of distribution vanishes as 1/
√
N , and

therefore the number of samples K grows exponentially. There is an optimal size N for

which the sampling frequency is minimal. This analysis shows that there is a possibility for

advantage with multi-shot QAOA for moderate sizes ofN = 100..10 000, for which a sampling

frequency of ≈ 10kHz is required. These frequencies are very sensitive to the difference in

solution quality, and for p ≥ 12 a different presentation is needed, if one quantum sample

is expected to give better than classical solution quality. This is discussed in more detail in

Supplementary Methods.

For large N , as expected, we see a rapid growth of sampling frequency, which indicates

that QAOA does not scale for larger graph sizes, unless we go to higher depth p > 11. The

color shading shows correspondence with Fig. 5.1. If the quantum device is able to run

p ≥ 11 and its sampling frequency and the number of qubits N corresponds to the green

area, we have a quantum advantage. Otherwise, the quantum device belongs to the red area,

and there is no advantage.

It is important to note the effect of classical parallelization on our results. Despite

giving more resources to the classical side, parallel computing is unlikely to help it. To

understand this, one has to think on how parallelization would change the performance

profile as shown on Figure 5.4. The time to the first classical solution is usually bound from

below by preparation tasks such as reading the graph, which are inherently serial. Thus,

parallelization will not reduce t0 and is in fact likely to increase it due to communication

overhead. Instead, it will increase the slope of the solution quality curve, helping classical

algorithms to compete in the convergence regime.

5.2.4 Discussion

As shown in Fig. 5.1, to achieve quantum advantage, QAOA must return better solutions

faster than the competing classical algorithm. This puts stringent requirements on the speed
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of QAOA, which previously may have gone unevaluated. If QAOA returns a solution more

slowly, the competing classical algorithm may ‘try again’ to improve its solution, as is the

case for anytime optimizers such as the Gurobi solver. The simplest way to improve the speed

of QAOA is to reduce the number of queries to the quantum device, which we propose in our

fixed-angle QAOA approach. This implementation forgoes the variational optimization step

and uses solution concentration, reducing the number of samples to order 1 instead of order

100,000. Even with these improvements, however, the space of quantum advantage may be

difficult to access.

Our work demonstrates that with a quantum computer of ≈ 100 qubits, QAOA can

be competitive with classical MaxCut solvers if the time to solution is shorter than 100 µs

and the depth of the QAOA circuit is p ≥ 6. Note that this time to solution must include

all parts of the computation, including state preparation, gate execution, and measurement.

Depending on the parallelization of the architecture, there may be a quadratic time overhead.

However, the required speed of the quantum device grows with N exponentially. Even if an

experiment shows advantage for intermediate N and p ≤ 11, the advantage will be lost

on larger problems regardless of the quantum sampling rate. Thus, in order to be fully

competitive with classical MaxCut solvers, quantum computers have to increase solution

quality, for instance by using p ≥ 12. Notably, p = 12 is required but not sufficient for

achieving advantage: the end goal is obtaining a cut fraction better than ≥ 0.885 for large

N , including overcoming other challenges of quantum devices such as noise.

These results lead us to conclude that for 3-regular graphs (perhaps all regular graphs),

achieving quantum advantage on NISQ devices may be difficult. For example, the fidelity

requirements to achieve quantum advantage are well above the characteristics of NISQ de-

vices.

We note that improved versions of QAOA exist, where the initial state is replaced with

a preoptimized state [Egger et al., 2021b] or the mixer operator is adapted to improve per-
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formance [Govia et al., 2021; Zhu et al., 2022]. One also can use information from classical

solvers to generate a better ansatz state [Wurtz and Love, 2021b]. These algorithms have

further potential to compete against classical MaxCut algorithms. Also, more general prob-

lems, such as weighted MaxCut, maximum independent set, and 3-SAT, may be necessary

in order to find problem instances suitable for achieving quantum advantage.

When comparing with classical algorithms, one must record the complete time to solution

from the circuit configuration to the measured state. This parameter may be used in the

extension of the notion of quantum volume, which is customarily used for quantum device

characterization. Our work shows that QAOA MaxCut does not scale with graph size for at

least up to p ≤ 11, thus putting quantum advantage for this problem away from the NISQ

era.

5.3 Methods

Both classical solvers and QAOA return a bitstring as a solution to the MaxCut problem.

To compare the algorithms, we must decide on a metric to use to measure the quality of the

solution. A common metric for QAOA and many classical algorithms is the approximation

ratio, which is defined as the ratio of cut value (as defined in Eq. (5.3)) of the solution divided

by the optimal (i.e., maximum possible) cut value for the given graph. This metric is hard to

evaluate heuristically for large N , since we do not know the optimal solution. We therefore

use the cut fraction as the metric for solution quality, which is the cut value divided by the

number of edges.

We analyze the algorithms on an ensemble of problem instances. Some instances may give

advantage, while others may not. We therefore analyze ensemble advantage, which compares

the average solution quality over the ensemble. The set of 3-regular graphs is extremely large

for large graph size N , so for classical heuristic algorithms we evaluate the performance on

a subset of graphs. We then look at the mean of the cut fraction over the ensemble, which
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is the statistical approximation of the mean of the cut fraction over all 3-regular graphs.

5.3.1 QAOA Methodology

Usually QAOA is thought of as a hybrid algorithm, where a quantum-classical outer loop

optimizes the angles γ, β through repeated query to the quantum device by a classical opti-

mizer. Depending on the noise, this process may require hundreds or thousands of queries

in order to find optimal angles, which slows the computation. To our knowledge, no com-

prehensive work exists on exactly how many queries may be required to find such angles. It

has been numerically observed [Shaydulin et al., 2019a; Zhou et al., 2020], however, that for

small graph size N = 12 and p = 4, classical noise-free optimizers may find good angles in

approximately 100 steps, which can be larger for higher N and p. Each step may need order

103 bitstring queries to average out shot noise and find expectation values for an optimizer,

and thus seeking global angles may require approximately 100 000 queries to the simulator.

The angles are then used for preparing an ansatz state, which is in turn measured (poten-

tially multiple times) to obtain a solution. Assuming a sampling rate of 1 kHz, this approach

implies a QAOA solution of approximately 100 seconds.

Recent results, however, suggest that angles may be precomputed on a classical device

[Streif and Leib, 2019] or transferred from other similar graphs [Galda et al., 2021]. Further

research analytically finds optimal angles for p ≤ 20 and d→∞ for all large-girth d-regular

graphs, but does not give angles for finite d [Basso et al., 2022]. Going a step further, a recent

work finds that evaluating regular graphs at particular fixed angles has good performance on

all problem instances [Wurtz and Love, 2021a]. These precomputed or fixed angles allow the

outer loop to be bypassed, finding close to optimal results in a single shot. In this way, a 1000

Hz QAOA solution can be found in milliseconds, a speedup of several ordesr of magnitude.

For this reason we study the prospect for quantum advantage in the context of fixed-

angle QAOA. For d-regular graphs, there exist particular fixed angles with universally good
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performance [Wurtz and Lykov, 2021]. Additionally, as will be shown in Section 5.3.5, one

can reasonably expect that sampling a single bitstring from the fixed-angle QAOA will yield

a solution with a cut fraction close to the expectation value.

The crucial property of the fixed-angle single-shot approach is that it is guaranteed to

work for any graph size N . On the other hand, angle optimisation could be less productive

for large N , and the multiple-shot (measuring the QAOA ansatz multiple times) approach is

less productive for large N , as shown in Section 5.3.6. Moreover, the quality of the solution

scales with depth as √p [Wurtz and Lykov, 2021], which is faster than with the number of

samples
√
logK, instructing us to resort to multishot QAOA only if larger p is unreachable.

Thus, the fixed-angle single-shot QAOA can robustly speed up finding a good approximate

solution from the order of seconds to milliseconds, a necessity for advantage over state-of-the-

art anytime heuristic classical solvers, which can get good or exact solutions in approximately

milliseconds. Crucially, single-shot QAOA quality of solution can be maintained for all sizes

N at fixed depth p, which can mean constant time scaling, for particularly capable quantum

devices.

To simulate the expectation value of the cost function for QAOA, we employ a classical

quantum circuit simulation algorithm QTensor [Lykov and Alexeev, 2021; Lykov et al., 2021,

2022]. This algorithm is based on tensor network contraction and is described in more detail

in Supplementary Methods. Using this approach, one can simulate expectation values on a

classical computer even for circuits with millions of qubits.

5.3.2 Classical Solvers

Two main types of classical MaxCut algorithms exist: approximate algorithms and heuristic

solvers. Approximate algorithms guarantee a certain quality of solution for any problem

instance. Such algorithms [Goemans and Williamson, 1995; Halperin et al., 2002] also provide

polynomial-time scaling. Heuristic solvers [Dunning et al., 2018; Gurobi Optimization, 2021a]
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are usually based on branch-and-bound methods [Gurobi Optimization, 2021b] that use

branch pruning and heuristic rules for variable and value ordering. These heuristics are

usually designed to run well on graphs that are common in practical use cases. Heuristic

solvers typically return better solutions than do approximate solvers, but they provide no

guarantee on the quality of the solution.

The comparison of QAOA with classical solvers thus requires making choices of mea-

sures that depend on the context of comparison. From a theory point of view, guaranteed

performance is more important; in contrast, from an applied point of view, heuristic per-

formance is the measure of choice. A previous work [Wurtz and Love, 2021a] demonstrates

that QAOA provides better performance guarantees than does the Goemans–Williamson

algorithm [Goemans and Williamson, 1995]. In this paper we compare against heuristic al-

gorithms since such a comparison is more relevant for real-world problems. On the other

hand, the performance of classical solvers reported in this paper can depend on a particular

problem instance.

We evaluate two classical algorithms using a single node of Argonne’s Skylake testbed;

the processor used is an Intel Xeon Platinum 8180M CPU @ 2.50 GHz with 768 GB of RAM.

The first algorithm we study is the Gurobi solver [Gurobi Optimization, 2021a], which

is a combination of many heuristic algorithms. We evaluate Gurobi with an improved

configuration based on communication with Gurobi support 1. We use Symmetry=0 and

PreQLinearize=2 in our improved configuration. As further tweaks and hardware resources

may increase the speed, the results here serve as a characteristic lower bound on Gurobi

performance rather than a true guarantee. We run Gurobi on 100 random-regular graphs

for each size N and allow each optimization to run for 30 minutes. During the algorithm

runtime we collect information about the process, in particular the quality of the best-known

solution. In this way we obtain a performance profile of the algorithm that shows the rela-

1. https://support.gurobi.com/hc/en-us/community/posts/4403570181137-Worse-performance
-for-smaller-problem
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tion between the solution quality and the running time. An example of such a performance

profile for N = 256 is shown in Fig. 5.4. Gurobi was configured to use only a single CPU, to

avoid interference in runtime between different Gurobi optimization runs for different prob-

lem instances. In order to speed up collection of the statistics, 55 problem instances were

executed in parallel.

The second algorithm is MQLib [Dunning et al., 2018], which is implemented in C++ and

uses a variety of different heuristics for solving MaxCut and QUBO problems. We chose the

BURER2002 heuristic since in our experiments it performs the best for MaxCut on random

regular graphs. Despite using a single thread, this algorithm is much faster than Gurobi;

thus we run it for 1 second. In the same way as with Gurobi, we collect the performance

profile of this algorithm.

While QAOA and Gurobi can be used as general-purpose combinatorial optimization

algorithms, this algorithm is designed to solve MaxCut problems only, and the heuristic was

picked that demonstrated the best performance on the graphs we considered. In this way

we use Gurobi as a worst-case classical solver, which is capable of solving the same problems

as QAOA can. Moreover, Gurobi is a well-established commercial tool that is widely used

in industry. Note, however, that we use QAOA fixed angles that are optimized specifically

for 3-regular graphs, and one can argue that our fixed-angle QAOA is an algorithm designed

for 3-regular MaxCut. For this reason we also consider the best-case MQLib+BURER2002

classical algorithm, which is designed for MaxCut, and we choose the heuristic that performs

best on 3-regular graphs.

5.3.3 QAOA performance

Two aspects are involved in comparing the performance of algorithms, as outlined in Fig. 5.1:

time to solution and quality of solution. In this section we evaluate the performance of single-

shot fixed-angle QAOA. As discussed in the introduction, the time to solution is a crucial
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part and for QAOA is dependent on the initialization time and the number of rounds of

sampling. Single-shot fixed-angle QAOA involves only a single round of sampling, and so

the time to solution can be extremely fast, with initialization time potentially becoming

the limiting factor. This initialization time is bound by the speed of classical computers,

which perform calibration and device control. Naturally, if one is able to achieve greater

initialization speed by using better classical computers, the same computers can be used to

improve the speed of solving MaxCut classically. Therefore, it is also important to consider

the time scaling of both quantum initialization and classical runtime.

The quality of the QAOA solution is the other part of performance. The discussion below

evaluates this feature by using subgraph decompositions and QAOA typicality, including a

justification of single shot sampling.

QAOA is defined in detail in Section 1.5. To recall, it is a variational ansatz algorithm

structured to provide solutions to combinatorial optimization problems. The ansatz is con-

structed as p repeated applications of an objective Ĉ and mixing B̂ =
∑N

i X̂i unitary:

|γ,β⟩ = e−iβpB̂e−iγpĈ(· · · )e−iβ1B̂e−iγ1Ĉ |+⟩. (5.2)

A common problem instance is MaxCut, described in Section 1.6. It strives to bipartition the

vertices of some graph G such that the maximum number of edges have vertices in opposite

sets. The optimization problem is represented by the cost function

Ĉ =
1

2

∑
⟨ij⟩∈G

(1− ẐiẐj), (5.3)

whose eigenstates are bipartitions in the Z basis, with eigenvalues that count the number of

cut edges. To get the solution to the optimization problem, one prepares the ansatz state

|γ,β⟩ on a quantum device and then measures the state. The measured bitstring is the

solution output from the algorithm.
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While QAOA is guaranteed to converge to the exact solution in the p → ∞ limit in

accordance with the adiabatic theorem [Farhi et al., 2014; Wurtz and Love, 2022], today’s

hardware is limited to low depths p ∼ 1 to 5, because of the noise and decoherence effects

inherent to the NISQ era.

As mentioned in Section 1.7, a useful tool for analyzing the performance of QAOA is

the fact that QAOA is local [Farhi et al., 2014, 2020]: the entanglement between any two

qubits at a distance of ≥ 2p steps from each other is strictly zero. For a similar reason, the

expectation value of a particular edge ⟨ij⟩

f⟨ij⟩ =
1

2
⟨γ,β|1− ẐiẐj |γ,β⟩ (5.4)

depends only on the structure of the graph within p steps of edge ⟨ij⟩. Regular graphs

have a finite number of such local structures (also known as subgraphs) [Wurtz and Love,

2021a], and so the expectation value of the objective function can be rewritten as a sum over

subgraphs

⟨Ĉ⟩ =
∑

subgraphs λ

Mλ(G)fλ. (5.5)

Here, λ indexes the different possible subgraphs of depth p for a d regular graph, Mλ(G)

counts the number of each subgraph λ for a particular graph G, and fλ is the expectation

value of the subgraph (e.g., Eq. (5.4)). For example, if there are no cycles ≤ 2p + 1, only

one subgraph (the tree subgraph) contributes to the sum.

With this tool we may ask and answer the following question: What is the typical

performance of single-shot fixed-angle QAOA, evaluated over some ensemble of graphs?

Here, performance is characterized as the typical (average) fraction of edges cut by a bitstring

solution returned by a single sample of fixed-angle QAOA, averaged over all graphs in the

particular ensemble.
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For our study we choose the ensemble of 3-regular graphs on N vertices. Different

ensembles, characterized by different connectivity d and size N , may have different QAOA

performance [Herrman et al., 2021; Shaydulin et al., 2021b].

Using the structure of the random regular graphs, we can put bounds on the cut fraction

by bounding the number of different subgraphs and evaluating the number of large cycles.

These bounds become tighter for N −→ ∞ and fixed p since the majority of subgraphs

become trees and 1-cycle graphs. We describe this analysis in detail in Supplemental meth-

ods, which shows that the QAOA cut fraction will equal the expectation value on the tree

subgraph, which may be used as a ‘with high probability’ (WHP) proxy of performance.

Furthermore, using a subgraph counting argument, we may count the number of tree sub-

graphs to find an upper and lower WHP bound on the cut fraction for smaller graphs. These

bounds are shown as the boundaries of the red and green regions in Fig. 5.6.

5.3.4 QAOA Ensemble Estimates

A more straightforward but less rigorous characterization of QAOA performance is simply

to evaluate fixed-angle QAOA on a subsample of graphs in the ensemble. The results of

such an analysis require an assumption not on the particular combinatorial graph structure

of ensembles but instead on the typicality of expectation values on subgraphs. This is an

assumption on the structure of QAOA and allows an extension of typical cut fractions from

the large N limit where most subgraphs are trees to a small N limit where typically a very

small fraction of subgraphs are trees.

Figure 5.6 plots the ensemble-averaged cut fraction for p = 2 and various sizes of graphs.

For N ≤ 16, the ensemble includes every 3-regular graph (4,681 in total). For each size of

N > 16, we evaluate fixed-angle QAOA on 1,000 3-regular graphs drawn at random from the

ensemble of all 3-regular graphs for each size N ∈ (16, 256]. Note that because the evaluation

is done at fixed angles, it may be done with minimal quantum calculation by a decomposition
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into subgraphs, then looking up the subgraph expectation value fλ from [Wurtz and Love,

2021a]. This approach is also described in more detail in [Shaydulin and Wild, 2021]. In this

way, expectation values can be computed as fast as an isomorphism check.

From Fig. 5.6 we observe that the median cut fraction across the ensemble appears to

concentrate around that of the tree subgraph value, even for ensembles where the typical

graph is too small to include many tree subgraphs. Additionally, the variance (dark fill)

reduces as N increases, consistent with the fact that for larger N there are fewer kinds of

subgraphs with non-negligible frequency. Furthermore, the absolute range (light fill), which

plots the largest and smallest expectation value across the ensemble, is consistently small.

While the data for the absolute range exists here only for N ≤ 16 because of complete

sampling of the ensemble, 0ne can reasonably expect that these absolute ranges extend for

all N , suggesting that the absolute best performance of p = 2 QAOA on 3-regular graphs is

around ≈ 0.8.

We numerically observe across a range of p (not shown) that these behaviors persist: the

typical cut fraction is approximately equal to that of the tree subgraph value fp-tree even in

the limit where no subgraph is a tree. This suggests that the typical subgraph expectation

value fλ ≈ fp-tree, and only an atypical number of subgraphs have expectation values that

diverge from the tree value. With this observation, we may use the value fp-tree as a proxy

for the average cut fraction of fixed-angle QAOA.

These analyses yield four different regimes for advantage vs. classical algorithms, shown

in Fig. 5.6. If a classical algorithm yields small cut fractions for large graphs (green, bottom

right), then there is advantage in a strong sense. Based only on graph combinatorics, with

high probability most of the edges participate in few cycles, and thus the cut fraction is

almost guaranteed to be around the tree value, larger than the classical solver. Conversely,

if the classical algorithm yields large cut fractions for large graphs (red, top right), there is
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Figure 5.6: p = 2 QAOA cut fraction guarantees under different assumptions. Dashed
and solid lines plot with high probability the lower and upper bounds on cut fractions,
respectively, assuming only graph theoretic typicality on the number of subgraphs. Dotted
plots are the ensemble median over an ensemble of 3-regular graphs; for N ≤ 16 (dots); this
includes all graphs, while for N > 16 this is an ensemble of 1,000 graphs for each size. We
used 32 sizes between 16 and 256. Dark black fill plots the variance in the cut fraction over
the ensemble, and light black fill plots the extremal values over the ensemble. The median
serves as a proxy of performance assuming QAOA typicality. Given a particular cut from a
classical solver, there may be different regions of advantage, shown by the four colors and
discussed in the text.
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no advantage in the strong sense: QAOA will yield, for example, only ∼ 0.756 for p = 2

because most edges see no global structure. This analysis emphasizes that of [Farhi et al.,

2020], which suggests that QAOA needs to ‘see’ the whole graph in order to get reasonable

performance.

Two additional performance regimes for small graphs exist, where QAOA can reasonably

see the whole graph. If a classical algorithm yields small cut fractions for small graphs

(yellow, bottom left), then there is advantage in a weak sense, which we call the ‘ensemble

advantage’. Based on QAOA concentration, there is at least a 50% chance that the QAOA

result on a particular graph will yield a better cut fraction than will the classical algorithm;

assuming that the variance in cut fraction is small, this is a ‘with high probability’ statement.

Conversely, if the classical algorithm yields large cut fractions for small graphs (orange, top

left), there is no advantage in a weak sense. Assuming QAOA concentration, the cut fraction

will be smaller than the classical value, and for some classical cut fraction there are no graphs

with advantage (e.g., > 0.8 for p = 2).

Based on these numerical results, we may use the expectation value of the tree subgraph

fp-tree as a high-probability proxy for typical fixed-angle QAOA performance on regular

graphs. For large N , this result is validated by graph-theoretic bounds counting the typical

number of tree subgraphs in a typical graph. For small N , this result is validated by fixed-

angle QAOA evaluation on a large ensemble of graphs.

5.3.5 Single-shot QAOA Sampling

A crucial element of single-shot fixed-angle QAOA is that the typical bitstring measured

from the QAOA ansatz has a cut value similar to the average. This fact was originally

observed by Farhi et al. in the original QAOA proposal [Farhi et al., 2014]: because of the

strict locality of QAOA, vertices a distance more than > 2p steps from each other have a

ZZ correlation of strictly zero. Thus, for large graphs with a width > 2p, by the central
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Figure 5.7: Long-range antiferromagnetic correlation coefficient on the 3-regular Bethe lat-
tice, which is a proxy for an N →∞ typical 3-regular graph. Horizontal indexes the distance
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decaying with distance. This suggests that even if the QAOA ‘sees the whole graph’, one
can use the central limit theorem to argue that the distribution of QAOA performance is
Gaussian with the standard deviation of ∝ 1/

√
N
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limit theorem the cut fraction concentrates to a Gaussian with a standard deviation of order

1√
N

around the mean. As the variance grows sublinearly in N , the values concentrate at

the mean, and thus with high probability measuring a single sample of QAOA will yield a

solution with a cut value close to the average.

However, this result is limited in scope for larger depths p, because it imposes no re-

quirements on the strength of correlations for vertices within distance ≤ 2p. Therefore, here

we strengthen the argument of Farhi et al. and show that these concentration results may

persist even in the limit of large depth p and small graphs N . We formalize these results by

evaluating the ZZ correlations of vertices within 2p steps, as shown in Fig. 5.7. Expectation

values are computed on the 3-regular Bethe lattice, which has no cycles and thus can be

considered the N →∞ typical limit. Instead of computing the nearest-neighbor correlation

function, the x-axis computes the correlation function between vertices a certain distance

apart. For distance 1, the correlations are that of the objective function fp-tree. Additionally,

for distance > 2p, the correlations are strictly zero in accordance with the strict locality of

QAOA. For distance ≤ 2p, the correlations are exponentially decaying with distance. Con-

sequently, even for vertices within the lightcone of QAOA, the correlation is small; and so

by the central limit theorem the distribution will be Gaussian. This result holds because

the probability of having a cycle of fixed size converges to 0 as N →∞. In other words, we

know that with N → ∞ we will have a Gaussian cost distribution with standard deviation

∝ 1√
N

.

When considering small N graphs, ones that have cycles of length ≤ 2p+ 1, we can rea-

sonably extend the argument of Section 5.3.4 on typicality of subgraph expectation values.

Under this typicality argument, the correlations between close vertices is still exponentially

decaying with distance, even though the subgraph may not be a tree and there are mul-

tiple short paths between vertices. Thus, for all graphs, by the central limit theorem the

distribution of solutions concentrates as a Gaussian with a standard deviation of order 1√
N
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around the mean. By extension, with probability ∼ 50%, any single measurement will yield

a bitstring with a cut value greater than the average. These results of cut distributions have

been found heuristically in [Larkin et al., 2022].

The results are a full characterization of the fixed-angle single-shot QAOA on 3-regular

graphs. Given a typical graph sampled from the ensemble of all regular graphs, the typical

cut fraction from level p QAOA will be about that of the expectation value of the p-tree

fp-tree. The distribution of bitstrings is concentrated as a Gaussian of subextensive variance

around the mean, indicating that one can find a solution with quality greater than the mean

with order 1 samples. Furthermore, because the fixed angles bypass the hybrid optimization

loop, the number of queries to the quantum simulator is reduced by orders of magnitude,

yielding solutions on potentially millisecond timescales.

5.3.6 Mult-shot QAOA Sampling

In the preceding section we demonstrated that the standard deviation of MaxCut cost distri-

bution falls as 1/
√
N , which deems impractical the usage of multiple shots for large graphs.

However, it is worth verifying more precisely its effect on the QAOA performance. The

multiple-shot QAOA involves measuring the bitstring from the same ansatz state and then

picking the bitstring with the best cost. To evaluate such an approach, we need to find the

expectation value for the best bitstring over K measurements.

As shown above, the distribution of cost for each measured bitstring is Gaussian, p(x) =

G(
x−µp
σN

). We define a new random variable ξ which is the cost of the best of K bitstrings.

The cumulative distribution function (CDF) of the best of K bitstrings is FK(ξ), and F1(ξ)

is the CDF of a normal distribution. The probability density for ξ is

pK(ξ) =
d

dξ
FK(ξ) =

d

dξ
FK
1 (ξ) = KFK−1

1 (ξ)p(ξ), (5.6)
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where F1(ξ) =
∫ ξ
−∞ p(x)dx and FK

1 is the ordinary exponentiation. The expectation value

for ξ can be found by EK =
∫∞
−∞ dx xpK(x). While the analytical expression for the integral

can be extensive, a good upper bound exists for it: EK ≤ σ
√
2 logK + µ.

Combined with the 1/
√
N scaling of the standard deviation, we can obtain a bound on

improvement in cut fraction from sampling K times:

∆ = γp

√
2

N
logK, (5.7)

where γp is a scaling parameter. The value ∆ is the difference of solution quality for multishot

and single-shot QAOA. Essentially it determines the utility of using multishot QAOA. We

can determine the scaling constant γp by classically simulating the distribution of the cost

value in the ansatz state. We perform these simulations using QTensor for an ensemble of

graphs with N ≤ 26 to obtain γ6 = 0.1926 and γ11 = 0.1284.

It is also worthwhile to verify the 1/
√
N scaling, by calculating γp for various N . We can

do so for smaller p = 3 and graph sizes N ≤ 256. We calculate the standard deviation by

∆C =
√
⟨C2⟩ − ⟨C⟩2 and evaluate the ⟨C2⟩ using QTensor. This evaluation gives large light

cones for large p; the largest that we were able to simulate is p = 3. From the deviations ∆C

we can obtain values for γ3. We find that for all N the values stay within 5% of the average

over all N . This shows that they do not depend on N , which in turn signifies that the 1/
√
N

scaling is a valid model. The results of numerical simulation of the standard deviation are

discussed in more detail in the Supplementary Methods.

To compare multishot QAOA with classical solvers, we plot the expected performance of

multishot QAOA in Fig. 5.4 as dash-dotted lines. We assume that a quantum device is able

to sample at the 5kHz rate. Today’s hardware is able to run up to p = 5 and achieve the

5 kHz sampling rate [et. al., 2021]. Notably, the sampling frequency of modern quantum

computers is bound not by gate duration, but by qubit preparation and measurement.

For small N , reasonable improvement can be achieved by using a few samples. For
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example, for N = 256 with p = 6 and just K = 200 shots, QAOA can perform as well as

single-shot p = 11 QAOA. For large N , however, too many samples are required to obtain

substantial improvement for multishot QAOA to be practical.

5.3.7 Classical performance

To compare the QAOA algorithm with its classical counterparts, we choose the state-of-

the art algorithms that solve the similar spectrum of problems as QAOA, and we evaluate

the time to solution and solution quality. Here, we compare two algorithms: Gurobi and

MQLib+BURER2002. Both are anytime heuristic algorithms that can provide an approxi-

mate solution at arbitrary time. For these algorithms we collect the ‘performance profiles’—

the dependence of solution quality on time spent finding the solution. We also evaluate

performance of a simple MaxCut algorithm FLIP. This algorithm has a proven linear time

scaling with input size. It returns a single solution after a short time. To obtain a better

FLIP solution, one may run the algorithm several times and take the best solution, similarly

to the multishot QAOA.

Both algorithms have to read the input and perform some initialization step to output

any solution. This initialization step determines the minimum time required for getting

the initial solution—a ‘first guess’ of the algorithm. This time is the leftmost point of the

performance profile marked with a star in Fig. 5.4. We call this time t0 and the corresponding

solution quality ‘zero-time performance’.

We observe two important results.

1. Zero-time performance is constant with N and is comparable to that of p = 11 QAOA,

as shown in Fig. 5.3, where solid lines show classical performance and dashed lines

show QAOA performance.

2. t0 scales as a low-degree polynomial in N , as shown in Fig. 5.2. The y-axis is t0 for

several classical algorithms.
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Since the zero-time performance is slightly above the expected QAOA performance at

p = 11, we focus on analyzing this zero-time regime. In the following subsections we discuss

the performance of the classical algorithms and then proceed to the comparison with QAOA.

5.3.8 Performance of Gurobi Solver

In our classical experiments, as mentioned in Section 5.3.2, we collect the solution quality

with respect to time for multiple N and graph instances. An example averaged solution

quality evolution is shown in Fig. 5.4 for an ensemble of 256 vertex 3-regular graphs. Between

times 0 and t0,G, the Gurobi algorithm goes through some initialization and quickly finds

some naive approximate solution. Next, the first incumbent solution is generated, which

will be improved in further runtime. Notably, for the first 50 milliseconds, no significant

improvement to solution quality is found. After that, the solution quality starts to rise and

slowly converge to the optimal value of ∼ 0.92.

It is important to appreciate that Gurobi is more than just a heuristic solver: in addition

to the incumbent solution, it always returns an upper bound on the optimal cost. When the

upper bound and the cost for the incumbent solution match, the optimal solution is found.

It is likely that Gurobi spends a large portion of its runtime on proving the optimality by

lowering the upper bound. This emphasizes that we use Gurobi as a worst-case classical

solver.

Notably, the x-axis of Fig. 5.4 is logarithmic: the lower and upper bounds eventually

converge after exponential time with a small prefactor, ending the program and yielding

the exact solution. Additionally, the typical upper and lower bounds of the cut fraction

of the best solution are close to 1. Even after approximately 10 seconds for a 256-vertex

graph, the algorithm returns cut fractions with very high quality ∼ 0.92, far better than

intermediate-depth QAOA.

The zero-time performance of Gurobi for N = 256 corresponds to the Y-value of the star
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marker on Fig. 5.4. We plot this value for various N in Fig. 5.3. As shown in the figure,

zero-time performance goes up and reaches a constant value of ∼ 0.882 at N ∼ 100. Even

for large graphs of N = 105, the solution quality stays at the same level.

Such solution quality is returned after time t0,G, which we plot in Fig. 5.2 for various N .

For example, for a 1000-node graph it will take ∼ 40 milliseconds to return the first solution.

Evidently, this time scales as a low-degree polynomial with N . This shows that Gurobi can

consistently return solutions of quality ∼ 0.882 in polynomial time.

5.3.9 Performance of MQLib+BURER2002 and FLIP Algorithms

The MQLib algorithm with the BURER2002 heuristic shows significantly better perfor-

mance, which is expected since it is specific to MaxCut. As shown in Fig. 5.4 for N = 256

and in Fig. 5.2 for various N , the speed of this algorithm is much better compared with

Gurobi’s. Moreover, t0 for MQLib also scales as a low-degree polynomial, and for 1,000

nodes MQLib can return a solution in 2 milliseconds. The zero-time performance shows the

same constant behavior, and the value of the constant is slightly higher than that of Gurobi,

as shown in Fig. 5.3.

While for Gurobi and MQLib we find the time scaling heuristically, the FLIP algorithm

is known to have linear time scaling. With our implementation in Python, it shows speed

comparable to that of MQLib and solution quality comparable to QAOA p = 6. We use this

algorithm as a demonstration that a linear-time algorithm can give constant performance

for large N , averaged over multiple graph instances.
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CHAPTER 6

TRANSFERABILITY OF QAOA ANGLES BETWEEN

PROBLEMS OF DIFFERENT SIZES

This chapter is adapted from Galda, Liu, Lykov, Alexeev, and Safro [2021].

6.1 Introduction

In this work, we demonstrate that by analyzing the distributions of subgraphs from two

QAOA MaxCut instance graphs, it is possible to predict how close the optimized QAOA

parameters for one instance are to the optimal QAOA parameters for another. The measure

of transferability of optimized parameters between MaxCut QAOA instances on two graphs

can be expressed through the value of the approximation ratio, which is defined as the ratio

of the energy of the corresponding QAOA circuit, evaluated with the optimized parameters

γ,β, divided by the energy of the optimal MaxCut solution for the graph. While the op-

timal solution is not known in general, for relatively small instances (graphs with up to 64

nodes, considered in this paper) it can be found using classical algorithms. We first focus

our attention on random regular graphs of arbitrary degree and reveal that transferability

of optimized parameters MaxCut QAOA between two graphs is directly determined by the

transferability between all possible permutations of pairs of individual subgraphs. The rele-

vant subgraphs of these graphs are defined by the QAOA quantum circuit depth parameter

p. In this work, we focus on the case p = 1, however, our approach can be extended to larger

values of p. Higher values of p lead to a significantly increasing number of subgraphs to be

considered and an increased complexity of simulation of each graph. However, the general

idea of the approach remains the same. This question is beyond the scope of this paper and

will be addressed in our future work.

Based on the analysis of mutual transferability of optimized QAOA parameters between
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all relevant for computing the MaxCut cost function subgraphs of random regular graphs,

we reveal good transferability within the classes of odd- and even-regular random graphs of

arbitrary size. We also show that transferability is poor between the classes of even- and odd-

regular random graphs, in both directions, based on the poor transferability of the optimized

QAOA parameters between the subgraphs of the corresponding graphs. We then consider

the most general case of arbitrary random graphs, construct the transferability map between

all possible subgraphs of such graphs, with an upper limit of node connectivity dmax = 6,

and use it to demonstrate that in order to find optimized parameters for a MaxCut QAOA

instance on a large 64-node random graph, under specific conditions, it is possible to re-use

the optimized parameters from a random graph of a much smaller size, N = 6, with only a

0.8% reduction in the approximation ratio.

This chapter is structured as follows. In Section 6.3, we consider optimized QAOA

parameter transferability properties between all possible subgraphs of random regular graphs

of degree up to dmax = 8. We then extend the consideration to arbitrary random graphs,

bounded by the maximum degree of connectivity dmax = 6, and demonstrate the power of

the proposed approach for constructing three pairs of graphs, with 6 and 64-node nodes

in each, such that the optimized QAOA parameters found for the smaller graphs can be

successfully used for the larger ones. Finally, in Section 6.4, we conclude with a summary of

our results and an outlook.

6.2 QAOA

The Quantum Approximate Optimization Algorithm is a hybrid quantum-classical algorithm

that combines a parameterized quantum evolution with a classical outer-loop optimizer to

approximately solve binary optimization problems [Farhi et al., 2014; Hadfield et al., 2019].

QAOA consists of p layers of pairs of alternating operators (also known as a circuit depth),

with each additional layer increasing the quality of the solution, assuming perfect noiseless
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Figure 6.1: Maximum contraction width for simulating energy using the QTensor simulator.
The x-axis shows the size of a random 3-regular graph used to generate MaxCut QAOA
circuits. The shaded region shows the standard deviation over 16 random graphs for each
size.

execution of the corresponding quantum circuit. For more details on QAOA, see Section 1.5.

With quantum error correction not currently supported by modern quantum processors,

practical implementations of QAOA are limited to p ≤ 3 due to noise and limited coherence of

quantum devices imposing strict limitations on the circuit depth. Motivated by the practical

relevance of results, we focus on the case p = 1 in this paper.

In this work, we focus on the MaxCut problem, which is described in Section 1.6.

6.2.1 Tensor network QAOA simulator

Tensor network simulations for QAOA are introduced in in Section 1.7. In this work, we

perform all simulations of QAOA quantum circuits using the QTensor tensor network simu-

lator [Lykov et al., 2022].

In studying the complexity of MaxCut simulation, we focus on three main parameters:

degree d, size N of the problem graph G, and the QAOA depth p. We first fix d = 3,

corresponding to 3-regular random graphs, and study p-dependence of simulation cost, and
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Figure 6.2: Maximum contraction width for simulating energy using the QTensor simulator.
The x-axis shows the size of a random d-regular graph used to generate MaxCut QAOA
p = 1 circuits. The shaded region shows the standard deviation over 80 random graphs for
each size.

then look at d-dependence for fixed p = 1.

The tensor network simulations show that for p < 5, one can simulate energy for any size

of a graph, with linear scaling in time. Fig. 6.1 shows the dependence of contraction width

as a function of graph size N for different QAOA depths p. The experiments were done using

QTensor with the ordering algorithm rgreedy_0.01_10. The non-monotonic behavior of the

simulation complexity with respect to the graph size is a result of the structure of random

3-regular graphs. As size N grows, the probability of large loops in the graph increases, and

subgraphs that generate tensor networks for ejk become more tree-like. This results in a

simpler tensor network structure and a smaller contraction cost. Since the tractability of

simulation of energy extends far beyond p = 1 discussed in this paper, there is a room for

further research on this topic.

The dependence of simulation cost at fixed p = 1 is shown in Fig. 6.2. The subgraphs

for p = 1 only include edges incident from nodes jk for each ejk. Therefore, the maximum

contraction width is w = 5 for any N , and it slowly decreases as more tree-like subgraphs
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occur in the structure of the graph.

To perform the parameter optimization, QTensor uses automatic differentiation with

respect to the gate parameters. Automatic differentiation uses the chain rule to propagate

the gradients over the calculation graph, which allows calculating first-order derivatives with

respect to any input parameters in one shot. This approach is widely used in the field of

machine learning as the backpropagation algorithm.

To optimize the parameters of the quantum circuit, we use RMSProp, a common machine

learning algorithm which is an extension of the gradient descent technique.

6.2.2 Classical MaxCut solver

Calculating the approximation ratio for a particular MaxCut problem instance, requires the

optimal solution of the combinatorial optimization problem. This problem is known to be

NP-hard, and classical solvers require exponential time to converge. For our experiments,

we use the Gurobi solver [Gurobi Optimization, 2021a] with the default configuration pa-

rameters, running the solver until it converges to the optimal solution.

6.3 Parameter transferability

Solving a QAOA instance calls for two types of executions of quantum circuits, iterative op-

timization of the QAOA parameters, and the final sampling from the output state prepared

with the those parameters. While the latter is known to be impossible to simulate efficiently

for large enough instances using classical hardware instead of a quantum processor [Farhi

et al., 2014], the iterative energy calculation for the QAOA circuit during the classical op-

timization loop can be efficiently performed using tensor network simulators for instances

of a wide range of sizes [Lykov et al., 2022], as described in the previous Section. This is

achieved by implementing considerable simplifications in how the expectation value of the

problem Hamiltonian is calculated by employing a mathematical reformulation based on the
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notion of the reverse causal cone introduced in the seminal QAOA paper [Farhi et al., 2014].

Moreover, in some instances, the entire search of the optimal parameters for a particular

QAOA instance can be circumvented by reusing the optimized parameters from a different

‘related’ instance, e.g. for which the optimal parameters are concentrated in the same region.

Optimizing QAOA parameters for a relatively small graph, called donor, and using them

to prepare the QAOA state that maximizes the expectation value ⟨C⟩p for the same problem

on a larger graph, called acceptor, is what we define as successful optimal parameter trans-

ferability, or just transferability of parameters, for brevity. The transferred parameters can

be either used directly without change, as implemented in this paper, or as a ‘warm start’ for

further optimization. In either case, the high computational cost of optimizing the QAOA

parameters, which grows rapidly as the QAOA depth p and the problem size are increased,

can be significantly reduced. This approach presents a new direction for dramatically reduc-

ing the overall runtime of QAOA.

Optimal QAOA parameter concentration effects have been reported in the past for several

special cases, mainly focusing on random 3-regular graphs [Akshay et al., 2021; Brandao

et al., 2018; Streif and Leib, 2020]. Brandao et al. [Brandao et al., 2018], observed that the

optimized QAOA parameters for the MaxCut problem obtained for a 3-regular graph are

also nearly optimal for all other 3-regular graphs. In particular, it was noted that in the

limit of large N , where N is the number of nodes, the fraction of tree graphs asymptotically

approaches 1. We note that, for example, in the sparse Erdös–Rényi graphs, the trees are

observed in short distance neighborhoods with very high probability [Newman, 2018]. As a

result, in this limit, the objective function is the same for all 3-regular graphs, up to order

1/N .

The central question of this manuscript is determining under what conditions the op-

timized QAOA parameters for one graph also maximize the QAOA objective function for

another graph. Because the expectation value of the QAOA objective function is fully de-
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Figure 6.3: Landscapes of energy contributions for individual subgraphs of 3- (top row), 4-
(middle row), and 5-regular (bottom row) random graphs, as a function of QAOA param-
eters γ,β. All subgraphs of 3- and 5- regular graphs have maxima located in the relative
vicinity from one another. Subgraphs of 4-regular graphs also have closely positioned max-
ima between themselves, however only half of them match with the maxima of subgraphs of
odd-regular random graphs.

termined by the corresponding subgraphs of the instance graph, to study transferability of

parameters between graphs, we study the transferability between their subgraphs.

6.3.1 Subgraph transferability analysis

It was shown in the seminal QAOA paper [Farhi et al., 2014] that the expectation value

of the QAOA objective function, ⟨C⟩p, can be evaluated as a sum over contributions from

subgraphs of the original graph, provided its degree is bounded and diameter is larger than

2p (otherwise, the subgraphs cover the entire graph itself). The contributing subgraphs can

be constructed by iterating over all edges of the original graph and selecting only the nodes
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that are p edges away from the edge. Through this process, any graph can be deconstructed

into a set of subgraphs for a given p, and only those subgraphs contribute to ⟨C⟩p, as also

discussed in Section 1.7.

We begin by analyzing the case of MaxCut instances on 3-regular random graphs for

QAOA circuit depth p = 1, which have three possible subgraphs [Brandao et al., 2018;

Farhi et al., 2014]. Fig. 6.3 (top row) shows the landscapes of energy contributions from

these subgraphs, evaluated for a range of γ,β parameters. It is apparent that all maxima

are located in approximate vicinity of each other. As a result, the parameters optimized

for either of the three graphs will also be near-optimal for the other two. Because any

random 3-regular graph can be decomposed into these three subgraphs, for QAOA with

p = 1, this guarantees that optimized QAOA parameters can be successfully transferred

between any two 3-regular random graphs, which is in full agreement with [Brandao et al.,

2018]. The same effect is observed for subgraphs of 4-regular, see Fig. 6.3 (middle row).

The optimized parameters are mutually transferable between all four possible subgraphs of

4-regular graphs. Notice, however, that the locations of exactly a half of all maxima for the

subgraphs of 4-regular graphs do not match with those for 3-regular graphs. This means

that one cannot expect good transferability of optimized parameters across MaxCut QAOA

instances for 3- and 4-regular random graphs. Focusing now on all five possible subgraphs of

5-regular graphs, Fig. 6.3 (bottom row), we notice that, again, good parameter transferability

is expected between all instances of 5-regular random graphs. Moreover, the locations of the

maxima match well with those for 3-regular graphs, indicating good transferability across 3-

and 5-regular random graphs.

By considering energy contribution landscaped of subgraphs of random regular graphs

for p = 1 we make the following three conjectures:

1. Optimized parameters can be successfully transferred between any random d-regular

graphs, d ∈ N.
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2. Optimized parameters can be successfully transferred from any a random d1-regular

graph to any random d2-regular graph, assuming that d1 and d2 are either both odd

or both even.

3. Optimized parameters cannot be successfully transferred between d1- and d2-regular

graphs, if d1 is odd and d2 is even, or vice versa.

A rigorous study of the question of transferability between random regular graphs is nec-

essary to confirm the above conjectures, and is outside of the scope of this paper. This

question, together with the generalization to p > 1 and the method of rescaling the opti-

mized parameters for improved transferability between d1- and d2- regular random graphs

(for odd or even d1 and d2), with will be considered in a separate paper.

Mutual transferability of optimized parameters between all possible subgraphs of 3-

regular graphs is what guarantees that optimized parameters found for some QAOA Max-

Cut instance on a 3-regular graph are also nearly optimal for any other 3-regular graph.

In this work, we provide a significant extension of this result and present the following

three conditions as the sufficient conditions for optimal parameter transferability for general

donor-acceptor pairs of random graphs (see a schematic example in Fig 6.4):

• optimal QAOA parameters are mutually transferable between all subgraphs of the

donor graph;

• optimal QAOA parameters are mutually transferable between all subgraphs of the

acceptor graph;

• optimal QAOA parameters are transferable from every subgraph of the donor graph

to every subgraph of the acceptor graph.

For the case of parameter transferability between 3-regular graphs of arbitrary size, the

above three conditions are automatically satisfied based on a single fact that optimal param-

eters are mutually transferable between all three possible subgraphs of 3-regular graphs, as
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discussed above. To test numerically the three conjectures postulated above regarding trans-

ferability of optimized parameters between different random regular graphs, we evaluate the

subgraph transferability map between all possible subgraphs of d-regular graphs, d ≤ 8, see

Fig. 6.5. The top panel shows the colormap of parameter transferability coefficients between

all possible pairs of subgraphs of d-regular graphs (d ≤ 8, 35 subgraphs total). Each axis is

split into groups of d subgraphs of d-regular graphs, and the color values in each cell represent

the transferability coefficient computed for the corresponding directional pair of subgraphs,

defined as follows. For every donor subgraph, from which the optimized γ,β parameters are

being transferred, we performed numerical optimization with 200 steps, repeated 20 times

with random initial points. Each of the obtained (γ,β) pairs was then used to evaluate

the QAOA energy contribution of the central edge of the corresponding acceptor subgraph.

The transferability coefficient was then calculated as the average energy contribution of the

acceptor subgraph, evaluated using each of the 20 optimized parameters from the donor sub-

graph, divided by the maximum energy contribution of the acceptor subgraph found by the

same optimization procedure. All considered subgraphs are shown on the bottom panel of

Fig. 6.5. Note that parameter transferability is a directional property between (sub)graphs,

and good transferability from (sub)graph A to (sub)graph B does not guarantee good trans-

Donor                                                 Acceptor

Figure 6.4: Schematic representation of the sufficient condition for successful transferability
of optimal QAOA parameters from a donor to an acceptor graph. Each graph, represented by
a stadium, consists of a number of subgraphs, represented by circles. The arrows indicate the
directions in which optimal parameters need to be transferable between individual subgraphs
in order to guarantee transferability from the donor to the acceptor graph.
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Figure 6.5: Transferability map between all subgraphs of random regular graphs with max-
imum node degree dmax = 8, for QAOA depth p = 1. High (blue) and low (red) values
represent good and bad transferability, correspondingly. Good transferability among even-
regular and odd-regular random graphs, and poor transferability across even- and odd-regular
graphs, in both directions, is observed.
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Figure 6.6: Transferability map between all subgraphs of random graphs with maximum
node degree dmax = 6, for QAOA depth p = 1. Subgraphs are visually separated by dashed
lines into groups of subgraphs with the same degrees of the nodes forming the central edge.
Solid black rectangles correspond to optimized parameter transferability between subgraphs
of random regular graphs (Fig. 6.5).

117



ferability from B to A. This general fact can be easily understood by considering two graphs

with commensurate energy landscapes, for which every energy maximum corresponding to

graph A also falls onto the energy maximum for graph B, but some of the energy maxima

for graph B do not coincide with those of graph A.

The regular pattern of alternating clusters of high and low transferability coefficients in

Fig. 6.5 illustrates that the parameter transferability effect extends from 3-regular graphs

to the entire family of odd-regular graphs, as well as to even-regular graphs (Conjectures 1

and 2), with poor transferability between the two classes (Conjecture 3). For example, the

established result for 3-regular graphs is reflected at the intersection of columns and rows

with the label ‘(3)’ for both donor and acceptor subgraphs. The fact that all cells in the

3x3 block in Fig. 6.5, corresponding to parameter transfer between subgraphs of 3-regular

graphs, have high values, representing high mutual transferability, explains the observation

of optimal QAOA parameter transferability between arbitrary 3-regular graphs [Brandao

et al., 2018].

6.3.2 General random graph transferability

Having considered optimal MaxCut QAOA parameter transferability between random reg-

ular graphs, we now focus on general random graphs. Subgraphs of an arbitrary random

graph differ from subgraphs of random regular graphs in that the two nodes connected by

the central edge can have a different number of connected edges, making the set of subgraphs

of general random graphs much more diverse. The upper panel of Fig. 6.6 shows the trans-

ferability map between all possible subgraphs of random graphs with node degrees d ≤ 6, a

total of 50 subgraphs, presented in the lower panel. The transferability map can serve as a

lookup table for determining whether optimized QAOA parameters are transferable between

any two graphs.

Fig. 6.6 reveals another important fact about parameter transferability between sub-
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graphs of general random graphs. Subgraphs labeled as (i, j), where i and j represent the

degrees of the two central nodes of the subgraph, are in general transferable to any other

subgraph (k, l), provided that all {i, j, k, l} are either odd or even. This result is a gen-

eralization of the transferability result for odd- and even-regular graphs described above.

However, Fig. 6.6 shows that there exist a number of pairs of subgraphs with mixed de-

grees (not only even or odd) that also transfer well to other mixed degree subgraphs, e.g.

subgraph#20 (3, 4) → subgraph#34 (4, 5). The map of subgraph transferability provides a

unique tool for identifying smaller donor subgraphs, the optimized QAOA parameters for

which are also nearly optimal parameters for the original graph. It can also be used to define

the likelihood of parameter transferability between two graphs based on their subgraphs.

Below we demonstrate how it can explain the optimized QAOA parameter transferability

between seemingly unrelated different 6- and 64-node graphs.

6.3.3 Parameter transferability examples

We will now demonstrate that the parameter transferability map from Fig. 6.5 can be used to

find small-N donor graphs from which the optimized QAOA parameters can be successfully

transferred to a MaxCut QAOA instance on a much larger acceptor graph. We consider

three 64-node acceptor graphs to be solved and three 6-node donor graphs, see Fig. 6.7.

Table 6.1 contains the details of the donor and acceptor graphs, including the total number

of edges, the list of all subgraph components (labeled using the notations from Fig. 6.6),

optimized γ and β parameters and the corresponding energy, energy of the optimal solution,

and the approximation ratio. Graphs ##1–3, 5, and 6 consist of nodes with degrees 3 and

5, while the graph #4 has nodes with degrees 1, 3, and 5. The optimized QAOA parameters

for the donor and acceptor graphs were found by performing numerical optimization with

20 restarts, 200 iterations each. Table 6.2 shows the results of the corresponding trans-

fer of optimized parameters from the donor graphs ##1–3 to the acceptor graphs ##4–6,
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Donor (N = 6)                  Acceptor (N = 64)
#1

#2

#3

#4

#5

#6

Figure 6.7: Demonstration of optimized parameter transferability between N = 6 donor and
N = 64 acceptor random graphs. Using optimized parameters from the donor graph for the
acceptor leads to the reduction in approximation ratio of 0.8%, 2.0%, and 2.1% for the three
examples, top to bottom, compared to optimizing the parameters for the acceptor graph
directly, for p = 1.

correspondingly. The approximation ratios obtained as a results of the parameter transfer

in all three cases show only a 1–2% decrease, compared to the ones obtained by optimiz-

ing the QAOA parameters for the corresponding acceptor graphs directly. These examples

demonstrates the power of the approach introduced in this paper.

Graph Nodes Edges Subgraphs γ β Energy Energy (opt) Approx. ratio

#1 6 10 (17, 24) 2.22762 0.31316 6.26729 7.0 0.89533
#2 6 11 (18, 24, 44) 2.24098 1.861 6.67106 8.0 0.83388
#3 6 12 (24, 44) 2.24677 0.28448 7.18433 9.0 0.79826
#4 64 102 (2, 4, 16, 17, 22, 23, 40, 41) 1.70967 1.9566 67.81171 89.0 0.76193
#5 64 144 (8, 12, 22, 23, 40, 41, 42) 2.47656 2.7577 92.76621 122.0 0.76038
#6 64 128 (8, 12, 16, 17, 22, 23, 40, 41) 2.48427 1.18309 83.85389 111.0 0.75544

Table 6.1: Parameters of the donor and acceptor graphs used to evaluate the transferability
performance.
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Transfer Energy Approx. ratio

#1 → #4 66.99604 0.75276 (-0.8%)
#2 → #5 90.90949 0.74516 (-2.0%)
#3 → #6 82.12825 0.73989 (-2.1%)

Table 6.2: Transferability performance based on experiments using graphs from Table 6.1.

6.4 Conclusions and outlook

Finding optimal QAOA parameters is a critical step in solving combinatorial optimization

problems by using the QAOA approach. Several existing techniques to accelerate the pa-

rameter search are based on the advanced optimization and machine learning strategies.

However, in most works, various types of global optimizers are employed. Such a straight-

forward approach is highly inefficient for exploration due to complex energy landscapes for

hard optimization instances.

An alternative effective technique presented in this paper is based on two intuitive ob-

servations, namely, (a) the energy landscapes of small subgraphs exhibit “well defined” areas

of extrema that are not anticipated to be an obstacle for optimization solvers (see Fig. 6.3),

and (b) structurally different sub-graphs may have similar energy landscapes and optimal

parameters. A combination of these observations is important because in the QAOA ap-

proach, the cost is calculated by summing the contributions at the sub-graph level, where

the size of a subgraph depends on the circuit depth p.

With this in mind, the overarching idea of our approach is solving the QAOA parameteri-

zation problem for large graphs by optimizing parameterization for much smaller graphs and

reusing it. We started with studying the transferability of parameters between all subgraphs

of random graphs with the maximum degree of 8. Good transferability of parameters was

observed among even-regular and odd-regular subgraphs. In the same time, poor transfer-

ability was detected between even- and odd-regular pairs of graphs, in both directions, as

shown in Figs. 6.5 and 6.6. This experimentally confirms the proposed approach.
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A remarkable demonstration on non-regular random graphs that generalizes the proposed

approach is the transferability of the parameters from 6-node random graphs (at the sub-

graph level) to 64-node random graphs, as shown in Fig. 6.7. The approximation ratio loss

of only 1–2% was observed in all three cases.

One may notice that we studied parameter transferability only for p = 1, where the

subgraphs are small and transferability is straightforward. Indeed, expanding the transfer-

ability map to larger depths presents a significant computational challenge. For example, the

number of different subgraphs for 3-regular graphs and p = 3 is 913,088 [Wurtz and Love,

2021a].

This work was enabled by the very fast and efficient tensor network simulator QTensor

developed at Argonne National Laboratory [Lykov, 2021]. Unlike state vector simulators,

QTensor can perform energy calculations for most instances with p ≤ 3, d ≤ 6, and graphs

with N ∼1, 000 nodes very quickly, usually within seconds. For the purpose of this work, we

computed QAOA energy for 64-node graphs with d ≤ 5 at p = 1, which took a fraction of

second per each execution on a personal computer. However, with state vector simulators,

even such calculations would not have been possible due prohibitive memory requirements

to store the state vector.

As a result of this work, finding optimized parameters for some QAOA instances will

become quick and efficient, removing this major bottleneck in the QAOA approach and

potentially removing the optimization step altogether in some cases, eliminating the varia-

tional nature of QAOA. Our method has important implications for implementing QAOA

on relatively slow quantum devices, like neutral atom and trapped-ion hardware, for which

finding optimal parameters may take a prohibitively long time. Thus, quantum devices will

be used only to sample from the output QAOA state to get the final solution to the combi-

natorial optimization problem. Our work will ultimately bring QAOA one step closer to the

realization of quantum advantage.
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CHAPTER 7

DISTRIBUTED GPU STATEVECTOR SIMULATION

This chapter is adapted from Lykov, Shaydulin, Sun, Alexeev, and Pistoia [2023a].

We present a simulator for the Quantum Approximate Optimization Algorithm (QAOA).

The motivation for this work is the study of performance of QAOA on a special combinatorial

optimization problem in the high-p regime [Shaydulin et al., 2024].

Our simulator is designed with the goal of reducing the computational cost of QAOA

parameter optimization and supports both CPU and GPU execution. Our central obser-

vation is that the computational cost of both simulating the QAOA state and comput-

ing the QAOA objective to be optimized can be reduced by precomputing the diagonal

Hamiltonian encoding the problem. We reduce the time for a typical QAOA parame-

ter optimization by eleven times for n = 26 qubits compared to a state-of-the-art GPU

quantum circuit simulator based on cuQuantum. Our simulator is available on GitHub:

https://github.com/jpmorganchase/QOKit

7.1 Introduction

Quantum computers offer the prospect of accelerating the solution of a wide range of com-

putational problems [Nielsen and Chuang, 2002]. At the same time, only a small number of

quantum algorithmic primitives with provable speedup have been identified, motivating the

development of heuristics. Due to the limited availability and imperfections of near-term

quantum computers, the design and validation of heuristic quantum algorithms have been

largely performed in classical simulation. Additionally, classical simulators are commonly

used to validate the results obtained on small-scale near-term devices. As a consequence,

fast, high-performance simulators are a crucial tool for algorithm development.
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Optimizer

Cost function to optimize
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⟨γ,β|Ĉ|γ,β⟩ γ,β

Figure 7.1: Overview of the simulator. Precomputing and storing the diagonal cost operator
reduces the cost of both simulating the phase operator in QAOA as well as evaluating the
QAOA objective.

Quantum Approximate Optimization Algorithm (QAOA) [Farhi et al., 2014; Hogg and

Portnov, 2000] is one of the most promising quantum algorithms for combinatorial opti-

mization. QAOA approximately solves optimization problems by preparing a parameterized

quantum state such that upon measuring it, high quality solutions are obtained with high

probability.

Due to the difficulty of theoretical analysis, QAOA performance is commonly analyzed

numerically. Recently, Boulebnane and Montanaro [2022] demonstrated numerically that

QAOA scales better than state-of-the-art classical solvers for random 8-SAT. This work has

shown that the time-to-solution (TTS) of QAOA with fixed parameters and constant depth

grows as 1.23N . When combined with amplitude amplification [Durr and Hoyer, 1999],

the quantum TTS grows as 1.11N , whereas the best classical heuristic grows as 1.25N .

The demonstrated potential of QAOA as an algorithmic component that enables quantum

speedups motivates the development of tools for its numerical study.

Since QAOA performance increases with circuit depth p, it is particularly interesting

to simulate high-depth QAOA. For example, Ref. [Boulebnane and Montanaro, 2022] only

observes a quantum speedup with QAOA for p ≳ 14 and the work in Chapter 5 demonstrates

124



that p ≥ 12 is needed for QAOA to be competitive with classical solvers for the MaxCut

problem on 3-regular graphs.

We implement a fast state-vector simulator for the study of QAOA. Our simulator is

optimized for simulating QAOA with high depth as well as repeated evaluation of QAOA

objective, which is required for tuning the QAOA parameters. To accelerate the simulation,

we first precompute the values of the function to be optimized (see Fig. 7.1). The result of

precomputation is reused during the parameter optimization. The precomputation algorithm

is easy to parallelize, making it amenable to GPU acceleration. The precomputation requires

storing an exponentially-sized vector, increasing the memory footprint of the simulation by

only 12.5%. Our technique is general, and we implement transverse-field and Hamming-

weight-preserving xy mixers. We achieve orders of magnitude speedups over state-of-the-art

state-vector and tensor-network simulators and demonstrate scalability to 1,024 GPUs [Shay-

dulin et al., 2024]. We implement the developed simulator in QOKit framework, which also

provides optimized parameters and additional tooling for a set of commonly studied problems

We use the developed simulator to simulate QAOA with up to 40 qubits, enabling a

scaling analysis of QAOA performance on the LABS problem. The details of the observed

quantum speedup over state-of-the-art classical solvers are described in detail in Ref. [Shay-

dulin et al., 2024].

7.2 Background

Consider the problem of minimizing a cost function f : F → R defined on a subset F of

the Boolean cube Bn. The bijection B ∼= {−1, 1} is used to express the cost function f as a

polynomial in terms of spins

f(s) =
L∑

k=1

wk

∏
i∈tk

si, si ∈ {−1, 1}. (7.1)
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The polynomial is defined by a set of terms T = {(w1, t1), (w2, t2), . . . (wL, tL)}. Each term

consists of a weight wk ∈ R and a set of integers tk from 1 to n, i.e., tk ⊆ {i | 1 ≤ i ≤ n}.

Constant offset is encoded using a term (woffset,∅).

We present numerical results for QAOA applied to the following two problems. First,

we consider the commonly studied MaxCut problem. The cost function for the MaxCut

problem is given by
∑

i,j∈E
1
2sisj −

|E|
2 where G = (V,E) is the problem graph, T = E, and

si ∈ {−1, 1} are the variables to be optimized. Second, we consider the Low Autocorrelation

Binary Sequences (LABS) problem. The cost function for the LABS problem with n variables

is given by 2
∑n−3

i=1 si
∑⌊n−i−1

2 ⌋
t=1

∑n−i−t
k=t+1 si+tsi+ksi+k+t +

∑n−2
i=1 si

∑⌊n−i
2 ⌋

k=1 si+2k.

As mentioned in Section 1.5, the QAOA state is prepared by applying phase (cost)

and mixing operators in alternation. The phase operator is diagonal and adds phases to

computational basis states based on the values of the cost function. The mixing operator, also

known as the mixer, is non-diagonal and is used to induce non-trivial dynamics. The phase

operator is created using the diagonal problem Hamiltonian given by Ĉ =
∑

x∈F f(x) |x⟩⟨x|,

where |x⟩ is a computational basis quantum state. The spectrum of the operator matches the

values of the cost function to be optimized, thus the ground state |x∗⟩ of such Hamiltonian

corresponds to the optimal value f(x∗). The goal of QAOA is to bring the quantum system

close to a state such that upon measuring it, we obtain x∗ with high probability.

The QAOA circuit is given by

|γ⃗β⃗⟩ =
p∏

l=1

(
e−iβlM̂e−iγlĈ

)
|s⟩ .

If F = Bn, the standard choices are the transverse-field operator B̂ =
∑

i X̂i as the mixer and

uniform superposition |+⟩⊗n as the initial state. The free parameters γl and βl are chosen

to minimize the expected solution quality ⟨γ,β|Ĉ|γ,β⟩, typically using a local optimizer.
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7.3 Simulation of QAOA using QOKit

The convention of representing a quantum program as a sequence of quantum gates may

pose limitations when simulating QAOA classically. In standard gate-based simulators such

as Qiskit and QTensor, the phase operator must be compiled into gates. The number of

these gates typically scales polynomially with the number of terms in the cost function

|T |. The overhead is especially large when considering objectives with higher order terms,

such as k-SAT with k > 3 and Low Autocorrelations Binary Sequences (LABS) problem.

Existing state-vector simulators primarily work by iterating over each gate in the circuit

and modifying the state vector. By exploiting the structure of the circuit, our state-vector

simulator recognizes that each application of the phase operator involves the same set of

gates and that the set acts as a diagonal operator, reducing the cost of simulation.

7.3.1 Precomputation of the cost vector

QOKit precomputes the diagonal elements in the operator Ĉ, which are the values of the cost

function f for each assignment of the input. The values are stored as a 2n-sized cost vector,

which encodes all the information about the problem Hamiltonian. QOKit provides simple

high-level API which supports both cost functions defined as a polynomial on spins (see

Listing 7.1), as well as a Python lambda function. For precomputation using polynomial

terms (Eq. 7.1), we start by allocating an array of zeroes, and iterate over terms in T ,

applying a GPU kernel in-parallel for each element of the array. The binary representation

of an index of a vector element corresponds to qubit values in a basis state. This allows us to

calculate the value of the term using bitwise-XOR and “population count" operations. The

kernel calculates the term value and adds it to a single element of the vector in-place. This

has the advantage of locality, which is beneficial for GPU parallelization and distributed

computing.

To apply the phase operator with parameter γl, we perform an element-wise product of
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the state vector and e−iγlC⃗ , where C⃗ is the cost vector and the exponentiation is applied

element-wise. After simulating the QAOA evolution, we reuse the precomputed C⃗ to evaluate

the expected solution quality ⟨γ,β|Ĉ|γ,β⟩ by taking an inner product between C⃗ and the

QAOA state.

The implementation and performance details of the diagonal precomputation are dis-

cussed in Section 7.5.1.

7.3.2 Mixing operator

Application of the mixing operator is more challenging than that of the phase operator,

and accounts for the vast majority of computational cost in our simulation. We briefly

discuss the implementation using the example of the transverse-field mixer. Other mixers are

implemented similarly. The transverse-field mixer can be decomposed into products of local

gates as UB = e−iβ
∑

i X̂i =
∏

i e
−iβX̂i . Each gate e−iβX̂ = cos(β)Î − i sin(β)X̂ “mixes"

two probability amplitudes, and all n gates mix all 2n probability amplitudes. Classical

simulation of this operation requires all-to-all communication, where each output vector

element depends on every entry of the input vector. For example, for β = π/2 the phase

operator implements the Walsh-Hadamard transform, which is a Fourier transform on the

Boolean cube Bn. The definition of QAOA mixing operator via Walsh-Hadamard transform

was known for a long time, see e.g., Refs. [Fabrikant and Hogg, 2002; Hogg and Portnov,

2000]. In fact, the ability of quantum computers to efficiently perform Walsh-Hadamard

transform [Brassard et al., 1998; Hogg et al., 1999], which is the central building block for

the famed Grover’s algorithm [Grover, 1997], was the inspiration for the definition of the

QAOA mixer [Hogg and Portnov, 2000].

Our GPU simulator implements each e−iβX̂i of the mixing operator by applying a GPU

kernel which modifies two elements of the state vector. Since these calculations do not

interfere with each other, the updates on all pairs of elements in the state vector can be
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done in place and in parallel, hence well-utilizing the parallelization power of the GPU. The

algorithm for simulating a single e−iβX̂i is described in Algorithm 2. To simulate the full

mixer, Algorithm 2 is applied to each qubit i ∈ [n], as shown in Algorithm 3. Both algorithms

modify the state vector in-place without using any additional memory.

The full QAOA simulation algorithm in QOKit is described in Algorithm 4. Furthermore,

we implement the simulation using NVIDIA cuQuantum framework, by replacing Algo-

rithm 3 with calls to the cuStateVec library. We refer to this implementation as QOKit (cuS-

tateVec). In addition to the conventional transverse-field mixing Hamiltonian B̂ =
∑

i X̂i,

we implement Hamming-weight-preserving X̂Ŷ mixer whose Hamiltonian is given by a set

of two-qubit operators M =
∑
⟨i,j⟩

1
2(X̂iX̂j + ŶiŶj) for ⟨i, j⟩ corresponding to the edges of

ring or complete graphs. The implementation leverages the observation that Algorithms 2

and 3 can be easily extended to SU(4) operators.

Algorithm 2 Fast SU(2) On A State Vector

Input: Vector x ∈ CN with N = 2n, a unitary matrix U⋆ =

(
a −b∗
b a∗

)
∈ SU(2) and a

positive integer d ∈ [n]

Output: Vector y = Ux, where U = i⊗(d−1) ⊗U⋆ ⊗ i⊗(n−d) and i is the 2-dimensional
identity matrix

1: Create a reference y to input vector x
2: for k1 = 1 to 2n−d do
3: for k2 = 1 to 2d−1 do
4: Compute indices:

l1 ← (k1 − 1)2d + k2
l2 ← (k1 − 1)2d + k2 + 2d−1

5: Simultaneously update yl1 and yl2 :
yl1 ← ayl1 − b

∗yl2
yl2 ← byl1 + a∗yl2

6: end for
7: end for
8: return y
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Algorithm 3 Fast Uniform SU(2) Transform (Single-node)

Input: Vector x ∈ CN , a unitary matrix U ∈ SU(N) decomposable into tensor product
of n unitary matrices in SU(2), i.e. U =

⊗n
i=1 Ui = Un ⊗ · · · ⊗ U2 ⊗ U1, where Ui =(

ai −b∗i
bi a∗i

)
∈ SU(2) and N = 2n

Output: Vector y = Ux
1: Create a reference y to input vector x
2: for i = 1 to n do
3: Apply Algorithm 2 with U⋆ ← Ui and d← i
4: end for
5: return y

Algorithm 4 Fast Simulation of QAOA

Input: Initial vector x ∈ CN , QAOA circuit parameters β,γ ∈ Rp, cost function
f : Zn

2 → R, where N = 2n

Output: State vector after applying the QAOA circuit to x
1: Pre-compute (and cache) cost values for all binary strings into a vector c ∈ CN

2: Initialize output vector y ← x
3: for l = 1 to p do
4: Apply phase operator:

for k = 1 to N do
yk ← e−iγlckyk

end for
5: Apply mixing operator:

Apply Algorithm 3 on y with ai ← cos βl, bi ← sin βl ∀ i ∈ [n]
6: end for
7: return y

7.3.3 Distributed simulation

A typical supercomputer consists of multiple identical compute nodes connected by a fast

interconnect. Each node in turn consists of a CPU and several GPUs. Since GPUs are

much faster in our simulation tasks, we do not use CPUs in our distributed simulation. Each

of K GPUs holds a slice of the state vector, which corresponds to fixing the values of a

set of k = log2(K) qubits. For example, for K = 2 GPUs, the first GPU holds probability

amplitudes for states with the first qubit in state |0⟩, while the second GPU holds states with

first qubit in the state |1⟩. In general, using K GPUs allows us to increase the simulation
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size by k qubits.

During the precomputation, the cost vector C⃗ is sliced in the same way as the state

vector. Due to the locality discussed above, the precomputation and the phase operator

application do not require any communication across GPUs. The most expensive part of the

simulation is the mixing operator, since it requires an all-to-all communication pattern. In

our simulation we distribute the state vector by splitting it into K chunks, which corresponds

to fixing first k qubits, which we call global qubits. Bits of the binary representation of the

node index determine the fixed qubit values. The remaining n− k qubits are referred to as

local qubits.

The mixer application starts by applying the e−iβxi gates that correspond to local qubits.

To apply x rotations on global qubits, we reshape the distributed state vector using the

MPI_Alltoall MPI collective. This operation splits each local state vector further into K

subchunks and transfers subchunk A of process B into subchunk B of process A. If each

subchunk consists of one element and we arrange the full state vector in a matrix with

process id as column index and subchunk id as the row index, then the call to MPI_Alltoall

performs a transposition of this matrix. For a n-qubit simulation the algorithm requires

2k ≤ n to ensure that there is at least one element in each subchunk. Consider the state

vector reshaped as a tensor Vabc with a being the process id representing the k global qubits,

b being a multi-index of first k local qubits, and c being a multi-index of the last n − 2k

qubits. Then the MPI_Alltoall operation corresponds to a transposition of the first two

indices, i.e., Vabc → Vbac. Thus, after this transposition, the global qubits become local

and we are free to apply operations on those k global qubits locally in each process. The

algorithm concludes by applying the MPI_Alltoall once again to restore the original qubit

ordering. This algorithm is described in Algorithm 5.

The MPI_Alltoall is known be a challenging collective communication routine, since it

requires the total transfer of the full state vector K times. There exist many algorithms
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Algorithm 5 Fast Uniform SU(2) Transform (Multi-node)

Input: Vector x ∈ CN distributed over K nodes, a unitary matrix U =
⊗n

i=1 Ui =
Un ⊗ · · · ⊗ U2 ⊗ U1, where Ui ∈ SU(2) and N = 2n

Output: Distributed vector y = Ux
1: Create a reference y to the local slice of input vector x
2: for i = 1 to n− log2K do
3: Apply Algorithm 2 with U⋆ ← Ui and d← i to the local slice y.
4: end for
5: Run in-place MPI_AlltoAll on the local slice y.
6: for i = n− log2K + 1 to n do
7: Apply Algorithm 2 with U⋆ ← Ui and d← i− log2K to the local slice y.
8: end for
9: Run in-place MPI_AlltoAll on the local slice y.

10: return y

for this implementation [Netterville et al., 2022; Pjesivac-Grbovic et al., 2005], each with

its own trade-offs. Furthermore, the same communication problem occurs in applying dis-

tributed Fast Fourier Transform (FFT), which has been studied extensively [Ayala et al.,

2020, 2021; Gholami et al., 2016]. In this work, we use the out-of-the-box MPI implementa-

tion Cray MPICH. Utilizing the research on distributed FFT may help further improve our

implementation.

7.4 Examples of use

QOKit consists of two conceptual parts:

1. Low-level simulation API defined by an abstract class qokit.fur.QAOAFastSimulatorBase

2. Easy-to-use one-line methods for simulating MaxCut, LABS and portfolio optimization

problems

The low-level simulation API is designed to provide more flexibility in terms of inputs,

methods and outputs of simulation. The simulation inputs can be specified by providing

either terms T or existing pre-computed diagonal vector. The simulation method is spec-
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ified by using a particular subclass of qokit.fur.QAOAFastSimulatorBase or by using a

shorthand method qokit.fur.choose_simulator. This simulator class is the main means

of simulation, with input parameters being passed in the constructor, the simulation done

in simulate_qaoa method, and outputs type specified by choosing a corresponding method

of the simulator object. An example of using the simulator with input terms parameter is

shown in Listing 7.1.

1 import qokit

2 simclass = qokit.fur.choose_simulator(name=’auto’)

3 n = 28 # number of qubits

4 # terms for all -to -all MaxCut with weight 0.3

5 terms = [(.3, (i, j)) for i in range(n) for j in range(i+1, n)]

6 sim = simclass(n, terms=terms)

7 # get precomputed cost vector

8 costs = sim.get_cost_diagonal ()

9 result = sim.simulate_qaoa(gamma , beta)

10 E = sim.get_expectation(result)

Listing 7.1: Evaluating the QAOA objective for weighted MaxCut problem on an all-to-all
graph using QOKit.

QOKit implements five different simulator classes that share the same API:

1. python – A portable CPU numpy-based version

2. c – Custom CPU simulator implemented in C

3. nbcuda – GPU simulator using numba

4. gpumpi – A distributed version of the GPU simulator

5. cusvmpi – A distributed GPU simulator with cuStateVec as backend

To choose from the simulators, one may use one of the following three methods, depending

on the choice of mixer type:

1. qokit.fur.choose_simulator()
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2. qokit.fur.choose_simulator_xyring()

3. qokit.fur.choose_simulator_xycomplete()

Each of these simulators accepts an optional name parameter. The default simulator is chosen

based on existence of GPU or configured MPI environment. An example of using a custom

mixer for simulation is provided in Listing 7.2.

1 import qokit

2 simclass = qokit.fur.choose_simulator_xycomplete ()

3 n = 40

4 terms = qokit.labs.get_terms(n)

5 sim = simclass(n, terms=terms)

6 result = sim.simulate_qaoa(gamma , beta)

7 E = sim.get_expectation(result)

Listing 7.2: Using QOKit with a different mixing operator: M =
∑
⟨i,j⟩

1
2(xixj + yiyj) for

tuples ⟨i, j⟩ from a complete graph on qubits.

The constructor of each simulator class accepts one of terms or costs argument. The

terms argument is a list of tuples (wk, tk), where wk is the weight of product defined by

tk, whih is a tuple of integers specifying the indices of Boolean variables involved in this

product, as described in Equation 7.1. The simulation method returns a result object,

which is a representation of the evolved state vector. The data type of this object may

change depending on simulator type, and for best portability it is advised to use the output

methods instead of directly interacting with this object. The output methods all have get_

prefix, accept the result object as their first argument, and return CPU values. These

methods are:

1. get_expectation(result)

2. get_overlap(result)

3. get_statevector(result)
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4. get_probabilities(result)

When evaluating the expectation and overlap with the ground state, the cost vector from

the phase operator is used by default. This vector is precomputed at the class instantiation

and can be retrieved using get_cost_diagonal() method. Alternatively, the user may spec-

ify a custom cost vector by passing it as the costs argument when calling get_expectation

or get_overlap.

The output methods may accept additional optional arguments depending on the type of

the simulator. For example, GPU simulators’ get_probabilities method has preserve_state

argument (default True) which specifies whether to preserve the statevector for additional

calculations; otherwise, the norm-square operation will be applied in-place. In both cases,

the method returns a real-valued array of probabilities. Distributed GPU simulators accept

mpi_gather argument (default True) that signals the method to return a full state vector on

each node. Specifying mpi_gather = True guarantees that the same code will produce the

same result if the hardware-specific simulator class is changed. An example of using QOKit

for distributed simulation is provided in Listing 7.3.

1 import qokit

2 simclass = qokit.fur.choose_simulator(name=’cusvmpi ’)

3 n = 40

4 terms = qokit.labs.get_terms(n)

5 sim = simclass(n, terms=terms)

6 result = sim.simulate_qaoa(gamma , beta)

7 E = sim.get_expectation(result , preserve_state=False)

Listing 7.3: Evaluating the QAOA objective for LABS problem using MPI on a distributed
computing system using QOKit. The preserve_state argument is used to reduce memory
usage when evaluating the expectation value.
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Figure 7.2: Precomputation performance for different implementations

7.5 Performance of QOKit

We now present a comparison of QOKit performance to state-of-the-art state-vector and

tensor-network quantum simulators. We show that our framework has lower runtimes and

scales well to large supercomputing systems. All reported benchmarks are executed on the

Polaris supercomputer accessed through the Argonne Leadership Computing Facility. Single-

node results are obtained using a compute node with two AMD EPYC 7713 64-Core CPUs

with 2 threads per core, 503 GB of RAM and an NVIDIA A100 GPU with 80 GB of memory.

In all experiments the state vector is stored with double precision (complex128 data type).

7.5.1 Precomputation performance

QOKit includes two implementations of the precomputation: a numpy-based vectorized CPU

code and a GPU implementation using Numba. We compare these implementations against

a naive CPU implementation which iterates over all the state indices and calculates the cost

value for each index. The results are shown in Figure 7.2. While for small problem sizes
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N ≤ 14 the CPU version is faster, the GPU version scales better and provides up to 300×

speedup.

Note that both implementations scale as O(2N ) in the large N limit, as the cost vector

size scales as 2N . Furthermore, refering to [Shaydulin et al., 2024], the classical LABS

solvers evaluated on CPU find the best solutions for N = 20 in about 10 seconds, and for

N = 30 in about 100-200 seconds. Since precomputation calculates all pos ble values of the

co function, it is equivalent to solving the LABS problem with a brute-force method. For

N = 20, our CPU precomputation is comparable to the heuristic solvers. Furthermore, our

GPU precomputation is about 10 times faster than the fastest CPU heuristic solver.

While the scaling of the clasical solvers is better than that of precomputation, our al-

gorithm provides an interesting example of a inspiring the development of fast classical

algorithm by studying the quantum algorithm.

7.5.2 CPU and GPU simulation

The CPU simulation is implemented in two ways: using the NumPy Python library and

using a custom C code (“c” simulator above). The latter is more performance, so we only

report the results with c simulator. We evaluate the CPU performance by simulating QAOA

with p = 6 on MaxCut random regular graphs.

Figure 7.3 shows a comparison of runtime for varying number of qubits for commonly-

used CPU simulators. We use QOKit c simulator, Qiskit Aer state-vector simulator version

0.12.2, and OpenQAOA “vectorized” simulator version 0.1.3. We observe ≈ 5−10× speedup

against Qiskit [Qiskit contributors, 2023] and OpenQAOA [Sharma et al., 2022] across a

wide range of values of n. We note that the simulation method in QAOAKit [Shaydulin

et al., 2021b] is Qiskit, which is why we do not benchmark it separately.

We evaluate the GPU performance by evaluating time to simulate one layer of QAOA

applied to the LABS problem. Fig. 7.4 provides a comparison between QOKit and commonly
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Figure 7.3: Runtime of end-to-end simulation of QAOA expectation value with p = 6 on
MaxCut problem on 3-regular graphs with commonly-used CPU simulators for QAOA. They
time plotted is the mean over 5 runs.

used state-vector (Qiskit [Qiskit contributors, 2023] version 0.43.3, cuStateVec [cuq]) and

tensor-network (cuTensorNet [cuq], QTensor [Lykov, 2021]) simulators. We used CuQuan-

tum Python package version 23.6.0 and cudatoolkit version 14.4.4. The tensor network

timing is obtained by running calculation of a single probability amplitude for various values

of 1 ≤ p ≤ 15 and dividing the total contraction time by p. Deep circuits have optimal

contraction order that produces contraction width equal to n. Since obtaining batches of

amplitudes does not produce high overhead [Schutski et al., 2020], this serves as a lower

bound for full state evolution. Note that the so-called “lightcone approach”, wherein only

the reverse causal cone of the desired observable is simulated, does not significantly reduce

the resource requirements due to the high depth and connectivity of the phase operator. For

QTensor, “tamaki_30” contraction optimization algorithm is used. CuTensorNet contrac-

tion is optimized with default settings. It is possible that the performance can be improved

by using diagonal gates [Lykov and Alexeev, 2021], which are only partially supported by
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Figure 7.4: Time to apply a single layer of QAOA for the LABS problem with commonly-used
CPU and GPU simulators. QOKit simulator uses the precomputation which is not included
in current plot. The precomputation time is amortized, as shown on Figure 7.5. QOKit can
be configured to use cuStateVec for application of the mixing operator, which provides the
best results.

cuTensorNet at this moment.

For n > 20, we observe that the precomputation provides orders of magnitude speedups

for simulation of a QAOA layer. The LABS problem has a large number of terms in the cost

function, leading to deep circuits which put tensor network simulators at a disadvantage.

As a consequence, we observe that tensor network simulators are slower than state-vector

simulation. We also observe that using cuStateVec as a backend for mixer gate simulation

provides additional ≈ 2× speedup, possibly due to higher numerical efficiency achieved by in-

house NVIDIA implementation. We do not include the precomputation cost in Fig. 7.4. This

cost is amortized over application of a QAOA layer as shown in Fig. 7.5, and is negligible if

precomputation is performed on GPU. Simulation of each layer in a deep quantum circuit has
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Figure 7.5: Total simulation time vs. number of layers in QAOA circuit for LABS problem
with n = 26. The GPU precomputation is fast enough to provide speedup over the gate-
based state-vector simulation (cuStateVec) even for a single evaluation of the QAOA circuit.

the same time and memory cost. Thus, to obtain the time for multiple function evaluations,

one can simply use this plot with aggregate number of layers in all function evaluations.

Our best GPU performance for QAOA on LABS problem is ≈ 6 seconds per QAOA layer

for n = 31 using double precision. This simulation requires the same memory amount as one

with n = 32 using single precision. In addition to our own implementation, we benchmark

the same simulator as in the Ref. [Bayraktar et al., 2023] on the LABS problem. For smaller

n ≤ 26, QOKit with cuStateVec shows a ≈ 20× speedup from our precomputation approach.

We discuss the choice of cuStateVec as the baseline as well as other state-of-the-art simulation

techniques in Sec. 7.6.

7.5.3 Distributed simulation

Finally, we scale the QAOA simulation to n = 40 qubits using 1024 GPUs of the Polaris

supercomputer. At n = 40, we observe a runtime of ≈ 20 s per layer. The results of the

simulation are discussed in detail in Ref. [Shaydulin et al., 2024]. Here, we focus on the
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Figure 7.6: Weak scaling results for simulation of 1 layer of LABS QAOA on Polaris super-
computer. We observe that cuStateVec backend has lower communication overhead, leading
to lower overall runtime.

technical aspects of the simulation.

In distributed experiments, we use compute nodes of Polaris with 4 NVIDIA A100 GPUs

with 40GB of memory. The maximum values of f are known for n < 65, and they are

less then 216. Therefore, we are able to store the precomputed diagonal as a 2n vector of

uint16 values, which reduces the memory overhead of the cost value vector. As discussed in

Section 7.3.3, the most expensive part of this simulation is communication. We implement

two approaches for this simulation, a custom MPI code that uses MPI_Alltoall collective

and an implementation leveraging the distributed index swap operation in cuStateVec. Weak

scaling results in Figure 7.6 demonstrate the advantage of cuStateVec implementation of

communication. The GPUs co-located on a single node are connected with high-bandwidh

NVLink network. To transfer data between nodes, GPU data need to transfer to CPU for

subsequent transfer to another node. This requires the communication to correctly choose the

communication method depending on GPU location. MPI has built-in support which can be
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enabled using MPI_GPU_SUPPORT_ENABLED environment variable. However, it shows worse

performance than the cuStateVec communication code, which uses direct CUDA peer-to-

peer communication calls for local GPU communication. We observe that our performance is

comparable to distributed simulation reported in Ref. [Bayraktar et al., 2023], despite having

2× fewer GPUs per node. This is due to the majority of time being spent in communication,

which is confirmed by our smaller-scale profiling experiments. Further research, including

adapting the communication patterns used in high-efficiency FFT algorithms, may improve

our results.

7.6 Related work

Classical simulation of quantum systems is a dynamic field with a plethora of simulation

algorithms [Dahi et al., 2023; Gray and Kourtis, 2021; Lykov, 2021; Zulehner and Wille,

2019] and a variety of use cases [Burgholzer and Wille, 2021; Lykov et al., 2022]. The main

approaches to simulation are tensor network contraction algorithms and state-vector evo-

lution algorithms. Tensor network algorithms are able to utilize the structure of quantum

circuit and need not store the full 2n-dimensional state vector when simulating n qubits.

Instead, they construct a tensor network and contract it in the most efficient way possible.

This approach works best when the circuit is shallow, since the tensor network contraction

can be performed across qubit dimension instead of over time dimension. The main research

areas of this approach are finding the best contraction order [Ibrahim et al., 2022; Khakhulin

et al., 2020; Meirom et al., 2022] and applying approximate simulation algorithms [Gray

and Kourtis, 2021; Pan et al., 2020]. However, while there is no theoretical limitation on

simulating deep circuits using tensor networks, it is challenging to implement a performant

simulator of deep quantum circuits based on tensor networks, as demonstrated by the nu-

merical experiments above.

The state vector evolution algorithms are more straightforward and intuitive to imple-
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ment. The main limitation of state-vector simulator is the 2n size of the state vector. There

are many approaches to improve state-vector simulators. Compressing the state vector has

been proposed to reduce the memory requirement and enable the simulation of a higher num-

ber of qubits [Wu et al., 2019]. To utilize the structure in the set of quantum gates, some

state-vector simulators use the gate fusion approach [Broughton et al., 2020; Efthymiou et al.,

2022; Isakov et al., 2021; Smelyanskiy et al., 2016a]. The idea is to group the gates that act

on a set of F qubits, then create a single F -qubit gate by multiplying these gates together.

This approach is often applied for F = 2 and provides significant speed improvements. Com-

puting the fused gate requires storing 4F complex numbers, which is a key limitation. Our

approach corresponds to using gate fusion with F = n, but the group of gates is known to

produce a diagonal gate, which can be stored as a vector of only 2n elements.

In our comparison in Sec. 7.5.2, we do not enable gate fusion in cuStateVec. While gate

fusion may improve the performance of cuStateVec, we believe it is very unlikely to achieve

the same efficiency as our method of using the precomputed diagonal cost operator. Our

argument is based on examining the results reported in Ref. [Bayraktar et al., 2023]. The

central challenge for gate fusion is presented by the fact that the phase operator for the LABS

problem requires many gates to implement. For example, for n = 31, the LABS cost function

has ≈ 75n terms, with many of them being 4-order terms. If decomposed into 2-qubit gates,

the circuit for QAOA with p = 1 for the LABS problem has ≈ 160n gates after compilation.

For comparison, QAOA circuit from Ref. [Bayraktar et al., 2023] for n = 33 and p = 2 has

50n un-fused gates, which is ≈ 7× fewer. After gate fusion, the circuits from Ref. [Bayraktar

et al., 2023] have ≈ 4n fused gates. Our precomputation approach reduces the number of

gates to practically only the n mixer gates. Thus, assuming that application of a single gate

takes the same amount of time for any statevector simulator, we can expect a speedup in

the range of 4− 160×. We note that while this estimate does not take into account various

other time factors and variation in gate application times, it provides intuition for why we
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rule out gate fusion outperforming our techniques.

While there exist a multitude of quantum simulation frameworks, the best results for

state-vector GPU simulation that we found in the literature were reported in Ref. [Bayraktar

et al., 2023] (cuQuantum) and Ref. [Isakov et al., 2021] (qsim). Ref. [Bayraktar et al., 2023]

reports ≈ 10 seconds for simulating QAOA with p = 2, n = 33 qubits and 1650 gates, using

the complex64 data type on a single A100 GPU with 80 GB memory. Ref. [Isakov et al.,

2021] presents single-precision simulation results on a A100 GPU with 40 GB memory. The

benchmark uses random circuits of depth of 20. The reported simulation time for n = 32 is

≈ 6 seconds. Notably, this time may depend significantly on the structure of the circuit since

it impacts the gate fusion, as shown in Ref. [Broughton et al., 2020]. Assuming similar gate

count, these results show very similar performance, since the simulation in Ref. [Bayraktar

et al., 2023] is two times larger. This motivates our use of cuQuantum (Ref. [Bayraktar

et al., 2023]) as a baseline state-of-the-art state-vector quantum simulator.

Symmetry of the function to be optimized has been shown to enable a reduction in the

computational and memory cost of QAOA simulation [Shaydulin and Wild, 2021; Shaydulin

et al., 2021a; Sud et al., 2022]. While we do not implement symmetry-based optimizations

in this work, they can be combined with our techniques to further improve performance.

In addition to the simulation method, many simulators differ in the scope of the project.

Some simulators like cuQuantum [Bayraktar et al., 2023] position themselves as a simulator-

development SDK, with flexible but complicated API. On the other hand, there exist sim-

ulation libraries that focus on the quantum side and delegate the concern of low-level per-

formance to other libraries [Sharma et al., 2022; Shaydulin et al., 2021b]. Many software

packages exist somewhere in the middle, featuring full support for quantum circuit simula-

tion and focusing on end-to-end optimization efforts on a particular quantum algorithm or

circuit type [Gray and Kourtis, 2021; Lykov et al., 2022]. QOKit is positioned as one of such

packages, as it provides both an optimized low-level QAOA-specific simulation algorithm as
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well as high-level quantum optimization API for specific optimization problems.

7.7 Conclusion

We develop a fast and easy-to-use simulation framework for quantum optimization. We

apply a simple but powerful optimization by precomputing the values of the cost function.

We use the precomputed values to apply the QAOA phase operator by a single elementwise

multiplication and to compute the QAOA objective by a single inner product. We provide

an easy-to-use high-level API for a range of commonly considered problems, as well as low-

level API for extending our code to other problems. We demonstrate orders of magnitude

gains in performance compared to commonly used quantum simulators. By scaling our

simulator to 1,024 GPUs and 40 qubits, we enabled an analysis of QAOA on the Low

Autocorrelation Binary Sequences problem that demonstrated a quantum speedup over state-

of-the-art classical solvers [Shaydulin et al., 2024].

After this manuscript appeared on arXiv, we became aware of a serial CPU-only Python

implementation of a QAOA simulator that uses diagonal Hamiltonian precomputation and

Fast Walsh-Hadamard transform to accelerate QAOA state simulation and QAOA objective

evaluation [TQA; Sack and Serbyn, 2021]. We note that Ref. [TQA] requires two applica-

tions of fast Walsh-Hadamard transform (forward and inverse) and a diagonal Hamiltonian

operation to simulate one layer of QAOA mixer, whereas Algorithms 2, 3 apply the mixer

in one step with a cost equivalent to one application of fast Walsh-Hadamard transform. In

addition, the implementation of fast Walsh-Hadamard transform in Ref. [TQA] requires one

additional copy of the input state vector, whereas Algorithms 2, 3 applies the mixer in place.
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CHAPTER 8

CONCLUSIONS AND OUTLOOK

8.1 Conclusions

Ability to simulatig quantum circuits shows to be useful in development of quantum algo-

rithms. For studying the QAOA algorithm, the important objective is to find the variational

angles by simulating the cost function observable.

A naïve approach to simulating observables of an arbitrary quantum system scales expo-

nentially with the system size. However, by utilizing the structure of interactions between

system components, it is possible to simulate the system more efficiently. This approach can

reduce the exponential factor or in some cases change the scaling to linear in system size.

The latter case is possible due to lightcone optimization for calculation of energy expectation

values. In the case of calculation of probability amplitudes, the tensor network approach

allows calculating a batch of several amplitudes for the same cost as a single amplitude.

In this work, I demonstrated how tailoring the GPU acceleration and slicing the tensor

network for parallel contraction can significantly improve the performance of quantum circuit

simulation. I implement these algorithms in a python package QTensor, which is available

at https://github.com/danlkv/qtensor.

These improvements resulted in important discoveries about QAOA. The lightcone opti-

misation allows simulating expectation value with cost linear scaling in the number of qubits.

This opens a different use case for QAOA, saving thousands of queries to a quantum device:

instead of optimising γ,β on a quantum device, use a classical simulator. The quantum

device is then only used to sample the ansatz state.

Without running a single quantum circuit, we are able to predict QAOA performance

for any problem size. While the results are focused on MaxCut 3-regular random graphs,

this confirms an important principle of QAOA observed on other problems: we need deep
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circuits to match the performance of the best classical algorithms. In addition, for regular

random graphs we show that the variational angles can be shared between different problem

sizes, which provides even further savings for optimisation. With these properties, we do not

even need to run the optimisation over γ,β. Instead, using the shared well-known angles,

we need the quantum device to only run the circuit and sample the state.

Finally, we show that even though the tensor network approach is a perfect match for

low-connectivity and low-depth circuits, in practice it can be slower than a simple statevector

simulator. Applying the precomputation approach to the QAOA on LABS problem, we can

evaluate the QAOA performance for deep circuits.

8.2 Future work

The area of quantum simulation is very diverse. In this work, we did not cover various

general algorithms that can be used to simulate noisy quantum systems. In addition to

statevector and tensor network simulators, Clifford-based simulators provide a unique set of

constraints that make them applicable to specific problems.

To improve the tensor network simulation, various approaches can be used. A key part

of the process of tensor network contraction is the contraction ordering algorithm. The cost

for contraction depends exponentially on the quality of the contraction order. It, therefore,

promises to be a rewarding task to study different contraction order algorithms. The tensor

networks used for most quantum many-body simulation problems have a lot of small indices.

This setup is not beneficial for the numerical efficiency of tensor network contraction, since

the contraction of two tensors is dominated by read/write operations, not arithmetic oper-

ations. This puts an additional constraint on the optimization of the contraction procedure

of tensor networks. As discussed above, multiple approaches can be utilized to improve

the performance of parallelized GPU-accelerated tensor network contraction. Currently, the

main bottleneck in the GPU contraction is the large number of small tensors rather than
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the large tensors.

Finally, an exciting direction for future work is to use tensor networks for approximate

simulation. Approximate methods can be applied to the full tensor network that represents

a quantum circuit [Gray and Chan, 2024; Pan et al., 2020]. Alternatively, tensor netwoks

can be used to compress the quantum state that is iteratively updated by applying quantum

gates [Orús, 2014; Tindall and Fishman, 2023]. These approaches are at the very forefront

of the state of the art and show remarcable reduction in the cost for simulation for a small

error in the resulting value [Begušić et al., 2024].
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