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6.2 Twelve collective fluctuation modes of the triangle structure of the 6-particle
OM system. The colored solid lines depict the magnitudes and directions of
the collective particle motions. The color defines the direction of the collective
motion; i.e., particles simultaneously move in the indicated directions for the
same color. Modes 1 and 2 correspond to translation and mode 12 to rotation.
Modes 3-11 correspond to collective vibration-like motion and the length of the
solid lines of these modes is proportional to the standard deviations along these
coordinates. The red and blue solid lines represent the motions for right- and left-
hand circularly polarized laser beams. The dark (light) color corresponds to the
positive (negative) direction of the mode coordinate. The pair of modes in each
green box are degenerate and their mirror axes are shown by the black dashed
line. The irreducible representations (i.e., E, A1, A2) of the structure symmetry
point group D3 are given in parentheses. . . . . . . . . . . . . . . . . . . . . . . 141

6.3 The 8th collective fluctuation mode of the triangle configuration of the 6-particle
OM system. The colored solid lines depict the magnitudes and directions of the
collective particle motions. The dots and crosses labeled on the particles corre-
spond to the direction of the cross-product between the radial and the azimuthal
component of the particle motion. Specifically, dots correspond to pointing out-
ward and crosses correspond to pointing inward. (a) The incident light is left-hand
circularly polarized. (b) The incident light is right-hand circularly polarized. (c)
The polarization of the incident light is switched between left- and right-hand
circular polarization for each successive simulation time step, hence there is no
(net) symmetry breaking. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.4 Fourteen collective fluctuation modes of the 6-fold symmetric structure of the
7-particle OM system. The colored solid lines depict the magnitudes and di-
rections of the collective particle motions, and the color defines the direction of
the collective motion; i.e., particles simultaneously move in the indicated direc-
tions for the same color. Modes 1 and 2 correspond to translation and mode 14
to rotation. Modes 3-13 correspond to vibration-like motions and the length of
the solid lines of these modes is proportional to the standard deviations along
these modes. The red and blue solid lines represent the motions for right- and
left-hand circularly polarized laser beams. The dark (light) color corresponds to
the positive (negative) direction of the mode coordinate. The pair of modes in
each green box are degenerate and their mirror axes are shown by two different
styles of black dashed lines according to the conjugacy class they belong to. The
irreducible representations of the structure symmetry point group D6 are labeled
in parentheses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

xvi



6.5 Symmetry analysis of electrostatic properties using structural deviations between
the reference structure and the OM structures in the trajectory of the determin-
istic simulation. (a) Plot of the collective fluctuation mode components of the
structural deviations between the reference structure of 6-particle triangle struc-
ture (termed X) and the OM structures in the trajectory of the deterministic
simulation with 50 mW beam power (Y) initiated at the reference structure as a
function of simulation elapsed time. The reference structure is taken as the mean
structure of the fluctuation simulation at 100 K temperature and 200 mW beam
power. (b) X = 6-particle triangle structure, Y = 200 mW. (c) X = 7-particle
6-fold symmetric structure, Y = 50 mW. (d) X = 7-particle 6-fold symmetric
structure, Y = 200 mW. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

6.6 Scattering cross-sections as a function of structural displacement along the collec-
tive fluctuation modes with respect to the reference structure of the: (a) 6-particle
triangle OM structure for which the scattering cross-section only changes mono-
tonically with displacement along mode 7, 8, and 9; (b) 7-particle 6-fold sym-
metric OM structure for which the scattering cross-section only changes mono-
tonically with displacement along mode 11. The scattering cross-sections are
normalized by πR2, where R = 75 nm is the radius of a single Ag nanoparticle. . 149

6.7 Average induced-polarization as a function of structural displacement along the
collective fluctuation modes with respect to the reference structure of the: (a)
6-particle triangle OM structure where the average induced-polarization changes
monotonically with displacement along mode 7, 8, and 9; (b) 7-particle 6-fold
symmetric OM structure where the averaged induced-polarization changes mono-
tonically with displacement along mode 11. . . . . . . . . . . . . . . . . . . . . . 150

6.8 Assignment of the collective fluctuation modes of the 6-particle triangle OM struc-
ture to the irreducible representation of point groups C3 and D3. The solid
arrows indicate the change in the irreducible representations due to the chiral
broken symmetry caused by the circular polarization of the incident light. Note
that the Cartesian polynomial basis only includes x and y coordinate because the
dynamics of the OM system we focus on is in 2-dimensional space. . . . . . . . . 152

6.9 Assignment of the collective fluctuation modes of the 7-particle 6-fold symmetric
OM structure to the irreducible representation of point groups C6 and D6. The
solid arrows indicate the change in the irreducible representations due to the chiral
broken symmetry caused by the circular polarization of the incident light. Note
that the Cartesian polynomial basis only includes x and y coordinate because the
dynamics of the OM system we focus on is in 2-dimensional space. . . . . . . . . 154

xvii



6.10 Twelve collective fluctuation modes of the chevron structure of the 6-particle
OM system. The colored solid lines depict the magnitudes and directions of
the collective particle motions. The color defines the direction of the collective
motion; i.e., particles simultaneously move in the indicated directions for the
same color. Modes 1 and 2 correspond to translation and mode 12 to rotation.
Modes 3-11 correspond to "vibrations" and the lengths of the solid lines showing
these modes are proportional to the standard deviations along these modes. The
red and blue solid lines represent right- and left-hand circularly polarized laser
beam illuminations. The dark (light) color corresponds to the positive (negative)
direction of the mode coordinate. The irreducible representations of the structure
symmetry point group Cs are labeled in the parentheses. . . . . . . . . . . . . . 158

6.11 Plots of the collective fluctuation mode components of the difference between
the reference structure of the 6-particle chevron OM structure and the trajectory
of the deterministic simulation with (a) 50 mW and (b) 200 mW beam power
initiated at the reference structure as a function of (simulation) time. The refer-
ence structure is taken as the mean structure of the fluctuations of the 6-particle
chevron structure obtained in simulations at 100 K temperature and 200 mW
beam power. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

6.12 Total scattering cross-section as a function of structural deviation along the col-
lective fluctuation modes with respect to the reference structure of 6-particle
chevron OM structure. The scattering cross sections are normalized by πR2,
where R = 75 nm is the radius of a single nanoparticle. Panel (b) is a zoomed-in
version of panel (a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

6.13 Average induced-polarization as a function of structural deviation along the col-
lective fluctuation modes with respect to the reference structure of of 6-particle
chevron OM structure. Panel (b) is a zoomed-in version of panel (a). . . . . . . 159

6.14 Induced-polarization of different particles as a function of deterministic structural
deviation along the collective modes of the 6-particle OM system. The diagrams
in the square boxes show the collective modes; the mode number is shown in the
upper left corners. The colored solid lines depict the magnitudes and directions of
the collective particle motions, and the color defines the direction of the collective
motion; i.e., particles simultaneously move in the indicated directions for the same
color. The dark (light) color corresponds to the positive (negative) direction of the
mode coordinate. The diagrams in the rectangular boxes are the average induced-
polarization for the fluctuation mode (black) and the induced-polarization of each
particle (colored) plotted as a function of the collective coordinates. The particle
labels are the same for each mode, and are shown in the diagram of mode 1. . . 161

7.1 The 8-particle structure that manifests pseudorotation (8P-SMP) of the OM sys-
tem. (a) An experimental dark-field microscopy image of the 8P-SMP. (b) Sketch
of the pseudorotation, the structural isomerization between two stable configu-
rations of the 8P-SMP. Both structures are created in sketch to represent the
concept of pseudorotation. Neither structure is obtained by accurate computation.170

xviii



7.2 Demonstration of the temperature dependence of the argument maximum of
the probability density p(d1, d2) in the configuration space of the 8P-SMP. (a)
The schematic definition of the two interparticle distances d1 and d2. (b-f) 2-
dimensional histogram of d1 and d2 for the 8P-SMP trajectory obtained from
EDLD simulation with 50 mW beam power, 27.6 nm Debye screening length, and
at temperatures: (b) 0.1 K; (c) 1 K; (d) 10 K; (e) 100 K; (f) 200 K. The viscosity
of water at 298 K and 1 atm is used as the solvent viscosity. . . . . . . . . . . . 171

7.3 Plots of interparticle distances d1 and d2 for the 8-particle OM structure that
manifests pseudorotation trajectories generated by (a) deterministic simulation;
(b) simulation at T = 0.1 K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

7.4 Principal components (PCs) of the 8-particle OM structure that manifests pseu-
dorotation computed by weighted principal component analysis (w-PCA). The
PCs are labeled in descending order of their configurational standard deviations.
The colored solid lines depict the directions and magnitudes of the collective par-
ticle motions, and the color defines the sense (i.e. phase) of the motion; i.e.,
particles simultaneously move in the indicated directions for the same color. PCs
1 and 2 correspond to rigid translation and PC 16 to rigid rotation. For the non-
rigid transformations, PCs 3 to 15, the length of the solid lines is proportional to
their corresponding configurational standard deviation. Note the large variance
of the central 4 nanoparticles of mode 3 that correspond to d1 and d2 . . . . . . 176

7.5 Statistical results of the 15 principal components (PCs) (with rotation excluded)
of the 8-particle structure that manifests pseudorotation (8P-SMP) of OM. (a)
Plot of the probability distribution along the 15 PC coordinates normalized by
standard deviation for the 8P-SMP at 200 K. The curves corresponds to the modes
other than mode 3 superimpose each other so that only 2 colors are shown. (b)
The logarithm plot of the standard deviations along the 15 PC coordinates as
a function of temperature with two dashed lines representing slopes 0.25 and
0.5. Panels (a) and (b) share the same color labels for the w-PCA modes. (c-d)
Plot of the probability distribution along PC 3 with displacement normalized by
standard deviation along PC 3 for the 8P-SMP at various temperatures. (d) An
expanded view of (c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

7.6 Interpretation and implied time scales of the right singular functions {ψk} (1 ≤
k ≤ 5) obtained by state-free non-reversible VAMPnet (SNRV). (a-c) Correlations
between the ψk and (a,b) the two translation modes (c) the pseudorotation mode
of the 8P-SMP. (d) Plot of the temperature dependence of the implied time
scales corresponding to the right singular functions {ψk} that correlate with the
translation and pseudorotation modes of the 8P-SMP. The green dashed line
(slope = -0.48) is the linear fit of the implied time scale of the pseudorotation
mode as a function of temperature (on a logarithm scale). . . . . . . . . . . . . 184

xix



7.7 The pairwise distance distribution and the total scattering cross-section of the
19-particle 6-fold symmetric OM structure at 300 K and various beam powers.
(a-c) Plot of the pairwise distance distribution of the nanoparticles in the 19-
particle 6-fold symmetric OM structure at 300 K and (a) 20 mW (b) 40 mW (c)
60 mW beam power. The inset in panel c is the dark-field microscopy image of the
19-particle 6-fold symmetric OM structure at 300 K. (d) Plot of the normalized
total scattering cross-section as a function of wavelength of the incident optical
beam and 6 different beam powers (colors). The viscosity is taken as the viscosity
of water at 300 K and 1 atm. The Debye-screening length is 100 nm. . . . . . . 186

7.8 Analysis of the mean angular velocity (averaged in 1 ms) of the 19-particle OM
system. (a-b) The probability distribution of (a) ratio between mean angular
velocity and beam power (b) mean angular velocity at various beam powers P . (c-
f) the probability distribution of the ratio between mean angular velocity and by
beam power of different 1-million-frame segments of a 10-million-frame trajectory
initiated at the ordered 19-particle 6-fold symmetric structure at (c) 20 mW (d)
30 mW (e) 40 mW (f) 50 mW beam power. . . . . . . . . . . . . . . . . . . . . . 188

7.9 Plots of the root mean square displacement (RMSD) averaged over the nanopar-
ticles as a function of lag time at various beam powers. (a) Plot of average RMSD
of the 10-million frame simulation trajectory at each beam power as a function
of lag time. (b-f) Plot of average RMSD of the 10 evenly divided 1-million-frame
segments of the simulation trajectory as a function of lag time at (b) 20 mW (c)
30 mW (d) 40 mW (e) 50 mW (f) 60 mW beam power. . . . . . . . . . . . . . . 189

7.10 Plot of the derivative of average mean square displacement (MSD) with respect
to lag time τ scaled by 4D where D is single-particle diffusion coefficient and τ
is the lag time of the 19-particle OM system. (a-c) Scaled derivative of (a) the
center particle (b) the average for the middle layer of particles (c) the average of
the outer layer of particles. (d) Plot of the difference of the derivative dMSD/dτ
over 4D between the outer layer of particles and the center particle. . . . . . . . 191

xx



LIST OF TABLES

6.1 The result of the direct product of irreducible representations Γ†o⊗ Γ
(m)
j ⊗ Γi for

all possible choices of Raman active modes and different circular polarizations of
incoming and outgoing light for 2D materials with D3 symmetry such as MoS2. 164

6.2 The result of the direct product of irreducible representations Γ†o⊗ Γ
(m)
j ⊗ Γi for

all possible choices of Raman active modes and different circular polarizations of
incoming and outgoing light for 2D lattice systems with D6 symmetry. . . . . . 165

6.3 Demonstration of the relationship between the angular momentum eigenstates
and the irreducible representations of point group C3 and C6 using analogy to
the angular part of the atomic orbitals of hydrogen, Y (H)

lm , where l is the angular
quantum number and m is the magnetic quantum number. σ and mph are the
angular momentum of photon and phonon, respectively. Γ is the corresponding
irreducible representation of the angular momentum eigenstates. Only phonons
corresponding to vibrations in the x-y plane are taken into consideration. . . . . 167

xxi



ACKNOWLEDGMENTS

First and foremost, I would like to thank my advisor, Prof. Norbert Scherer, for his unwaver-

ing guidance, expertise, and patience. His insightful feedback and constant encouragement

have been pivotal in shaping this research and guiding my path throughout graduate school.

I am incredibly thankful to Norbert for all the opportunities, memories, and experiences.

I would also like to thank my co-advisor, Prof. Andrew Ferguson for mentoring me over

the years and introducing me to the fascinating field of machine learning. Andy has provided

me with many great insights that have helped me a lot during my research. Andy’s passion

and enthusiasm for my research has kept me motivated and inspired me to come up with

new ideas.

I am grateful to Prof. Stuart Rice for sharing many important ideas and useful suggestions

with me, which is crucial to the formation of the framework of my research. I want to thank

Prof. Suriyanarayanan Vaikuntanathan for serving on my thesis committee.

All current and former members of the Scherer Lab have had a large impact on my

research. Special thanks to John Parker and Curtis Peterson with whom I worked closely

when I first joined the lab. I’m also deeply grateful to Emmanuel Valenton and Spoorthi

Nagasamudram who shared their thoughts on my research. Yanzeng Li is a post-doc in

the group and has been incredibly helpful, patient, and foundational to my learning of

electrodynamics theory.

I am appreciative of the opportunity to interact with the great group of folks that were

my colleagues in the Ferguson Lab. I would like to thank Mike Jones, Kirill Shmilovich, and

Oliver Tang, for all of the discussions and collaborations we have had over the years. Many

of you worked tirelessly in the lab testing and coding new machine learning algorithms for

data analysis, and I have benefited from your hard labor.

The Research Computing Center (RCC) at the University of Chicago has been a very

useful resource to me. The RCC’s computing resources have provided me with over a million

xxii



compute hours that have made a large number of results and figures in this dissertation

possible. Additionally, the RCC has held many seminars I have attended over the years

that have taught me new computational and programming skills. I also want to thank the

University of Chicago Department of Chemistry for the Otto H. & Valerie Windt Memorial

Fellowship.

Finally, I’d like to thank my family and close friends for their invaluable support and

encouragement. My parents’ unwavering support, both in graduate school and in life, helped

me to pursue my aspirations of a career in science and provided me with the foundation in

life to do so. Their sacrifices and hard work have been a constant source of inspiration for

me. My closest friend throughout graduate school Yu Jin helped make the hard times easier

and the easier times more fun.

xxiii



ABSTRACT

Optical matter (OM) systems are a class of active non-equilibrium materials. One of the

most interesting variants consists of nano-particles (NPs) that form 2-dimensional ordered

structures when illuminated and trapped by a focused laser beam. The force field devel-

oped by the electrodynamic interactions that hold the NPs together is non-conservative.

Depending on the number of NPs and the phase, amplitude and polarization properties of

the incident electromagnetic field, there are several different metastable ordered structures

that can be formed. The relative stabilities of these structures can be tuned by adjusting

the aforementioned laser beam properties. Therefore, the beam power, beam shape, spatial

phase profile, and polarization of the light create a rich parameter subspace to explore sta-

bilization, control and design of particular OM structures and their dynamics. Each of the

one or more different ordered OM structures that form in a focused laser beam constitutes a

(metastable) non-equilibrium steady state (NESS), which can, for example, be used to build

optical matter machines that do mechanical work under a laser beam.

In order to study the mechanically dynamic and light scattering properties of OM systems,

I have developed and employed a data-driven approach based on principal component anal-

ysis (PCA) and harmonic linear discriminant analysis (HLDA) to determine the collective

modes of non-conservative and overdamped OM structures. The approach is demonstrated

via electrodynamics-Langevin dynamics simulations six electrodynamically-bound nanopar-

ticles coupled to an incident laser beam. I then use this data-driven approach to build the

PCA-HLDA reaction coordinates between stable states connected by Markov state model

(MSM), compute entropy production rate, and analyze light scattering properties as well as

induced-polarization. These studies represent a systematic endeavor to understanding and

eventually controlling optical matter systems. This approach is also promising to the study

of other non-conservative and overdamped active matter systems.
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CHAPTER 1

INTRODUCTION

Active matter is a type of systems that are intrinsically out of thermal equilibrium and

consumes energy in order to maintain the motions in the system. For example, the kinesin

that uses energy from adenosine triphosphate hydrolysis to move cargoes inside a cell is a

type of active matter [4]. There are also synthetic molecular motors that are active matter

driven by inter-molecular interactions [5]. In this thesis, I will focus on optical matter (OM)

as a type of active matter system.

Optical matter (OM) is a type of material or molecule-like structure in which the con-

stituents (e.g. nanoparticles (NPs) or micron-scale particles) are bound together by elec-

trodynamic interactions [6, 7]. A fundamental aspect of OM structures is that they tend to

occupy interparticle distances that are integer multiples of the wavelength of the incident

optical field. This is particularly clear when the constituents are NPs that are smaller than

the wavelength of light [7, 8]. The electrodynamic interaction that causes this behavior,

known as optical binding [6, 9, 10], allows formation of regular OM configurations (e.g. 2D

arrays with trigonal symmetry or anisotropic arrays with rectangular lattice configurations)

with minimal optical information. Generally only the overall shape, polarization, phase, and

power of the optical beam are controlled [9], and the resulting particle configurations are

readily visualized by (dark-field) optical microscopy [7, 11–13]. These systems are of partic-

ular interest in optical and statistical physics due to their manifestation of non-reciprocal

forces, collective (correlated) interactions and many-body effects in their electrodynamic in-

teractions [14–18]. Furthermore, OM systems also serve as useful mesoscale analogs with

which to study atomic-level chemical processes [19].

It is known that long range interactions manifest structural and dynamic correlations in

driven dense colloidal solutions due to hydrodynamic interactions [20], and in quantum-dot

perturbed molten salt solutions [21]. OM configurations self-organize in optical traps in
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solution and achieve new collective properties due to their electrodynamic interactions and

long range (periodic) potentials [6,7,9,10]. The long range interactions create a new richness

for understanding isomerizations of OM configurations as they affect the energetics globally

and imbue OM systems with many-body (N -body) interactions and physics. Therefore,

rational control of the configuration of optical matter requires solving a many-body problem

by effective and practical methods.

There are similarities between molecular and optical matter systems. The probability

distribution of a molecular configuration in the neighborhood of the potential minimum

can be well approximated by a multivariate Gaussian distribution with a covariance matrix

governed by the Hessian matrix H at the minimum of the potential defined as:

Hij =
∂U(r)
∂ri∂rj

(1.1)

where r corresponds to the Cartesian coordinates of the molecular configuration and U is the

potential energy function. When the potential is harmonic as in the case of molecules, the

normal modes of the system can be determined from the covariance matrix [22]. Consider

the asymmetric stretching mode of a water molecule as a simple example. The coordinate

displacement exemplified in this mode is involved in the dissociation and autoionization

reactions of water [23]. Consider a second example of boat-to-chair isomerization of cyclo-

hexane, in which particular normal modes dominate others in describing the isomerization

transition [24]. Optical matter systems in optical traps in solution can undergo structural

transitions, such as the transition from “triangle” to a “chevron” configuration of a 6-particle

OM system, shown in Fig. 1.1. However, compared to molecular systems, the external

electrodynamic forces acting on the OM system in solution are non-conservative and over-

damped [25].

Normal modes are orthogonal collective motions of particles that carry independent con-

tributions to the system energy. The conventional definition of normal modes is valid only
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Figure 1.1: Experimental dark-field microscopy images of the structural transition from
triangle to chevron of the 6-particle OM systems.

for harmonic particle-particle interactions. There is no formal mechanical definition of nor-

mal modes for overdamped and non-conservative systems. In other words, if the following

Langevin equation is considered:

m
d2r
dt2

= Fext(r, t)− ξ
dr
dt

+ η (1.2)

where r is the position, m is the mass, Fext is the external force field, ξ is the friction

coefficient, and η is the random force, only when ξ = 0 and ∂Fext,x
∂y =

∂Fext,y
∂x can normal

modes be well-defined. It should be emphasized that the non-conservative nature of the OM

system refers to the non-conservative (external) electrodynamic force field Fext [25].

Renson and Kerschen have defined nonlinear normal modes in underdamped systems (ξ is

not zero but not large enough to neglect the acceleration term) [26]. David and Jacobs have

used principal component analysis (PCA) to study the large-scale fluctuations in molecular

and colloidal systems [27]. Zaccone and co-workers have used instantaneous normal modes

(INM) and the vibrational density of states in liquids to analyze none-affine dynamics of

amorphous materials such as glassy polymers [28–31]. These molecular, colloidal, and liquid

systems can be overdamped (i.e., ξ is large enough to neglect the acceleration term) but

conservative (i.e., ∂Fext,x
∂y =

∂Fext,y
∂x ). Chattoraj, et al. have analyzed the eigenvalues and

eigenvectors of the J-matrix, the first derivative matrix of the external force field, and found

oscillatory solutions of motion that are particularly useful for studies of non-conservative (i.e.,
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∂Fext,x
∂y ̸= ∂Fext,y

∂x ) but underdamped (i.e., ξ is not large enough to neglect the acceleration

term) systems [32]. However, there exists no oscillatory solution in overdamped cases and

the non-orthogonal eigenvectors of the J-matrix lead to intrinsically coupled collective modes

that are complicated to analyze.

In the approach presented in Chapter 3 in this thesis, I define collective modes in over-

damped and non-conservative systems (ξ is large enough to neglect the acceleration term;
∂Fext,x
∂y ̸= ∂Fext,y

∂x ) by carrying out PCA on the configurational trajectories based on the de-

viations of the OM constituent particles from a reference configuration. PCA diagonalizes

the covariance matrix of the OM particle coordinates to define a linear transformation into a

basis of non-local collective modes (principal components, PCs) ordered by the magnitude of

configurational variance they contain [33]. The leading PCs correspond to collective degrees

of freedom with large variance that typically characterize large-scale global rearrangements

of the system, whereas the trailing PCs correspond to small-variance fluctuations around

particular metastable configurations.

Chapter 2 introduces four important methods that are extensively used in this disser-

tation. First, the electrodynamic-Langevin dynamic (EDLD) method [34, 35] is introduced,

which is used to simulate the OM system and generate time trajectories for further data

analysis. Second, the "lattice fitting" algorithm is introduced, which is used to align the ori-

entation of the structures in a simulation (or experimental) trajectory. Third, the principal

component analysis (PCA) method [1] applied to simulation trajectories is introduced. PCA

is used to generate collective fluctuation coordinates for stable OM structures. Last but not

least, the diffusion k-means clustering method [2] is introduced, which is used to carry out

microstate clustering on the OM simulation trajectory data. This method is a key aspect of

creating Markov state models for the OM systems.

Chapter 3 shows that the leading PCs obtained from PCA carried out on the OM simula-

tion trajectories serve as good descriptors for transitions between metastable OM configura-
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tions. The PCs may further be formally converted into reaction coordinates using harmonic

linear discriminant analysis (HLDA) [22]. This PCA-HLDA approach is demonstrated in an

application to trajectories of the triangle-to-chevron transition, like the measured result of

using combined EDLD simulations [15,34] of a 6-particle OM system.

In Chapter 4, the dynamics of OM structural reconfiguration is studied by building

Markov state models (MSMs) for the stable states of the OM system for different beam

powers. In order to confront the permutational invariant nature of the OM nanoparti-

cles, permutation-invariant nonlinear dimensionality reduction and spectral clustering are

employed to perform data-driven identification of the metastable states corresponding to

long-lived non-equilibrium OM configurations and the transition rates between them. By

constructing MSMs for various powers of the incident laser beam, I construct empirical mod-

els for the relative stability of the metastable configurations and use these models to discover

new beam conditions designed to preferentially stabilize particular OM configurations of in-

terest. This methodology presents a transferable scheme that can be used to understand,

design, and control the dynamics of permutation-invariant systems with conservative or non-

conservative force fields prevalent in optical and active matter systems.

Chapter 5 develops approaches to compute the entropy production rate in numerical

simulations of non-equilibrium steady states (NESSs) with internal dynamics, and to under-

stand how those internal motions and the forces that generate the NESS affect the entropy

production rate. The six particle triangle OM structure is used as the prototype NESS

system investigated in detail where the calculated entropy production rates are compared

to power dissipation. After decomposition of the external force field into conservative and

non-conservative parts, I numerically compute the mean entropy production rate of the six

particle triangle configuration using a linear approximation to and Helmholtz decomposition

of the force field analyzed in terms of the 12 collective coordinates defined by PCA.

In Chapter 6, numerical simulations are conducted to study small OM structures with var-
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ious symmetries to demonstrate the analogy between the Raman active modes of molecules

and the OM fluctuation modes along which the derivative of the induced-polarization is

non-zero. In order to analyze the mode symmetry, I adopt a broken symmetry perturbation

generated by the chirality of the light polarization. I find that the OM fluctuation modes

along which the derivative of their induced-polarization is non-zero correspond to the same

irreducible representation of the structural symmetry point group as the Raman active modes

that preserve the polarization of light in helicity-resolved Raman scattering.

Chapter 7 presents two types of OM system for which the collective mode analysis ap-

proach is not directly applicable. The first type is a small OM cluster that consists of more

than one stable structure that undergoes frequent conversions between each other. The

second type is a large OM cluster in which defects relative to the trigonal lattice structure

frequently appear. The 8-particle OM structure that manifest pseudorotation is introduced

as an example of the first type of system. The 19-particle 6-fold symmetric OM structure is

introduced as an example of the second type of system. Several important and interesting

properties, such as the structural and temperature dependence of the decay time scale of the

system dynamics, are introduced for these two systems.
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CHAPTER 2

METHODS

The codes for the methods introduced in this thesis can be found on the author’s Github

page [36].

2.1 Electrodynamics-Langevin Dynamics (EDLD) Simulation

The dynamical evolution of the optical matter (OM) system can be modeled by combining a

finite-difference time-domain (FDTD) solution of the electrodynamic forces with a Langevin

dynamics equation of motion for the particle positions [34]. Silver NPs with 150 nm diameter

are used as the material constituents of the OM systems. In this study, the nanoparticles are

illuminated with a defocused, converging circularly polarized Gaussian beam with tunable

width and beam power. The defocus of the beam is equal to the Rayleigh range, z =

0.5kw2, where w is the beam width, k = 2πnb/λ, and nb is the index of refraction. These

field/beam conditions allowed formation of stable OM arrays even in the presence of thermal

noise/forces.

However, the FDTD method is insufficiently efficient to access experimental timescales

[35]. Therefore, an electrodynamics-Langevin dynamics (EDLD) approach was developed

based on generalized multiparticle Mie theory (GMMT) [37,38], which characterizes the OM

system model described above both efficiently and accurately enough for direct comparison

with experiment [35]. The resulting EDLD solver performs a numerical Verlet integration of

the following Langevin equation,

m
d2x

dt2
= FED(x)−∇UDL(x)− ζ

dx

dt
+ f (b) (2.1)

In Eq. 2.1, m is the mass of the particle; x contains the Cartesian coordinates of the par-

ticles; t is time; ζ = 6πηr is the friction coefficient specified by Stokes’ Law where r is the
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nanoparticle radius and η is the viscosity of the surrounding fluid; f (b) is the bath random

force term defined to be white noise satisfying the fluctuation dissipation relation at a spec-

ified temperature; FED is the sum of external electrodynamic force fields computed by the

Maxwell stress tensor [37]. This EDLD method was encoded into a Python/C++ package

termed MiePy [39] by Dr. John Parker, a former student in the Scherer group. The force

field F computed is non-conservative due to the constant flux of power from the optical

beam. The steady states reached by the OM system correspond to states in which the power

input from the optical beam is balanced by frictional dissipation into the (assumed infinite)

medium. In this dissertation, I assume that the solvent medium is water (refraction index

nb = 1.33, viscosity η = 8× 10−4 Pa·s) and the wavelength λ = 800 nm.

An additional important element of the OM systems is the double layer electrostatic

interaction UDL [40]:

UDL(x) =
N−1∑
i=1

N∑
j=i+1

V (rij)

V (rij) = 32πε0εm

(
kBT

zpe

)2

tanh2
(
zpeψ

4kBT

)
× exp [−κ

(
rij − 2r

)
]

(2.2)

where N is the number of particles; εm is the medium electric permittivity; zp = 1 is the

ion valence; ψ = −77 mV is the measured surface electrostatic potential for 150 nm dia.

Ag nanoparticle [17]; κ−1 = 100 nm is the Debye screening length; r is the particle radius;

rij =
∣∣xi − xj

∣∣ is the distance between the ith and jth particle. The surface electrostatic

potential is chosen according to previous theoretical work [41]. The Debye screening length

is determined by simulation experimental comparison [2]. Calculations performed on the

University of Chicago Midway 2 computer using 28 × 2.4 GHz Intel E5-2680 v4 CPUs

execute 2.5 seconds of simulation time per hour of wall clock time with a 5 µs simulation

time step. The simulation takes 10 times if the simulation step is 0.5 µs. The electrodynamic

force is updated for every Langevin dynamics step.
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2.2 Lattice Fitting

Given a certain optical matter configuration with N particles, we want to find the best set of

N sites on a 2-dimensional trigonal lattice pattern that is closest to the given configuration.

Let the positions of the particles in the given configuration be r1, r2, ..., rN ∈ R2. Let the

positions of the hexagonal lattice sites be s1, s2, ..., sN ∈ R2. Eq. 2.3 describes the approach

for minimization of the fitting error, where Π is the set that contains all injections from 1,

2, . . . N to Z+.

Err∗ =

 min
a∈R+,r0∈R2,R̂∈SO(2),π∈Π

N∑
j=1

∣∣∣R̂(rj + r0)− asπ(j)
∣∣∣2
1

2

(2.3)

In Eq. 2.3, a is the lattice constant, r0 is the translation vector, R̂ ∈ SO(2) is the 2x2 rotation

matrix, and π is the assignment of particles to lattice sites. Considering the symmetry of the

lattice sites, the parameter domain can be further limited by forcing π(1) = 1 and r0 within

the primitive cell. After these steps, the parameter space is discretized and optimized to get

the best assignment between the particles and the lattice sites, π∗.

With the assignment in hand an analytical solution of the optimal translation, rotation,

and lattice constant can be found. Define vectors p and q such that pj = rj,1 + irj,2 and

qj = sπ(j),1 + isπ(j),2 (j ∈ {1, 2, ..., N}), so p,q ∈ CN . The fitting error expression can be

transformed to Eq. 2.4, where p0 is the translation, θ is the rotation angle, 1 is the vector

of all ones, and a is the lattice constant. The superscript * indicates the optimal value.

Err∗ =

[
min

a∈R+,p0∈C,θ∈[0,2π)

∣∣∣eiθ(p + p01)− aq
∣∣∣2]1

2

(2.4)

If translation is exempted from optimization, then p∗0 = 0. Otherwise:

p∗0 =
1T

N
(q− p) (2.5)
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Let p′ = p + p∗01, then we have:

eiθ
∗
=

(p’)Hq∣∣qHp
∣∣ (2.6)

If the lattice constant is exempted from optimization, then a∗ = 1. Otherwise:

a∗ =

∣∣∣qHp′
∣∣∣

|q|2
(2.7)

The detailed derivation of the results in Eqs. 2.5, 2.6, and 2.7 is the following:

First, we optimize the translation of the OM array with respect to the lattice by setting

θ = 0 and a = 1.

Err2
∣∣∣
θ=0,a=1

= |(p + p01)− q|2 = [(p− q) + p01]H[(p− q) + p01]

= (p− q)H(p− q) + (p01)H(p01) + (p01)H(p− q) + (p− q)H(p01)

= (p− q)H(p− q) +Np0p0 + p0[1H(p− q)] + p0[1H(p− q)]

= |p− q|2 − 1

N

∣∣∣(p− q)H1
∣∣∣2

+N

{
p0p0 + p0

[
1H

N
(p− q)

]
+ p0

[
1H

N
(p− q)

]
+

[
1H

N
(p− q)

][
1H

N
(p− q)

]}

= |p− q|2 − 1

N

∣∣∣(p− q)H1
∣∣∣2 +N

∣∣∣∣∣p0 + 1H

N
(p− q)

∣∣∣∣∣
2

(2.8)

In order to minimize Eq. 2.8, one sets the last term to zero, which means:

p∗0 =
1H

N
(q− p) (2.9)

Note the expression for p∗0 (Eq. 2.9) is actually the difference between the centers of mass of

the two configurations, p and q. In addition, after p and q are translated to let both centers

of mass overlap with the origin, p∗0 will stay unchanged no matter how p and q are rotated

or linearly scaled. Therefore, after the choice of p∗0, further optimization of θ and a does not
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affect p∗0, so that their optimization can be carried out successively and independently.

Next, we optimize the rotation and lattice constant. Letting p′ = p+ p∗01 gives:

Err∗ =

[
min

a∈R+,θ∈[0,2π)

∣∣∣eiθp′ − aq∣∣∣2]1
2

(2.10)

and

Err2
∣∣∣
p0=p

∗
0

=
∣∣∣eiθp′ − aq∣∣∣2 =

∣∣∣p′ − ae−iθq∣∣∣2 =
∣∣p′∣∣2 + a2 |q|2 − 2aRe(eiθqHp′)

= a2 |q|2 − 2(a |q|)

[
Re(eiθqHp′)

|q|

]
+

[
Re(eiθqHp′)

|q|

]2
−

[
Re(eiθqHp′)

|q|

]2
+
∣∣p′∣∣2

= |q|2
[
a− Re(eiθqHp′)

|q|2

]2
+

∣∣p′∣∣2 −
[
Re(eiθqHp′)

|q|

]2
(2.11)

In order to minimize Err, the first term in Eq. 2.11 is set to zero, and the second term

should be as small as possible. This means that the real part of eiθqHp′ is maximized to be∣∣∣qHp′
∣∣∣.

Therefore:

eiθ
∗
= e−iarg(q

Hp′) =
(p′)Hq∣∣qHp′

∣∣ (2.12)

a∗ =
Re(eiθqHp′)
|q|2

=

∣∣∣qHp′
∣∣∣

|q|2
(2.13)

This is the optimal rotation angle and the optimal lattice constant.

2.3 Principal Component Analysis of Simulation Trajectories

The application of principal component analysis (PCA) on simulation trajectories involves

three steps. The first step is to relate the eigenvectors of the covariance matrix of the

probability distribution to the normal modes of a conservative system. Then, for a non-
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conservative system, the physical meaning of the principal components generated by PCA

can be interpreted as the orthogonal collective modes that characterize the independent

degrees of freedom determined by the conservative part of the force field. The second step is

the derivation of the Jacobian determinant that is used as the weight in the PCA algorithm.

The third step is the complete weighted PCA algorithm from the input trajectory to the

output collective modes.

2.3.1 Derivation of the relationship between conventional normal modes and

statistical collective modes in conservative systems

Let us consider a system with N identical particles in Rd. A d-dimensional position vector,

rk = [rk1, rk2, ..., rkd] is assigned to the kth particle. The configuration of the whole system

is described by the Nd-dimensional configuration vector:

R = (r1, r2, ..., rN ) = [r11, r12, ..., r1d, r21, r22, ..., r2d, .., rN1, rN2, ..., rNd] ∈ RNd (2.14)

Next, consider a force field acting on this RNd configuration space. The force acting on

a certain particle not only depends on the position of the particle itself, but also on the

positions of the other particles in the system. The function F takes in the position vector of

the N particles and produces the forces acting on these N particles. Since the force acting

on a particle is a vector in Rd, F maps the configuration space into the N -particle force

space that is also Nd-dimensional.

F : RNd −→ RNd (2.15)

The force derivative matrix K is defined by taking derivatives over all the particle position
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coordinates of the force function.

Kip,jq =
∂Fip
∂rjq

(2.16)

Since the system is conservative, the potential energy difference between two different con-

figurations is well-defined as the integral of the force field over any path that connects them.

We choose a reference configuration R(0) and define its potential energy to be zero. Then

for any other configuration R, its potential function is defined as:

V (R) =

∫ R(0)

R
F(R̂) · dR̂ (2.17)

From Eq. 2.17, it is obvious that we can find the force function F from the potential function

by taking the negative gradient:

F = −∇V (2.18)

Therefore, the force derivative matrix K is the negative of the Hessian matrix of V .

Kip,jq =
∂Fip
∂rjq

= − ∂2V

∂rip∂rjq
(2.19)

When a configuration is at a local minimum of the potential, its energy is at a local

minimum. The system dynamics near the minimum is determined, to second order by

V (R) =V (R0) +∇V (R0) · (R−R0) +
1

2
(R−R0)

T[∇∇TV (R0)](R−R0)

+ o(∥R−R0∥22)
(2.20)

Since V is at its local minimum at R0, the gradient of V at R0 is zero. Therefore, the first

order term vanishes and the second order term dominates. In addition, we can replace the

Hessian matrix of V by the negative of force derivative matrix K.

V (R) = V (R0)−
1

2
(R−R0)

TK(R−R0) + o(∥R−R0∥22) (2.21)
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At a non-zero temperature T , the system configuration R is a random variable that has

a probability distribution. The probability density for a configuration R to appear at a

non-zero temperature T follows the Boltzmann distribution:

p(R) ∝ e
−V (R)

kBT (2.22)

where kB is the Boltzmann constant. Then,

p(R) ∝ e
−V (R)−V (R0)

kBT = e
(R−R0)

TK(R−R0)
2kBT +o(∥R−R0∥22) (2.23)

Therefore, the probability distribution of configurations near the minimum energy configu-

ration R0 is close to a Gaussian distribution. Let the covariance matrix of this Gaussian

distribution be Σ. Then, according to the distribution function, we have

K(R0)Σ = −kBT INd×Nd (2.24)

Therefore, any normal mode of the system, which is one of the eigenvectors of the force

derivative matrix K, is also an eigenvector of the covariance matrix Σ. This is because, for

any v that satisfies:

Kv = λv, (2.25)

we have:

Σv = kBTK−1v =
kBT

λ
v (2.26)

Note that the derivation above cannot be applied to non-conservative systems directly.

Since the potential is not well-defined in our system, the Hessian matrix should be re-

placed by taking the first derivative of the external force field, the J matrix, instead of

taking the second derivative of the potential. The J-matrix approach [32] is an important

method that can be compared to the present work. The J-matrix method leads to discovery
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of oscillatory solutions [32], which indeed sounds promising in analyzing non-conservative

systems, but is limited to underdamped systems. In the overdamped case that is relevant

for optical matter systems, the Langevin equation is first order so that there is no oscillatory

solution. The J-matrix method is still applicable to the overdamped OM system, but due to

the absence of oscillatory solutions, its application is limited to the analysis of its eigenvec-

tors and eigenvalues. Furthermore, since the J-matrix is asymmetric, its eigenvectors are not

orthogonal to each other. Its left eigenvectors are different from its right eigenvectors, which

induces coupling between the collective modes represented by its eigenvectors. We note that

the covariance matrix analyzed using PCA gives orthogonal eigenvectors that represent an

orthogonal basis much easier to manipulate. Therefore, I do not use the J-matrix approach,

but use PCA on covariance matrices to obtain the collective modes for OM systems.

2.3.2 Derivation of the Jacobian determinant for each frame in a trajectory

2.3.2.1 Definition of collective PCA coordinates

The OM systems we study in this thesis are N-particle systems in a 2-dimensional space,

described by the Cartesian coordinates x = [x1, y1, · · · , xN , yN ]T . We have a reference

structure of which the Cartesian coordinate is x0 = [a1, b1, · · · , aN , bN ]T . For an OM system

prepared with circularly polarized light, the reference structure can be taken as the trigonal

lattice structure; the field is cylindrically symmetric. This is in contrast with the case of OM

systems formed with linearly (or elliptically) polarized optical beams that cause spatially

anisotropic interactions between the nanoparticle constituents. The reference structure is

selected using an iteration algorithm, which is stated in detail in Section 2.3.3. The rotation

angle θ to align the two structures is computed by lattice fitting (described in Section 2.2)

by fitting x to x0. The resulting expression of θ can be written in three parameters p, q,

and d defined as:
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p =
N∑
i=1

(aixi + biyi), q =
N∑
i=1

(bixi − aiyi), d =

√
p2 + q2 (2.27)

Then θ can be determined by:

cos θ =
p

d
, sin θ =

q

d
(2.28)

Therefore, the Cartesian coordinate of the rotation-aligned structure x̃ = [x̃1, ỹ1, · · · , x̃N , ỹN ]T

can be written as:

x̃i = xi cos θ − yi sin θ, ỹi = xi sin θ + yi cos θ (2.29)

According to Section 2.2.1, a set of collective coordinates r = [r1, r2, · · · , r2N ]T can be

obtained for a stable OM structure, which is similar to the molecular case. As eigenvectors

of the population covariance matrix of the system, they can be written in the form of:

rj =
N∑
i=1

[
O2i−1,j(x̃i − ai) +O2i,j(ỹi − bi)

]
(2.30)

where Oij is the 2N × 2N orthogonal matrix, with each column vector O·,j (i.e., the jth

column of the matrix O) representing a collective mode. Note that Oij is a constant ma-

trix independent of the Cartesian coordinates, so its partial derivative over the Cartesian

coordinates are zero. Without loss of generality, we choose O·,2N to be the rotation mode,

so that r2N = 0 due to the rotation alignment by lattice fitting. Therefore, the new set of

2N -dimensional coordinate is {r1, r2, · · · , r2N−1, θ}, which is a set of orthogonal coordinates.
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2.3.2.2 Partial derivatives of the collective coordinates over the Cartesian coor-

dinates

Taking the partial derivative of eq. 2.30 gives:

∂rj
∂xk

=
∂

∂xk


N∑
i=1

[
O2i−1,j(x̃i − ai) +O2i,j(ỹi − bi)

] =
N∑
i=1

(
O2i−1,j

∂x̃i
∂xk

+O2i,j
∂ỹi
∂xk

)
∂rj
∂yk

=
∂

∂yk


N∑
i=1

[
O2i−1,j(x̃i − ai) +O2i,j(ỹi − bi)

] =
N∑
i=1

(
O2i−1,j

∂x̃i
∂yk

+O2i,j
∂ỹi
∂yk

)
(2.31)

In order to compute eq. 2.31, we have to compute the partial derivatives of x̃i and ỹi by

taking the derivatives of eq. 2.29:

∂x̃i
∂xk

=
∂

∂xk
(xi cos θ − yi sin θ) =

∂xi
∂xk

cos θ − xi sin θ
∂θ

∂xk
− yi cos θ

∂θ

∂xk

= δik cos θ − ỹi
∂θ

∂xk
∂x̃i
∂yk

=
∂

∂yk
(xi cos θ − yi sin θ) = −xi sin θ

∂θ

∂yk
− ∂yi
∂yk

sin θ − yi cos θ
∂θ

∂yk

= −δik sin θ − ỹi
∂θ

∂yk
∂ỹi
∂xk

=
∂

∂xk
(xi sin θ + yi cos θ) =

∂xi
∂xk

sin θ + xi cos θ
∂θ

∂xk
− yi sin θ

∂θ

∂xk

= δik sin θ + x̃i
∂θ

∂xk
∂ỹi
∂yk

=
∂

∂yk
(xi sin θ + yi cos θ) = xi cos θ

∂θ

∂yk
+
∂yi
∂yk

cos θ − yi sin θ
∂θ

∂yk

= δik cos θ + x̃i
∂θ

∂yk

(2.32)

In order to compute eq. 2.32, we have to compute the partial derivatives of θ to get the form

of ∇θ. We take the derivatives for eq. 2.28:
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− sin θ
∂θ

∂xk
=

∂

∂xk

(p
d

)
=

1

d2

(
d
∂p

∂xk
− p ∂d

∂xk

)
=

1

d2

[
d
∂p

∂xk
− p

d

(
p
∂p

∂xk
+ q

∂q

∂xk

)]
=

1

d2

[
dak −

p

d
(pak + qbk)

]
∂θ

∂xk
= −d

q

1

d3
(d2ak − p2ak − pqbk) = −

1

d2
(qak − pbk) = −

1

d
(ak sin θ − bk cos θ)

(2.33)

− sin θ
∂θ

∂yk
=

∂

∂yk

(p
d

)
=

1

d2

(
d
∂p

∂yk
− p ∂d

∂yk

)
=

1

d2

[
d
∂p

∂yk
− p

d

(
p
∂p

∂yk
+ q

∂q

∂yk

)]
=

1

d2

[
dbk −

p

d
(pbk − qak)

]
∂θ

∂yk
= −d

q

1

d3
(d2bk − p2bk + pqak) = −

1

d2
(qbk + pak) = −

1

d
(ak cos θ + bk sin θ)

(2.34)

2.3.2.3 Jacobian matrix between r and x

Eq. 2.32 can be rewritten in the matrix form:

J̃ = [∇x̃1,∇ỹ1, · · · ,∇x̃N ,∇ỹN ]

= (∇θ)[−ỹ1, x̃1,−ỹ2, x̃2, · · · ,−ỹN , x̃N ] + IN ⊗

 cos θ sin θ

− sin θ cos θ


= (∇θ)

[
R
(π
2

)
x̃
]T

+R(θ)T = (∇θ)x̃TR
(
−π
2

)
+R(−θ)

(2.35)

where J̃ is the Jocobian matrix between the two sets of coordinates: [x̃1, ỹ1, · · · , x̃N , ỹN ] and

[x1, y1, · · · , xN , yN ], and R(θ) is the 2N × 2N block-diagonal rotation matrix that rotates

each of the N particles of angle θ in the counterclockwise direction with respect to the origin.
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Eq. 2.33 and eq. 2.34 can be written in the matrix form:

∇θ = −1

d
R(−θ)[−b1, a1,−b2, a2, · · · ,−bN , aN ]T = −1

d
R(−θ)R

(π
2

)
x0 (2.36)

Plugging eq. 2.36 into eq. 2.35 gives:

J̃ = −1

d
R(−θ)R

(π
2

)
x0x̃

TR
(
−π
2

)
+R(−θ) = R(−θ)

[
I2N −

1

d
R
(π
2

)
x0x̃

TR
(
−π
2

)]
= R

(π
2
− θ
)[

I2N −
1

d
x0x̃

T
]
R
(
−π
2

)
(2.37)

Next, we shall relate J̃ to Jr; the latter is the Jacobian matrix between the coordinates r

and x. Taking the gradient of both sides of eq. 2.30 gives:

∇rj = ∇
N∑
i=1

[
O2i−1,j(x̃i − ai) +O2i,j(ỹi − bi)

]
=

N∑
i=1

(
O2i−1,j∇x̃i +O2i,j∇ỹi

)
= [∇x̃1,∇ỹ1, · · · ,∇x̃N ,∇ỹN ]O·,j

(2.38)

Therefore,

Jr = J̃O (2.39)

Plugging eq. 2.37 into eq. 2.39 gives:

Jr = R
(π
2
− θ
)[

I2N −
1

d
x0x̃

T
]
R
(
−π
2

)
O (2.40)

Since R(θ) and O are orthogonal matrices, the absolute value of their determinants are one,

so we have:

|detJr| =
∣∣∣∣det [I2N − 1

d
x0x̃

T
]∣∣∣∣ (2.41)

Note that x0x̃
T is a rank-1 matrix with x̃Tx0 as its unique non-zero eigenvalue and x0 as

its corresponding eigenvector. Therefore,
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|detJr| = 1− x̃Tx0

d
= 1− cos θ (2.42)

2.3.2.4 Jacobian determinant in the collective coordinate

The Jocobian matrix Jr defined in the previous section does not correspond to the measured

difference between the original configuration space and the collective coordinate space with

rotation θ aligned. The reason is that, with θ aligned, the last collective coordinate should

be set as θ instead of r2N . Therefore, we should use a new Jacobian matrix J , whose only

difference from Jr is that the last column of J is ∇θ while the last column of Jr is ∇r2N .

First, we can get the expression of O·,2N according to the rotation direction of the

reference structure x0 and its unit norm:

O·,2N = R
(π
2

) x0

∥x0∥
(2.43)

Taking the gradient on both sides of eq. 2.30 gives:

∇r2N =
N∑
i=1

(
O2i−1,2N∇x̃i +O2i,2N∇ỹi

)
= J̃O·,2N (2.44)

Plugging eq. 2.37 and eq. 2.43 into eq. 2.44 gives:

∇r2N = R
(π
2
− θ
)[

I2N −
1

d
x0x̃

T
]
R
(
−π
2

)
R
(π
2

) x0

∥x0∥

= R(−θ)R
(π
2

)[
1− x̃Tx0

d

]
x0

∥x0∥
=

(
x̃Tx0 − d
∥x0∥

)[
−1

d
R(−θ)R

(π
2

)
x0

] (2.45)

Comparing eq. 2.36 and eq. 2.45 gives:

∇r2N =

(
x̃Tx0 − d
∥x0∥

)
∇θ =

d

∥x0∥
(cos θ − 1)∇θ (2.46)
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Therefore,

det J =
∥x0∥

d(cos θ − 1)
detJr

| det J | = ∥x0∥
d(1− cos θ)

|detJr|
(2.47)

Plugging eq. 2.42 into eq. 2.47 gives:

| det J | = ∥x0∥
d(1− cos θ)

× (1− cos θ) =
∥x0∥
d

=

√∑N
i=1

(
a2i + b2i

)√[∑N
i=1(aixi + biyi)

]2
+
[∑N

i=1(bixi − aiyi)
]2 (2.48)

Note that the expression of | det J | in eq. 2.48 does not depend on the choice of the first

2N − 1 orthonormal collective coordinates {O·,1, · · · ,O·,2N−1}. This means that | det J |

can be computed before carrying out PCA that is used to obtain the collective coordinates.

Note that when N = 1, according to eqn. 2.48, | det J | = 1/
√
x21 + y21, which is the Jacobian

determinant of the 2-dimensional polar coordinate system.

2.3.3 Algorithm of obtaining collective coordinates using weighted PCA:

from trajectories of the OM system to output collective modes

2.3.3.1 The necessity of weighted PCA

Due to the cylindrical symmetry of the system force field in the case of circularly polarized

optical trapping beams, the rotational degree of freedom is not confined; i.e., the variance

along the rotation mode is infinite. Therefore, in order to carry out PCA on the trajectory

data, we have to align the rotation angle of the structures to a fixed reference frame before

centralizing the data (i.e., the structures in the trajectory). However, the alignment of the

rotation angle changes the probability distribution that we use to calculate the covariance

matrix. As a result, weighted PCA is necessary to be adopted to the non-uniform nature
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of the new probability distribution in the collective mode space. The non-uniform nature

of the new probability distribution in the collective mode space is caused by the fact that

the Jacobian determinant between the collective mode space and the Cartesian space is not

uniform.

We start by examining conventional PCA. Suppose we have a data set of the coor-

dinates of the structures in the trajectory Xn×2N sampled from a random vector X =

[X1, X2, · · · , X2N ] (note that this is used as a simplified notation instead of {Xi, Yi}),

where n is the number of data points and 2N is the dimension of each data point. Let

µ = [µ1, µ2, ..µ2N ] be the mean of X and Σij as the covariance matrix of X:

µi =

∫
Xip(X)d2NX (2.49)

Σij =

∫
(Xi − µi)(Xj − µj)p(X)d2NX (2.50)

where d2NX denotes dX1 · · · dX2N and p(X) is the probability distribution of X. We take

X̄i =
∑
kXki/n as the estimator of µi. An estimator is a mathematical nomenclature which

describes the estimate of a statistical quantity. Then we take:

Sij =
1

n

n∑
k=1

(Xki − X̄i)(Xkj − X̄j) (2.51)

as the estimator of the covariance matrix. Then we carry out sample PCA on the data set

X by solving the eigenvalue decomposition of Sij and take the eigenvectors and eigenvalues

as the principle components and corresponding variances, respectively.

Next, we consider the case where the rotation angle θ is aligned. This gives another set of

coordinates {r1, · · · , r2N−1, θ} whose Jacobian determinant over the Cartesian coordinate

is | det J |, which was obtained in Section 2.3.2.4. In the following discussion, the probability

distribution p(X) = p(r1(X), · · · , r2N−1(X)) is independent of θ.
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Similarly, if we use the same approach to define the mean and covariance, we obtain:

µ̃i =

∫
ri(X)p(X)d2NX =

∫
rip(X(r1 · · · , r2N−1))| det J |−1d2N−1rdθ

=

∫
rip(X(r1 · · · , r2N−1))

2π

| det J |
d2N−1r

(2.52)

Σ̃ij =

∫
(ri − µi)(rj − µj)p(X(r1 · · · , r2N−1))| det J |−1d2N−1rdθ

=

∫
(ri − µi)(rj − µj)p(X(r1 · · · , r2N−1))

2π

| det J |
d2N−1

(2.53)

where d2N−1r denotes dr1 · · · dr2N−1.

We can see that the expressions of the mean and covariance in eq. 2.52 and eq. 2.53

are actually calculating the mean and variance over a new distribution p̃ = 2πp
|det J | . This is

not the variance and mean that correspond to the equations for the mechanics of the OM

system; in the latter, we take the gradient of ln p (instead of ln p̃) as the expression of the

conservative part of force field. Therefore, the mean and variance that we want to compute

should have the following form:

µi = Z

∫
rip(X(r1 · · · , r2N−1))d2N−1r (2.54)

Σij = Z

∫
(ri − µi)(rj − µj)p(X(r1 · · · , r2N−1))d2N−1r (2.55)

where:

Z =

[∫
p(X(r1 · · · , r2N−1))d2N−1

]−1
(2.56)

With the expressions eq. 2.54 and eq. 2.55, we cannot use the conventional estimator of the

mean and variance; if we use eq. 2.51 in this case, then what is estimated is eq. 2.53 instead

of eq. 2.55. What we should do is rewrite eq. 2.54 and eq. 2.55 in the following forms:

µi =

∫ [
ri
Z| det J |

2π

]
p(X(r1 · · · , r2N−1))

2π

| det J |
d2N−1r (2.57)
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Σij =

∫ [
(ri − µi)(rj − µj)

Z| det J |
2π

]
p(X(r1 · · · , r2N−1))

2π

| det J |
d2N−1r (2.58)

Then, the proper expression of the mean and covariance estimators are:

r̄i =
1

n

n∑
k=1

rkiZ
∣∣∣det J(k)∣∣∣
2π

 =
Z

2nπ

n∑
k=1

(
rki

∣∣∣det J(k)∣∣∣) (2.59)

Sij =
1

n

n∑
k=1

(rki − r̄i)(rkj − r̄j)Z
∣∣∣det J(k)∣∣∣
2π

 =
Z

2nπ

n∑
k=1

[
(rki − r̄i)(rkj − r̄j)

∣∣∣det J(k)∣∣∣]
(2.60)

where
∣∣∣det J(k)∣∣∣ = ∣∣det J(Xk,1, · · · , Xk,2N )

∣∣.
Next, we take a constant random variable to find the normalization coefficient for eq. 2.59

and eq. 2.60. Suppose the sampling is from a constant variable that generates rki = r∗ for

all k, then obviously, r̄i = r∗. Plugging this into eq. 2.59 gives:

r∗ =
Z

2nπ

n∑
k=1

(
r∗
∣∣∣det J(k)∣∣∣)

Z =
2nπ∑n

k=1

∣∣∣det J(k)∣∣∣
(2.61)

Plugging eq. 2.61 in to eq. 2.59 and eq. 2.60 gives:

r̄i =
n∑
k=1

(wkrki) (2.62)

Sij =
n∑
k=1

[
wk(rki − r̄i)(rkj − r̄j)

]
, (2.63)

where

wk =

∣∣∣det J(k)∣∣∣∑n
l=1

∣∣∣det J(l)∣∣∣ (2.64)
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2.3.3.2 Steps for generating PC collective modes from fluctuation simulation

trajectories of a stable OM structure

1. Select the initial input of reference structure. For a stable OM configuration formed in

a circularly polarized beam, the trigonal lattice structure is used as the initial reference

structure.

2. Calculate the trajectory data of the nanoparticle constituents of the OM system with

rotation angles of the OM structures aligned to the reference structure by lattice fitting.

The post-processed trajectory data is denoted as Xn×2N .

3. Compute the weighted average of the data:

X = wTX, (2.65)

where w = [w1, · · · , wn]T is defined in eq. 2.64.

4. Compare X to the reference structure. If the difference between them is small, then

move on to step 5. If the difference between them is large, then choose X as the

reference structure input and iterate from steps 2 to 4 until X converges; i.e., until the

2-norm of the difference between the values of X calculated by two adjacent iterations

is smaller than a threshold value of 1 nm.

5. Centralize the data (i.e., subtract the mean from the data):

∆X = X − 1nX (2.66)

where 1n is the n-dimensional column vector with all entries equal to 1.
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6. Compute the covariance matrix:

S = ∆XTDw∆X, (2.67)

where Dw is a n× n matrix with (Dw)ij = wiδij

7. Carry out eigenvalue decomposition for the matrix S. The eigenvalues are the vari-

ances, and the eigenvectors are the collective modes.

2.4 Diffusion K-means Clustering

Markov state model is used for describing the dynamics of a system with multiple states:

C1, C2, · · · , Cm|. The model is built upon a trajectory x(t) that adapts to a probability

transition matrix Tij(τ) = Prob{x(t+ τ) ∈ Cj |x(t) ∈ Ci} where τ is the lag time. Detailed

explanation in properties and examples of MSM can be found in Chapter 4.

In order to build the Markov state model (MSM) to compute the transition rates between

the structural states of an OM system, we need to perform featurization and clustering

analysis on the data set of configuration trajectories. The first step in the MSM construction

pipeline is to project the simulation trajectories into their leading slow modes to define a

low-dimensional embedding conducive to identification of the metastable states of the system

using clustering algorithms [42]. This is typically achieved using time lagged independent

components (tICA) analysis [43] or its kernel [44] or deep [45–47] variants. However, there

are technical challenges in applying these methods to systems exhibiting full permutation

symmetry, such as the OM system, where all particles are identical. Therefore, in the

featurization procedure, we instead use diffusion maps [48–51], a nonlinear manifold learning

method that can generate permutation invariant coordinates for clustering.
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2.4.1 Pairwise distance calculation

Let (x
(i)
p , y

(i)
p ) denote the 2D Cartesian coordinates of particle p in configuration i. We can

calculate the distance matrix M (i) for each configuration i with matrix elements,

M
(i)
pq =

√(
x
(i)
p − x

(i)
q

)2
+
(
y
(i)
p − y

(i)
q

)2
. (2.68)

Let ek denote the unit column vector with the kth component unity and others zero. Then

the permutation-invariant distance defined between a pair of configurations i and j is,

dij = min
P∈Sn

√√√√ N∑
k=1

min
Qk∈Sn

∥∥∥QkM
(i)ek −M (j)Pek

∥∥∥2
2
, (2.69)

where N is the number of particles, and Sn is the set of all permutation matrices so that

P and Qk are the optimal permutation matrices that minimize dij . Here, P and Qk are

(N + 1) independent permutation matrices to be optimized, in which P corresponds to

the inter-column permutation while Qk corresponds to the intra-column permutations for

all the columns so that the norm of the difference of M (i) and M (j) is optimized over all

inter-column and intra-column permutations. Then dij is a permutation-invariant pairwise

distance for the configurations that serves as a kernel for the diffusion map calculations.

2.4.2 Diffusion maps

Diffusion maps are a type of non-linear manifold learning method that take the input of

pairwise distances of the configurations and generate a low-dimensional non-linear subspace

of the configuration space [49,50]. A brief introduction to diffusion map methodology is pro-

vided below, while full details of this method applied to colloidal self-assembly are discussed

elsewhere [52–54].
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First, the kernel matrix K(0) is calculated with elements,

K
(0)
ij = exp

(
−
d2ij

2ϵ2

)
, (2.70)

where dij is the permutation-invariant pairwise distance defined in Section 2.4.1 and ϵ is

the kernel bandwidth parameter that characterizes the adjacency among the configurations.

Next, K(0) is normalized to K̃ to gain correspondence to Langevin dynamics [55,56],

K̃ij =
Kij√

(
∑
kKik)

(∑
kKkj

) . (2.71)

K̃ is then used to calculate the right-stochastic Markov transition matrix (RSMTM) T ,

Tij =
K̃ij∑
j′ K̃ij′

, (2.72)

with eigenvalues {λk} and right eigenvectors {ψk}. Since the components of ψ1 are all unity,

{ψk}m+1
k=2 is taken as the basis of the low-dimensional nonlinear configuration subspace. An

appropriate value of m is identified based on a gap in the eigenvalue spectrum. Finally, we

obtain, {(
x
(i)
p , y

(i)
p

)}N
p=1
−→ {ψk(i)}m+1

k=2 , (2.73)

which maps the Euclidean coordinates of each configuration to its corresponding diffusion

map embedding. After obtaining this m-dimensional permutation-invariant reduction, con-

figurations are clustered into microstates.

2.4.3 Diffusion k-means clustering

The k-means clustering algorithm is a widely-used unsupervised clustering method [57]. Chen

and Yang introduced diffusion k-means, which maximizes the within-cluster connectedness
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based on the diffusion distance [58]. The diffusion distance is defined as the Euclidean dis-

tance in the eigenvector space of diffusion map embedding [48–50]. In other words, diffusion

k-means is k-means clustering applied to diffusion map embeddings. In this dissertation,

diffusion k-means is used as the microstate clustering algorithm so the clusters generated by

diffusion k-means are termed "microstates" while the clusters of microstates generated by

Robust Perron Cluster Cluster Analysis (PCCA+) [59–61] are called "macrostates" which

are also the states in the Markov state model. The eigenvectors of a diffusion map correspond

to different eigenvalues that characterize the time scale of transition between macrostates.

Therefore, instead of executing k-means clustering directly on the basis set {ψk}m+1
k=2 , we

execute it on the basis set {λt̃kψk}
m+1
k=2 , where λk is the eigenvalue corresponding to ψk and

t̃ is a parameter that characterizes the time scale of diffusion distances encountered in the

k-means clustering [50]. As t̃ becomes larger, the eigenvectors with large eigenvalues become

more important in the clustering, leading to merging of regions discriminated by higher order

eigenvectors and discriminating microstates largely on the basis of the leading eigenvectors.

On the other hand, when t̃ is small or even negative, the eigenvectors with small eigenvalues

become important, leading to microstates as well as macrostates connected by fast transi-

tions and merging the regions connected by slow modes. Therefore, we can adjust the value

of t̃ such that our k-means clustering identifies the macrostates characterized by the time

scale we want for studying the system dynamics.
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CHAPTER 3

DATA-DRIVEN REACTION COORDINATE DISCOVERY IN

OVERDAMPED AND NON-CONSERVATIVE SYSTEMS:

APPLICATION TO OPTICAL MATTER STRUCTURAL

ISOMERIZATION

This chapter is based on the following publication:

Shiqi Chen, Curtis W. Peterson, John A. Parker, Stuart A. Rice, Andrew L. Ferguson,

Norbert F. Scherer. "Data-driven reaction coordinate discovery in overdamped and non-

conservative systems: application to optical matter structural isomerization" Nature Com-

munications, 2021, 12 (1), 2548.

3.1 Abstract

Optical matter (OM) systems consist of (nano-)particle constituents in solution that can self-

organize into ordered arrays that are bound by electrodynamic interactions. They also mani-

fest non-conservative forces, and the motions of the nano-particles are overdamped; i.e., they

exhibit diffusive trajectories. We propose a data-driven approach based on principal com-

ponents analysis (PCA) to determine the collective modes of non-conservative overdamped

systems, such as OM structures, and harmonic linear discriminant analysis (HLDA) of time

trajectories to estimate the reaction coordinate for structural transitions. We demonstrate

the approach via electrodynamics-Langevin dynamics simulations six electrodynamically-

bound nanoparticles coupled to an incident laser beam. The reaction coordinate we discover

is in excellent accord with a rigorous committor analysis, and the identified mechanism is

in good agreement with the experimental observations. The PCA-HLDA approach to data-

driven discovery of reaction coordinates aid in understanding and eventually controlling

non-conservative and overdamped systems including optical and active matter systems.
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3.2 Introduction

A major goal of chemical research is the determination of the details of atomic rearrange-

ments, bonding and reaction pathways of molecules [62]. Contrary to the simplified “general

chemistry” perspective, true molecular reaction pathways are multi-dimensional and chal-

lenging to represent and visualize. The committor probability for a two-state system – the

statistical probability that a particular configuration will transition into the product basin

before the reactant basin – is the optimal reaction coordinate in that it is perfectly correlated

with, and indeed defines, the extent of reaction [63]. As a purely statistical measure, the

committor does not provide any configurational or physical understanding of the reaction

mechanism, and simplified, dimensionally-reduced, configuration-based reaction coordinates

are valuable in defining and quantifying the important collective motions driving transitions

between metastable configurations [64]. A traditional approach to quantifying the important

dynamical fluctuations of a system in a metastable configuration is to project them onto the

leading (vibrational) normal modes of the system as a basis set that allows characteriza-

tion of the soft collective fluctuations [22]. Alternatively, transition path sampling (TPS)

and related methods [65, 66] can determine reaction paths in high dimensional systems by

identifying high-probability reactive paths.

In addition to the aforementioned methods for molecular systems, atomic and molecular

van der Waals clusters made in molecular beams and colloidal clusters in solution represent

classes of materials that form close-packed configurations that are held together by Van der

Waals (i.e., dispersion) interactions [67], depletion forces [68–70], or Casimir type interactions

[71]. Their configurations are well-determined by repulsive “hard-sphere” interactions as

described by Weeks, Chandler and Anderson (WCA) theory [72]. Since the interactions are

typically short ranged, the transitions between different structural isomers are often single

particle moves [69, 71] or correlated few particle moves [73] that are often interpretable in

terms of broken ‘bonds’ and involve a small number of degrees of freedom. Although the
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transition state configurations are a challenge to study in atomic clusters due to their small

spatial scale and short lifetime, the size of colloidal systems readily allow conventional optical

microscopy and fast imaging to be used for visualization of particle trajectories.

Optical matter (OM) is a type of material or molecule-like structure in which the con-

stituents (e.g. nanoparticles (NPs) or micron-scale particles) are bound together by elec-

trodynamic interactions [6, 7]. A fundamental aspect of OM structures is that they tend to

occupy interparticle distances that are integer multiples of the wavelength of the incident op-

tical field. This is particularly clear when the constituents are NPs that are smaller than the

wavelength of light [7,8]. This interaction, known as optical binding [6,9,10], allows formation

of regular OM configurations (e.g. 2D arrays with trigonal symmetry or anisotropic arrays

with rectangular lattice configurations) with minimal optical information, generally only the

overall shape, polarization, phase, and power of the optical beam [9] and the resulting parti-

cle configurations are readily visualized by optical microscopy [7, 11–13]. These systems are

of particular interest in optical physics due to their manifestation of non-reciprocal forces,

collective (correlated) interactions and many-body effects in their electrodynamic interac-

tions [14–18] and can also serve as useful mesoscale analogs with which to study atomic-level

chemical processes [19].

It is known that long range interactions manifest structural and dynamic correlations

in driven dense colloidal solutions due to hydrodynamic interactions [20], and in quantum-

dot perturbed molten salt solutions [21]. OM configurations self-organize in optical traps

in solution and achieve new collective properties due to their electrodynamic interactions

and long range (periodic) potentials [6, 7, 9, 10]. The long range interactions create a new

richness for understanding isomerizations of OM configurations as they affect the energetics

globally and imbue OM systems with many-body interactions and physics. Rational control

of the configuration of optical matter requires solving a many-body problem by effective and

practical methods.
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Fig. 3.1 demonstrates the similarities between molecular and optical matter systems.

The probability distribution of a molecular configuration in the neighborhood of the potential

minimum can be well approximated by a multivariate Gaussian distribution with a covariance

matrix governed by the Hessian matrix H at the minimum of the potential defined as:

Hij =
∂U(r)
∂ri∂rj

(3.1)

where r is the Cartesian coordinates of the molecular configuration and U is the potential

function. When the potential is harmonic, the normal modes of the system can be determined

from the covariance matrix [22] (a detailed derivation provided in Section 3.6.1). Consider

the asymmetric stretching mode of a water molecule shown in Fig. 3.1a-d as a simple exam-

ple. The coordinate displacement exemplified in this mode is involved in the dissociation and

autoionization reactions of water [23]. Consider a second example of boat-to-chair isomer-

ization of cyclohexane, in which particular normal modes dominate others in effecting the

isomerization transition [24]. Optical matter systems in optical traps in solution can undergo

structural transitions. For example, Fig. 3.1e-g illustrate a transition in a 6-particle OM sys-

tem from a “triangle” to a “chevron” configuration through a transition state. (Experimental

details for creating the OM system and optical microscopy visualization are given in Section

3.5.) However, compared to molecular systems, besides friction, the external electrodynamic

forces acted on the OM system in solution is non-conservative and overdamped [25]. Is it

possible, then, to find an analog of normal mode analysis to OM systems in solution? In

answer, we propose that this transition can be described by the collective modes of the OM

system. The primary goal of this paper is to develop a collective coordinate analysis for

non-conservative, overdamped systems and demonstrate the approach in defining a reaction

coordinate and transition mechanism in an OM system structural isomerization.

Normal modes are orthogonal collective motions of particles that carry independent con-

tributions to the system energy. The conventional definition of normal modes is valid only
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Figure 3.1: An analogy between molecular normal modes and the collective modes of optical
matter systems. (a-d) The antisymmetric stretching mode of the water (H2O) molecule. (e-
g) Experimentally measured “instantaneous” OM configurations associated with a transition
between triangle (e) and chevron (g) via and intermediate higher energy transition configu-
ration (f) in the 6-particle optical matter system that forms and fluctuates in a converging
Gaussian optical beam that is circularly polarized.

for harmonic particle-particle interactions. There is no formal mechanical definition of nor-

mal modes for overdamped and non-conservative systems. In other words, if the following

Langevin equation is considered:
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m
d2r
dt2

= Fext(r, t)− ξ
dr
dt

+ η (3.2)

where r is the position, m is the mass, Fext is the external force field, ξ is the friction

coefficient, and η is the random force, only when ξ = 0 and ∂Fext,x
∂y =

∂Fext,y
∂x can normal

modes be well-defined. It should be emphasized that the non-conservative nature of the

OM system refers to the non-conservative (external) electrodynamic force field Fext [25].

Renson and Kerschen have defined nonlinear normal modes in underdamped systems (ξ is

not zero but not large enough to neglect the acceleration term) [26]. David and Jacobs have

used principal component analysis (PCA) to study the large-scale fluctuations in molec-

ular and colloidal systems [27]. Zaccone and co-workers have used instantaneous normal

modes (INM) and the vibrational density of states in liquids to analyze none-affine dynam-

ics of amorphous materials such as glassy polymers [28–31]. These two types of systems

can be overdamped but conservative (ξ is large enough to neglect the acceleration term;
∂Fext,x
∂y =

∂Fext,y
∂x ). See Section 3.6.1 for further discussion. Chattoraj, et al. have analyzed

the eigenvalues and eigenvectors of J-matrix, the first derivative matrix of the external force

field, and found oscillatory solutions of motion that are particularly useful for studies of

underdamped non-conservative systems (ξ is not large enough to neglect the acceleration

term; ∂Fext,x∂y ̸= ∂Fext,y
∂x ) [32]. In overdamped cases, however, there exists no oscillatory so-

lution while the non-orthogonal eigenvectors of the J-matrix lead to intrinsically coupled

collective modes that are complicated to analyze. See Section 3.6.1 for additional discussion.

In our approach we define collective modes in overdamped and non-conservative systems (ξ

is large enough to neglect the acceleration term; ∂Fext,x
∂y ̸= ∂Fext,y

∂x ) by carrying out PCA

on the configurational trajectories based on the deviations of the OM constituent particles

from a reference configuration. PCA diagonalizes the covariance matrix of the OM particle

coordinates to define a linear transformation into a basis of non-local collective modes (prin-

cipal components, PCs) ordered by the degree of configurational variance they contain [33].
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The leading PCs correspond to collective degrees of freedom with large variance that typi-

cally characterize large-scale global rearrangements of the system, whereas the trailing PCs

correspond to small-variance fluctuations around particular metastable configurations. The

leading PCs are therefore anticipated to serve as good descriptors for transitions between

metastable system configurations. The PCs may further be formally converted into reaction

coordinates using harmonic linear discriminant analysis (HLDA) [22].

In this work, we demonstrate this PCA-HLDA approach described above in an application

to trajectories of the triangle-to-chevron transition, like the measured result of Fig. 3.1e-g,

using combined electrodynamics-Langevin dynamics simulations [15, 34] of a 6-particle OM

system. We note that the local fluctuation trajectory required for our PCA-HLDA approach

must be adequately long with sufficiently fine time steps. Although this analysis could in

principle be done by particle tracking analysis of experimental data [41], the transitions

are rare and must be sampled at rates that are higher than can be readily obtained even

in relatively high speed (100’s fps) video measurements. We determine the contributions of

each PCA collective mode to the transition, employ HLDA to formulate a reaction coordinate

from these modes, validate the reaction coordinate using committor probability analysis, and

use our results to define the transition state ensemble and reaction mechanism. This PCA-

HLDA approach is analogous to those used to describe molecular reaction dynamics, but it

is herein applied to an overdamped and non-conservative OM system [22].

3.3 Results

We demonstrate our methodology on an OM system, which is an open assembly of particles

subject to a persistent flux of an external electromagnetic field that induces the interparticle

interactions. The OM system is also overdamped owing to the mass of the 150 nm diameter

silver nanoparticles such that the mass term in the Langevin equation becomes negligible.

The primary data are from electrodynamics-Langevin dynamics (EDLD) simulations of a
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6-particle optical matter system (see Section 3.5), and the results are corroborated with ex-

perimental data. We first describe the observed collective motions of the 150 nm diameter

silver nanoparticles in a focusing (converging) optical trapping beam of this non-conservative

system. Then we apply PCA to the deviations from the triangle (reactant) configuration

obtained simulation trajectories to estimate the collective modes to serve as a basis to de-

scribe the transition to the chevron (product) configuration. Finally, we apply HLDA to

the collective modes projected from a trajectory to obtain reaction coordinates to study the

triangle-to-chevron configurational transition.

3.3.1 Large-scale Collective Modes.

The OM system consists of six silver nanoparticles of 150 nm diameter confined to a 2D

plane and optically trapped by a circularly polarized focused laser beam, which makes the

interactions isotropic in 2D [15,17]. The NPs tend to form metastable configurations that, to

a first approximation, maximize the number of optical binding electrodynamic interactions,

analogous to chemical bonds, with an inter-particle spacing of approximately one optical

wavelength [74]. The particles therefore tend to adopt configurations based on a hexagonal

lattice. While the optical binding energies can be several (2-10) kBT units of thermal

energy [7, 41, 74], the OM configurations undergo spontaneous configurational transitions

between these metastable configurations driven by both thermal fluctuations and by non-

conservative optical forces. The two most probable configurations for six particles under

a circularly polarized laser beam are a “triangle” (Fig. 3.1e) and a “chevron” (Fig. 3.1g).

Because energy is not well defined in the OM system, by saying a configuration is more

stable we mean that it is more probable (more commonly observed in trajectories obtained

from both simulation and experiment).

The EDLD simulations are relatively inexpensive to conduct, allowing us to obtain long

trajectories of the OM system to obtain good statistical sampling of configurations with high
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(∼ 1µs) time resolution. The representative instantaneous configuration and deviations of

the positions of the NPs from the stable triangle configuration shown in Fig. 3.2a-c indicates

correlated motion of the particles over the course of the triangle-to-chevron configuration.

In Fig. 3.2a-c we mark the positions of the NPs in the stable triangle configuration with

red crosses and the instantaneous location of the particles (i.e., at a particular point in a

trajectory) over the course of a representative transition from the triangle to the chevron

configuration by black circles. Each configuration is rotated so that the sum of its squared

deviations to the triangle reference configuration (red crosses) is minimized. Fig. 3.2d-f

shows shows histograms of the particle positions collected in structural epochs during which

the simulated 150 nm diameter silver nanoparticles transition from the triangle (reactant)

configuration (Fig. 3.2d) to the chevron (products) configuration (Fig. 3.2f) via a transition

state (Fig. 3.2e).The simulations performed here generate long trajectories of the 6-particle

OM system that undergo many transitions between triangle and chevron. This transition

conserves a mirror axis of symmetry in the OM structures. Therefore, a primitive and

intuitive reaction coordinate to characterize the transition is the distance between the two

particles on this mirror axis labeled "2" and "6" in Fig. 3.2a. By binning frames in the

trajectories according to 20 nm increments of this distance we define 22 windows spanning

the transition from the triangle to the chevron configuration. The empirical probability

densities computed from histograms over all frames in each window are presented for the

first, middle, and last window in Fig. 3.2d-f, respectively. The tight probability distributions

in these probability density functions suggest that there are well-defined collective motions

among the NPs as they execute the triangle to chevron transition. However, the "smearing"

of some of the sites at the transition state and for the chevron make it ambiguous whether the

reaction really proceeds along a simple 1D path, which motivates the PCA-HLDA approach.

Fig. 3.7 in Section 3.6.1 shows the experimental counterpart of Fig. 3.2d-f obtained from

microscopy measurements of a 6-particle OM system undergoing the analogous structural
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transition.

Figure 3.2: Particle positions and collective dynamics over the course of a triangle-to-chevron
configurational isomerization. (a-c) Mean deviations of particle position(s) (black circles)
from the metastable triangle configuration (red crosses) over the course of a representative
transition. (d-f) Empirical probability densities of particle positions compiled from 21186
configurations at an optical power of 70 mW. The color scheme describes the number of
configurations that contains a particle centered at a specific pixel. Configurations are binned
into 22 windows of 20 nm in the distance between particles "2" and "6" (see panel a) and
empirical probability density functions estimated by histogramming all configurations in
each bin under a rotational and translational alignment to the mean particle positions (red
crosses). The position probability density plots of the first, middle, and last window are
presented in panels d-f, respectively.

Note that the initial perfect triangle structure corresponds to a trigonal lattice, which

is taken as the reference structure for quantitative analysis of the particle fluctuations and

deviations from the lattice sites. The distribution of lattice squared deviations shown in

Fig. 3.3 also suggest the existence of collective modes in the OM system. Fig. 3.3a shows the

cumulative density function (CDF) of lattice fitting deviation as the sum of squares of par-
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ticle position deviations from the ideal triangle lattice sites (i.e., the red crosses in Fig. 3.2a)

aggregated 2,087 simulation data points of the (local) fluctuations of the OM system in the

triangle configuration at laser power 20 mW, 14,982 at 40 mW, 24,168 at 60 mW, and 39,172

at 100 mW. The simulation conditions are calibrated to actual laboratory experiments and

correspond to an incident optical power of 100 mW of the trapping laser. The squares of

particle position deviations were calculated after minimizing over all possible translations,

rotations, and lattice constants such that four of the 12 degrees of freedom are eliminated

during the lattice fitting. There are a total of 6×2 = 12 degrees of freedom for the 6-particle

system constrained to a 2D plane. If the particle motions of a system are uncorrelated

and described by independent identical Gaussian distributions (i.i.d. Gaussian), then the

CDF of squared translationally and rotationally-minimized deviations should follow a χ2

distribution with (12 − 4) = 8 degrees of freedom (black curve). Calculations in which we

impose i.i.d. Gaussian fluctuations upon the six particles (red diamonds, inset) do indeed

follow exactly this trend. On the other hand, the dynamics and CDF obtained from EDLD

simulation (colored lines, main figure) exhibit significant deviations from this trend with in-

creasing beam power. This result suggests the inference that the particle fluctuations around

the metastable triangle configuration are not independent but are coupled into one or more

collective mechanical modes by the electrodynamic interactions induced by the incident laser

and coherent field. In Fig. 3.3b, we compute the deviation of the fitting displacement over

55,000 simulation data points harvested from the complete configurational space explored

by the EDLD simulations (i.e., not just restricted to the local vicinity of the triangle con-

figuration). Again, the fitting displacement distribution shows increasing deviations from

the 8 degree of freedom χ2 distribution as the intensity of the optical field increases. This

further supports the result that the extent of correlated motion of the particles increases

with the intensity of the optical trapping beam. We note that deviations about the lattice

sites are, of course, partially due to random uncorrelated fluctuations and partially due to
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correlated motions along collective coordinates and as the power increases the former become

dominated by the latter.

Figure 3.3: Cumulative density function (CDF) representation of lattice fitting displacement
distributions of the 6-particle system in the local vicinity of the triangle configuration (a)
and over the complete configuration space (b). The lattice fitting displacement is the sum
of squares of particle position deviations of a configuration from the stable triangle lattice
sites minimized over all possible translations, rotations, and the lattice constant. (a) The
fitting displacement computed from EDLD simulation trajectories of local fluctuations in the
vicinity of the triangle configuration deviates from the 8 degree of freedom χ2 distribution
that would be expected for particles executing uncorrelated i.i.d. Gaussian fluctuations
(black curve) indicating the presence of collective structural modes. The inset shows a
control simulation in which i.i.d. Gaussian fluctuations are imposed upon the particles (red
diamonds) exactly follows the 8 DOF χ2 distribution. The magnitude of the deviation of the
CDF fitting displacement distribution from the 8 DOF χ2 distribution (solid black curve)
increases with optical trapping power in simulations conducted over the range 20-100 mW,
indicating that the collective motions become more significant (and increase in magnitude)
at higher optical powers. The corresponding probability density functions are shown in
Fig. 3.8. (b) The fitting displacement computed from EDLD simulation trajectories over
the whole configuration space (i.e., not just local fluctuations) of the 6-particle OM system
deviates from the 8 degree of freedom χ2 distribution. The magnitude of the deviation of the
CDF fitting displacement distribution from the 8 DOF χ2 distribution (solid black curve)
increases with optical trapping power in simulations conducted over the range 20-100 mW
(solid colored curves) and experimental data gathered at an optical power of 50 mW (dashed
black curve), indicating that the collective motions become more significant (and increase in
magnitude) at higher optical powers.
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3.3.2 Principal Component Analysis and Definition of Collective Modes.

Now that we have confirmed the collective motions in the OM systems, we wish to study

them quantitatively. We perform PCA on a single simulation trajectory that kept the lattice

fitting displacement from the ideal triangle lattice to less than 250 nm to quantify the local

collective fluctuations of the OM system around the triangle (reactant) configuration. Before

PCA is carried out, each configuration is rotated according to the center of the field (i.e., the

focused laser beam in the experiment) so that its fitting displacement with respect to the

ideal triangular lattice is minimized. If this is not done the leading PCs will be contaminated

by trivial rotations. The data set is then centered to a common origin by subtracting from

the particle positions, the location of the center of the stable triangle configuration. The

reason why other degrees of freedom such as translations are preserved is that the symmetry

of the field is such that it is only invariant with rotation. However, with respect to the

analogy with molecular systems that discard translations, even if unimportant degrees of

freedom are taken into account, the result will not be harmed. Therefore, to be safe, only

rotation is eliminated in data preprocessing.

The PCA identifies a linear transformation of the 12 degrees of freedom of the 6-particle

system constrained to a 2D plane into a new basis of 12 orthogonal PCs arranged in order

of decreasing configurational variance. The 12 PCs are illustrated in Fig. 3.4 are ranked

in order of largest to the smallest eigenvalues. PCs 1, 2, and 12 correspond to rigid body

transformations: PC 1 and 2 correspond to global translations in directions indicated by the

black arrows and PC 12 to global rotation. The remaining PCs correspond to the collective

fluctuations around the (metastable) triangle configuration. Some modes, such as PC 3, are

nearly symmetric, while others, such as PC 4, are nearly antisymmetric. The symmetry axes

of symmetric modes are indicated by dashed lines.

We verified that the discovered PCs represent stable collective modes by showing that

they are preserved upon analyzing long simulation trajectories. Fig. 3.5a presents a heatmap
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Figure 3.4: Principal components of the 6-particle triangle configuration. Panels a to l
correspond to PC 1 to 12, respectively. The colored solid lines depict the directions and
magnitudes of the collective particle motions, and the color defines the sense (i.e. phase)
of the motion; i.e., particles simultaneously move in the indicated directions for the same
color. PCs 1 and 2 correspond to rigid translation and PC 12 to rigid rotation. For the
non-rigid transformations, PCs 3 to 11, the length of the solid lines is proportional to the
PCA eigenvalues, λi, which are reported in the bottom right of each panel. The value of the
12th eigenvalue is exactly zero due to elimination of rotational motion in application of PCA.
Dashed black lines represent axes of symmetry. Black arrows indicate global translational
or rotational motions.

reporting the inner product norms between the PCs computed from a 2-million-frame data

set from a shorter trajectory and those computed from a 5-million-frame data set from a

longer simulation. The matrix element (i,j) represents the norm of the inner product between

the ith PC of the 2-million-frame trajectory and the jth PC of the 5-million-frame trajectory.

If the PCs computed over the two data sets are identical, we would observe the identity

matrix with elements (i,j) = 1 for i=j, and 0 otherwise. Therefore, the closer to the identity

matrix Fig. 3.5a is, the better converged we may assess the modes to be and therefore
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stable with increasing trajectory length. The matrix in Fig. 3.5a is close to identity with

the exception of large off-diagonal elements between four pairs of PCs: (1,2), (3,4), (5,6),

and (10,11). These deviations from the identity matrix arise from the degenerate character

of these four pairs (see Fig. 3.4) so that the corresponding PCs are resolved only up to an

arbitrary angle within the eigenspace. The off-diagonal couplings we observe in Fig. 3.5a are

due to linear mixing within this degenerate subspace. As such, the four degenerate pairs are

robust between the 2-million-frame and 5-million-frame data sets, although the individual

modes within these pairs are not, due to the arbitrary breaking of the degeneracy induced

by PCA.

Figure 3.5: Convergence test of the PCs. (a) The norm of the inner-product between right
singular vectors from PCA performed on a 2-million-frame (rows) and a 5-million-frame
(columns) trajectory. (b) The eigenvalues λi of the PCs i=1-11 plotted against the number
of frames in the analyzed data set.

Fig. 3.5b shows how the eigenvalues of the PCA converge as the size of the data set

increases from 10,000 to 5 million frames. We observe convergence of all eigenvalues {λi}

to stable values by around 4 million frames, indicating that our 5 million frame data set is

sufficiently large to obtain converged and stable PCs. We also observe that the eigenvalues

of the four degenerate PC pairs (1,2), (3,4), (5,6), and (10,11) converge to identical values
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within 4% error. Therefore, in light of the results in Fig. 3.5, we assert that the convergence

test is successful, and that we have demonstrated that the PCs are indeed well-defined

collective modes of the system.

3.3.3 HLDA Definition of Reaction Coordinates.

Having validated the PCs as proper collective modes, we seek to convert them into reaction

coordinates for the triangle to chevron configurational isomerization using harmonic linear

discriminant analysis (HLDA) [22]. The reaction coordinate is valuable in illuminating the

transition mechanism, identifying the transition state ensemble, and providing a physically-

motivated measure of reaction progress that is vastly cheaper to compute than the committor

probability and more configurationally informative.

The reaction coordinate generated by HLDA, for the transition from the triangle config-

uration to the chevron configuration, is defined as [22],

sHLDA(R) = (µA − µB)T (Σ−1A + Σ−1B )d(R) (3.3)

where d is the 12-by-12 linear transformation matrix that converts particle positions R into

the collective mode basis defined by the collective modes, and µ and Σ are the mean and

the covariance matrices of the collective modes. The subscripts A and B represent the

triangle (reactant) and chevron (product) configurations, respectively. This expression can

be considered as the projection of the coordinate in the collective mode basis onto the vector

W∗ that maximizes the Rayleigh ratio:

W∗ = argmax
W

WTSbW
WTSwW

= (Σ−1A + Σ−1B )(µA − µB) (3.4)

where Sb = (µA − µB)(µA − µB)T is the between class scatter matrix, and Sw = (Σ−1A +

Σ−1B )−1 is the within class scatter matrix [22]. The vector W∗ can therefore be interpreted
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as the direction along which the two classes are best separated [22].

Figure 3.6: Validation and analysis of the PCA-HLDA reaction coordinate. (a) Comparison
of the HLDA reaction coordinate sHLDA and the variance of particle deviations along each
of the 12 PCs over the course of a single triangle to chevron isomerization transition. (b)
Calibration plot of the committor probability against the HLDA reaction coordinate for 250
selected configurations. The high rank-order correlation (ρspearman = 0.95) and low scatter
validates the PCA-HLDA reaction coordinate as a good measure of reaction progress. (c)
Distribution of particle deviations from the metastable triangle configuration projected onto
all 11 non-trivial (omitting rigid rotation) PCs over the course of the transition for config-
urations with committor values 0.1-0.9 (red) and in the metastable triangle configuration
with committor values < 0.1 (blue). Means of each distribution are indicated by colored
dots. PC 3 changes most markedly in moving from the metastable reactant basin of the
triangle configuration to executing the isomerization transition. (d) Probability distribution
of aligned particle positions computed over 395,860 configurations in the transition region
with 300 nm < sHLDA(R) < 500 nm (committor probabilities in the range 0.1-0.9); the
white cross indicates the average center of mass of these configurations. The color scheme
describes the number of configurations that contains a particle centered at a specific pixel.
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Fig. 3.6a shows the HLDA reaction coordinate, sHLDA(R) , and the square of the pro-

jection of position deviation vector (projected variance) onto each of the collective modes for

one specific transition trajectory. Analogous plots for other representative trajectories and

transitions are presented in Fig. 3.9. The presented trajectory, which is typical of the major-

ity of the transitions observed in simulation of the triangle-to-chevron transition, reveals a

strong correlation between the HLDA coordinate (black curve) and PC 3 (blue curve) with

Spearman correlation coefficient 0.93 and p-value less than 10−10, implying that PC 3 is the

dominant collective mode that contributes to the HLDA reaction coordinate characterizing

the triangle to chevron isomerization. This is intuitively reasonable considering the motions

embodied in PC 3 (see Fig. 3.4 and Fig. 3.2d-f).

The committor probability associated with a particular configuration is calculated by

computing the probability that a trajectory initialized from that specific configuration ar-

rives at the chevron configuration before arriving at the triangle configuration [63, 75]. A

committor of zero indicates that the configuration is bound to arrive in the reactant basin

before the product, a committor of unity means that it will first arrive in the product basin,

and a committor of 0.5 that it has equal chance of first arriving in the reactant or product

basin and is, by definition, a member of the transition state ensemble (TSE). We estimated

the value of the committor for each OM structural configuration by initializing 420 trajecto-

ries at each of 250 configurations in a triangle-to-chevron transition trajectory, spanning the

range of the HLDA reaction coordinate and computing the fraction that arrive in the chevron

before the triangle. Fig. 3.6b shows that the committor agrees well with the HLDA reaction

coordinate because the committor changes monotonically with the HLDA reaction coordi-

nate and the scatter in the plot has small variance. We identify from the plot, for example,

that configurations with a sHLDA(R) < 300 nm in the vicinity of reactant, sHLDA(R) >

500 nm in the vicinity of product, and 300 nm < sHLDA(R) < 500 nm as in the transi-

tion region. This committor analysis validates the HLDA reaction coordinate as a reliable
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structural measure of reaction progress, a useful means to identify the TSE, and as a tool to

understand the isomerization mechanism.

We use the committor probability to perform two additional analyses of the configura-

tional mechanism of the isomerization transition. First, to further quantify and illuminate

the significance of PC 3 within the HLDA reaction coordinate, we extracted 1000 transition

trajectories from the EDLD simulation trajectories and extracted configurations with com-

mittor probabilities in the range 0.1-0.9. Since the PCs form a complete basis set of the

space of position deviation vectors, the position deviation vector of each configuration can

be written as a linear combination of the PCs, in which the coefficients can be obtained by

the following orthogonal projection:

r− r0 =
∑

[vTi (r− r0)]vi (3.5)

where, the vi’s are the principal components obtained from PCA. r0 is the coordinate of

the triangle configuration, and r is the coordinate of a specific configuration in the trajec-

tory. We then project the deviation vector of these transition configurations onto the 11

non-trivial collective modes – omitting the trivial rotation mode that was eliminated in our

PCA analysis – to identify the distribution of configurational deviation from the triangle

pattern in each of these modes over the course of the transition (Fig. 3.6c, red shading). We

compare these distributions in each collective mode to those harvested from local fluctuation

around the metastable triangle (Fig. 3.6c, blue shading). We plot the mean values of each

distribution as a dot and present the precision of the mean values in Fig. 3.10. This analy-

sis clearly illustrates that PC 3 dominates among the linear combination coefficients when

configurational deviations are projected onto the PCs. In other words, configurational devi-

ations in PC 3 change most markedly in moving from the metastable triangle configuration

to executing the isomerization transition while the other PCs only a small coefficient. Note

that the variance shown in Fig. 3.4 and the projection magnitudes shown in Fig. 3.6c are
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descriptions for two different processes. Fig. 3.4 describes a trajectory that contains only

the triangle configuration and its local fluctuations with no pattern transition. Fig. 3.6c de-

scribes an ensemble of trajectories of a specific pattern transition from triangle to chevron.

Therefore, the large variance of PC 4 described in Fig. 3.4 (local fluctuation of triangle)

has no direct relation to whether it leads to the transition considered in Fig. 3.6c (transi-

tion from triangle to chevron). In addition, Fig. 3.6c only describes one specific transition

starting from triangle (to chevron), so it is totally possible that mode 4 may dominate tran-

sitions to other states. Second, we collect the 395,860 configurations in the transition region

with 300 nm < sHLDA(R) < 500 nm and present the probability density of aligned particle

positions in Fig. 3.6d. The transition state is identifiable a configuration intermediate to

the triangle and chevron configurations accessed by a collective motion along PC 3 as the

dominant contributor to the HLDA reaction coordinate (cf. Fig. 3.4, red arrows).

3.4 Discussion

Normal mode analysis is often used to study the statistics of the system configurations for

conservative and undamped systems. However, this approach cannot be used for systems that

are non-conservative, overdamped, and in which the configurational transformation involves

large particle displacements. In this paper, we report an approach based on PCA to identify

important collective fluctuations in non-conservative and overdamped systems and then use

HLDA to transform these into a reaction coordinate for a configurational transition. We show

that the PCs are stable collective modes and provide an interpretable basis for constructing

and understanding the reaction coordinate. We demonstrate our approach in the triangle to

chevron transition in numerical simulations of a 6-particle optical matter system and show

that our results are consistent with experimental observations of the system. The HLDA

reaction coordinate is shown to be valuable in resolving the transition mechanism and is

validated as a robust reaction coordinate by committor analysis.
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Data-driven discovery of reaction coordinates and kinetic transition rates is the first

step in defining a kinetic network of the OM dynamics characterizing the metastable states

and inter-state transition rates for the system. A number of methods and tools have been

developed to understand the effect of incident field on configurations, stability and non-

conservative dynamics of OM arrays [76–78], including the spin angular momentum of light in

optical tweezers used to introduce the driven spin of individual NPs [79–83], and interparticle

electrodynamic interactions that create orbital rotation in OM arrays [15,16,84]. Therefore,

determining the kinetic network and quantifying the effect of these interventions upon the

OM kinetic networks offers a new route to engineer and control the stability and transitions

of particular OM structural isomers with applications in optical matter machines [17].

In future work, we anticipate that the PCA-HLDA approach to reaction coordinate iden-

tification can be used to understand and quantify other configurational transitions in diverse

optical matter systems and to construct kinetic networks for the global system dynamics.

We anticipate that PCA-HLDA will prove particularly valuable for systems containing large

numbers of particles where human intuition can often fail. There are several challenges asso-

ciated with broader implementation of the PCA-HLDA method. The first is the magnitude

of the data required. We show in Fig. 3.5b that the eigenvalues of the PCs take around 2

million frames to converge for this system (with a convergence resolution 4%). While it is

technically possible to acquire this number of experimental frames (i.e. images of individual

configurations) with the correct number of particles, a highly automated acquisition and

analysis process would be required. Also, since our current implementation of PCA-HLDA

was developed for short simulated trajectories where each particle is assigned to a specific

lattice site while the experimental data will contain several rearrangements where lattice

assignment will switch, developing a method to consistently assign experimentally obtained

particle positions to specific lattice sites is not trivial. Therefore, we also anticipate that

PCA-HLDA may, at least in the case of slow transitions that can be adequately character-
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ized, be applied directly to experimental data sets by developing a method to consistently

assign experimentally obtained particle positions to specific lattice sites for the trajectories

obtained from experiments that involve rather frequent particle rearrangements.

We also anticipate a number of elaborations and improvements of PCA-HLDA. First,

the method requires definition of a reference configuration to which the trajectory snapshots

are aligned prior to application of PCA. In this work, we adopt the triangle configuration

that is on hexagonal lattice sites as this reference is defined by a local minimum in the

non-conservative force field. As the reactant configuration for the isomerization transition,

this represents a natural choice, but we could also have adopted the product chevron con-

figuration for this purpose. Determination of reference configurations that do not lie on well

defined lattice sites or exhibit high variance around a marginally metastable mean may be

challenging, so that the PCA-HLDA approach may not be directly applicable for these config-

urations. Second, we see profitable integrations of PCA-HLDA with unsupervised nonlinear

dimensionality reduction and clustering techniques, to first learn the metastable configura-

tions and define which pairs are connected by configurational transitions in a data-driven

manner and then use PCA-HLDA to identify reaction coordinates for transitions between

each reactive pair.

Transitions involving indirect pathways, as shown in Fig. 3.11, are also observed for the

triangle-to-chevron isomerization. However, they are infrequent and are also not included

in the HLDA analysis presented. Such pathways with intermediates will be considered in

detail in future work. Apart from optical matter systems, the approaches presented here are

promising in other non-conservative and overdamped systems such as active matter systems.

Compared to optical matter, active matter is driven out of thermal equilibrium by stored or

locally supplied free energy [18]. Approaches by Speck have used the work required to deform

a certain volume of active matter to derive the dynamics of the active matter system [85], and

work by Takatori and Brady has focused on an effective free energy for active particles [86].

51



With our research, it can be expected that the dynamics of active matter can be further

explored.

3.5 Methods

Simulations. Electrodynamics-Langevin dynamics (EDLD) simulations were performed

with the Generalized Multiparticle Mie Theory (GMMT) using the MiePy software developed

by our group [17,39]. Silver NPs with 150 nm diameter were used as the material constituents

of the optical matter configurations. The nanoparticles were illuminated with a defocused,

converging right-hand circularly (RHC) polarized Gaussian beam with a width w = 2500 nm,

power P = 50 mW (except Fig. 3.3, where P is varied), and defocus equals to the Rayleigh

range, z = 0.5kw2, where k = 2πnb/λ and nb is index of refraction. These field/beam

conditions allowed formation of stable 6-nanoparticle optical matter (OM) arrays even in the

presence of thermal noise/forces. The electrodynamic forces were passed into an overdamped

Langevin equation to integrate the equation of motion for the OM array with a 5 µs time-step

using a simple first-order Euler integrator [87]. Two hours are required for a one-million-

time-step trajectory on a 2.4 GHz Intel E5-2680 v4 CPU.

Experiments. Experiments were conducted using a single-beam circularly polarized

optical tweezer in an inverted microscope setup as described in [7, 15]. A dilute water

solution with a mixture of polyvinyl pyrrolidone (PVP)-coated 150 nm Silver NPs was used.

A continuous wave (CW) Ti-Sapphire laser beam (λ = 800 nm) was focused near the glass

cover-slip using a 60x microscope objective, pushing a small number of NPs toward the glass

surface. The laser power was 200 mW before entering the microscope, where additional power

is lost before focusing towards the sample. A spatial light modulator (SLM) was used to

slightly defocus the trapping beam such that it was converging at the sample. Electrostatic

repulsion between the ligands on the NPs and the glass cover-slip balances the radiation

pressure, resulting in a 2D trapping envrionment.
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Lattice Fitting. Given a certain optical matter configuration with the number of par-

ticles known as N, we want to find the best set of N sites on a 2d hexagonal lattice pattern

that is closest to the given configuration. Let the positions of the particles in the given

configuration be r1, r2, ..., rN ∈ R2. Let the positions of the hexagonal lattice sites be s1,

s2, ..., sN ∈ R2. The formula of minimization of the fitting error is shown below, where Π

is the set that contains all injections from 1, 2, . . . N to Z+.

Err∗ =

 min
a∈R+,r0∈R2,R̂∈SO(2),π∈Π

N∑
j=1

∣∣∣R̂(rj + r0)− asπ(j)
∣∣∣2
1

2

(3.6)

Here, a is the lattice constant, r0 is the translation vector, R̂ is the rotation matrix, and

π is the lattice assignment. Considering the symmetry of the lattice sites, the parameter

domain can be further limited by forcing π(1) = 1 and r0 within the primitive cell. Then,

the parameter space is discretized and optimized to get the best assignment between the

particles and the lattice sites, π∗.

Next, with the assignment in hand, an analytical solution of the optimal translation, rotation,

and lattice constant can be found. Let pj = rj [1] + rj [2]i and qj = sπ(j)[1] + sπ(j)[2]i

(j ∈ {1, 2, ..., N}), so p,q ∈ CN . The fitting error expression can be transformed to the

one below, where p0 is the translation, θ is the rotation angle, 1 is the vector of all ones,

and a is the lattice constant. The superscript "*" indicates the optimal value. The detailed

derivation of the results below is presented in Section 3.6.2.

Err∗ =

[
min

a∈R+,p0∈C,θ∈[0,2π)

∣∣∣eiθ(p + p01)− aq
∣∣∣2]1

2

(3.7)

If translation is exempted from optimization, then p∗0 = 0. Otherwise:

p∗0 =
1T

N
(q− p) (3.8)
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Let p′ = p + p∗01, then we have:

eiθ
∗
=

(p’)Hq∣∣qHp
∣∣ (3.9)

If lattice constant is exempted from optimization, then a∗ = 1. Otherwise:

a∗ =

∣∣∣qHp′
∣∣∣

|q|2
(3.10)
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3.A Supplementary Information

The supplementary information contains figures that show comparisons between experimen-

tal and simulation results and provide supporting details to the figures and discussion of the

main text.

Figure 3.7: Conditional probability distributions of constituent nanoparticles of 6-particle
optical matter clusters conditioned on the distance between the two particles on the (vertical)
symmetry axis (cf. Fig. 3.2). The color scheme describes the number of configurations that
contains a particle centered at a specific pixel. (a-c) Experimental distributions collected
over 1686 configurations at an optical power of 50 mW. (d-f) Simulation result collected
21186 configurations at an optical power of 70 mW.

Fig. 3.5 of the main text presents a detailed HLDA analysis of a single triangle-to-chevron

transition of a 6-particle optical matter cluster as well as statistical analysis of many tran-

sitions observed in simulations. Of course, each transition behaves differently, so Fig. 3.9 in

Section 3.A shows some of the variations for representative transitions. In general, PC mode

3 is dominant for almost all transitions, but different modes can contribute significantly at
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Figure 3.8: Probability density function (PDF) representation of lattice fitting displacement
distributions of the 6-particle optical matter system corresponding to the cumulative density
functions shown in Figure 3. The lattice fitting displacement is the sum of squares of particle
position deviations of a configuration from the stable triangle lattice sites minimized over
all possible translations, rotations, and the lattice constant (i.e., lattice site spacing). The
fitting displacement computed from electrodynamics-Langevin dynamics (EDLD) simulation
trajectories of fluctuations in the vicinity of the triangle configuration deviates from the 8
degree of freedom χ2 distribution. The magnitude of the deviation of the PDF fitting
displacement distribution from the 8 DOF χ2 distribution (solid black curve) increases with
optical trapping power in simulations conducted over the range 20-100 mW, indicating that
the collective motions become more significant (and increase in magnitude) at higher optical
powers (i.e. for stronger simulated optical trapping fields).

various times during the structural transition.

3.A.1 Supplementary Discussion

Derivation of the relationship between conventional normal modes and statistical collective

modes in conservative systems.

Let us consider a system with N identical particles in Rd. A d-dimensional position vector,

rk = [rk1, rk2, ..., rkd] is assigned to the kth particle. The configuration of the whole system
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Figure 3.9: Comparison of the HLDA reaction coordinate sHLDA and the variance of particle
deviations along each of the 12 collective modes over the course of four different triangle-
to-chevron isomerization transitions (cf. Fig. 3.6a). Some transitions occur quickly like
Fig. 3.9a, but some are more prolonged like Fig. 3.9c. However, at the end of the transition,
mode 3 always dominates.

is described by the Nd-dimensional configuration vector:

R = (r1, r2, ..., rN ) = [r11, r12, ..., r1d, r21, r22, ..., r2d, .., rN1, rN2, ..., rNd] ∈ RNd (3.11)

Next, consider a force field acting on this RNd configuration space. The force acting on a

certain particle not only depends on the position of itself, but also on the positions of other

particles. The function F takes in the position vector of the N particles and produces the

forces acting on these N particles. Since the force acting on a particle is a vector in Rd, F

maps the configuration space into the N -particle force space that is also Nd-dimensional.

F : RNd −→ RNd (3.12)
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Figure 3.10: The error bars plotted for the mean of the deviations projected on to the
11 modes for triangle and transition configurations plotted in Fig. 3.6c. The error bars
correspond to the standard deviations of the distributions shown in Fig. 3.6c

Figure 3.11: An indirect triangle-chevron transition. a The transition scheme with labeled
particles. b-c Initial and final states of first half of transition. d-e Initial and final states of
second half of transition. In this case, the intermediate OM structure has a parallelogram
shape, which is different from the triangle "reactant" and chevron "product".

The force derivative matrix K is defined by taking derivatives over all position coordinates
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of the force function.

Kip,jq =
∂Fip
∂rjq

(3.13)

Since the system is conservative, the potential difference between two different configurations

is well-defined as the integral of the force field over any path that connects them. We

choose a reference configuration R(0) and define its potential to be zero. Then for any other

configuration R, its potential is defined as:

V (R) =

∫ R(0)

R
F(R̂) · dR̂ (3.14)

From the equations above, it is obvious that we can find the force function F from the

potential function by taking negative gradient.

F = −∇V (3.15)

Therefore, the force derivative matrix K is the negative of the Hessian matrix of V .

Kip,jq =
∂Fip
∂rjq

= − ∂2V

∂rip∂rjq
(3.16)

When a configuration is at a local minimum of the potential, its energy is at a local

minimum. The system dynamics near the minimum is determined, to second order by

V (R) = V (R0)+∇V (R0) · (R−R0)+
1

2
(R−R0)

T[∇∇TV (R0)](R−R0)+ o(∥R−R0∥22)

(3.17)

Since V is at its local minimum at R0, the gradient of V at R0 is zero. Therefore, the first

order term vanishes and the second order term dominates. In addition, we can replace the
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Hessian matrix of V by the negative of force derivative matrix K.

V (R) = V (R0)−
1

2
(R−R0)

TK(R−R0) + o(∥R−R0∥22) (3.18)

At a non-zero temperature T , the system configuration R is a random variable that has

a probability distribution. The probability density for a configuration R to appear at a

non-zero temperature T follows the Boltzmann distribution:

p(R) ∝ e
−V (R)

kBT (3.19)

kB is the Boltzmann constant. Then,

p(R) ∝ e
−V (R)−V (R0)

kBT = e
(R−R0)

TK(R−R0)
2kBT +o(∥R−R0∥22) (3.20)

Therefore, the probability distribution of configurations near the stable configuration R0 is

close to a Gaussian distribution. Let the covariance matrix of this Gaussian distribution be

Σ. Then according to the distribution function, we will have the following relationship.

K(R0)Σ = −kBT INd×Nd (3.21)

Therefore, any normal mode of the system, which is one of the eigenvectors of the force

derivative matrix K, is also an eigenvector of the covariance matrix Σ. This is because, for

any v that satisfies:

Kv = λv (3.22)

we have:

Σv = kBTK−1v =
kBT

λ
v (3.23)

Note that the derivation above cannot be applied to non-conservative systems directly due
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to reasons stated below. Since the potential is not well-defined in our system, the Hessian

matrix should be replaced by taking the first derivative of the external force field, the J

matrix, instead of taking the second derivative of the potential. The J-matrix approach is

an important method that can be compared to the present work. The J-matrix method

leads to discovery of oscillatory solutions [32], which indeed sounds promising in analyzing

non-conservative systems, but is limited to underdamped systems. In the overdamped case

relevant for optical matter systems, the Langevin equation is first order so that there is no

oscillatory solution. In the overdamped OM system, the J-matrix method is still applicable,

but since the absence of oscillatory solutions, the application is limited to the analysis of its

eigenvectors and eigenvalues. Furthermore, since the J-matrix is asymmetric, its eigenvectors

are not orthogonal to each other and its left eigenvectors are different from its right eigenvec-

tors, which induces coupling between the collective modes represented by its eigenvectors.

We note that the covariance matrix analyzed using PCA gives orthogonal eigenvectors that

make an orthogonal basis much easier to manipulate.

3.A.2 Supplementary Methods

Derivation of the analytical expressions of optimal lattice fitting parameters given lattice

assignment.

1 is the vector of all ones. Given p,q ∈ CN (configuration coordinates), solve the optimal

parameter set
{
a∗, θ∗, p∗0

}
for:

Err∗ =

[
min

a∈R+,p0∈C,θ∈[0,2π)

∣∣∣eiθ(p + p01)− aq
∣∣∣2]1

2

(3.24)
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We first optimize the translation, fixing θ = 0 and a = 1.

Err2
∣∣∣
θ=0,a=1

= |(p + p01)− q|2 = [(p− q) + p01]H[(p− q) + p01]

= (p− q)H(p− q) + (p01)H(p01) + (p01)H(p− q) + (p− q)H(p01)

= (p− q)H(p− q) +Np0p0 + p0[1H(p− q)] + p0[1H(p− q)]

= |p− q|2 − 1

N

∣∣∣(p− q)H1
∣∣∣2

+N

{
p0p0 + p0

[
1H

N
(p− q)

]
+ p0

[
1H

N
(p− q)

]
+

[
1H

N
(p− q)

][
1H

N
(p− q)

]}

= |p− q|2 − 1

N

∣∣∣(p− q)H1
∣∣∣2 +N

∣∣∣∣∣p0 + 1H

N
(p− q)

∣∣∣∣∣
2

(3.25)

In order to minimize the expression above, one sets the last term of the expression above to

zero, which means:

p∗0 =
1H

N
(q− p) (3.26)

It should be noticed that the expression of p∗0 is actually the difference between the centers

of mass of the two configurations, p and q. In addition, after p and q are translated to let

both centers of mass overlap with the origin, p∗0 will stay unchanged no matter how p and

q are rotated or linearly scaled. Therefore, after the choice of p∗0, further optimization of

θ and a does not affect p∗0, so that their optimization can be carried out successively and

independently.

Next, we optimize the rotation and lattice constant. Let p′ = p+ p∗01, we have:

Err∗ =

[
min

a∈R+,θ∈[0,2π)

∣∣∣eiθp′ − aq∣∣∣2]1
2

(3.27)
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Err2
∣∣∣
p0=p

∗
0

=
∣∣∣eiθp′ − aq∣∣∣2 =

∣∣∣p′ − ae−iθq∣∣∣2 =
∣∣p′∣∣2 + a2 |q|2 − 2aRe(eiθqHp′)

= a2 |q|2 − 2(a |q|)

[
Re(eiθqHp′)

|q|

]
+

[
Re(eiθqHp′)

|q|

]2
−

[
Re(eiθqHp′)

|q|

]2
+
∣∣p′∣∣2

= |q|2
[
a− Re(eiθqHp′)

|q|2

]2
+

∣∣p′∣∣2 −
[
Re(eiθqHp′)

|q|

]2
(3.28)

In order to minimize Err, the first term in the equation above should be set to zero, and

the second term should be as small as possible, meaning that the real part of eiθqHp′ is

maximized to be
∣∣∣qHp′

∣∣∣.
Therefore:

eiθ
∗
= e−iarg(q

Hp′) =
(p′)Hq∣∣qHp′

∣∣ (3.29)

a∗ =
Re(eiθqHp′)
|q|2

=

∣∣∣qHp′
∣∣∣

|q|2
(3.30)

This is the optimal rotation angle and the optimal lattice constant.
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CHAPTER 4

UNDERSTANDING AND DESIGN OF NON-CONSERVATIVE

OPTICAL MATTER SYSTEMS USING MARKOV STATE

MODELS

This chapter is based on the following publication:

Shiqi Chen, John A. Parker, Curtis W. Peterson, Stuart A. Rice, Norbert F. Scherer, Andrew

L. Ferguson. "Understanding and design of non-conservative optical matter systems using

Markov state models" Molecular Systems Design & Engineering, 2022, 7 (10), 1228-1238.

4.1 Abstract

Optical matter (OM) systems consist of nano-particle constituents in solution that, when il-

luminated with a laser beam, can self-organize into ordered arrays bound by electrodynamic

interactions. OM systems are intrinsically non-equilibrium due to the incident electromag-

netic flux and may manifest non-conservative forces and interconversion among structural

isomers. Rational design of desired configurations and transitions requires quantitative un-

derstanding of the relation between the incident beam and the emergent metastable states

and isomerization dynamics. We report a data-driven approach to build Markov state mod-

els appropriate to non-conservative and permutation-invariant systems. We demonstrate

the approach in electrodynamics-Langevin dynamics simulations of six electrodynamically-

bound nanoparticles. The Markov state models quantify the relative stability of competing

metastable states and the transition rates between them as a function of incident beam

power. This informs the design and testing of new beam conditions to stabilize desired

nanoparticle configurations. The technique can be generalized to understand and control

non-conservative and permutation-invariant systems prevalent in optical and active matter.
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4.2 Introduction

The self-organization of nanoparticles (e.g., gold, silver, silicon, etc.) to fabricate metamate-

rials is a promising approach to create new functional materials [88–98]. Doing so requires

knowledge of and control over the interactions between constituent elements. Liquid crys-

tals, a well-studied example where anisotropic molecules can be manipulated to form ordered

phases that can be controlled by temperature and/or external fields, have become a pillar

of the information technology revolution by way of their integration into displays and other

devices [99]. Given the tremendous impact of these materials for specific applications, it is

highly desirable to create new classes of self-organizing materials with engineered properties.

This goal requires using and expanding the principles of physical chemistry and con-

densed matter physics. If we envision material formation as a kinetic assembly process,

then the averaged microscopic dynamics underlying macroscopic rate laws can be inferred

from ensemble (e.g., spectroscopic or far-field flux) measurements [100–104]. However, such

measurements cannot provide information about individual particle motions and the forces

leading to them.

Optical matter (OM) is a class of materials formed by self-organization of its particle

constituents into ordered structures [6, 105, 106]. OM structures form in focused optical

beams (i.e., optical traps or tweezers), [9, 107] without explicit external control of particle

positions. Once the nanoparticles (e.g., Au, Ag, Si, etc.) and optical beam properties are

chosen, the many body electrodynamic interparticle interactions and forces established in

the system generate structures. The electrodynamic interactions, termed optical binding,

range from a few to many kBT units of thermal energy, so the OM structures can undergo

structural rearrangements. Fig. 4.1 shows the transformation of the 6-particle OM system

among its three most stable structures resolved by dark-field optical microscopy microscopy.

OM systems are fundamentally non-equilibrium due to a continuous flux of optical beam

power through the material. The electrodynamic interactions amongst the nanoparticles
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Figure 4.1: Dark-field microscopy image of optical matter structures of 150 nm diameter sil-
ver particles. Six silver nanoparticles were drawn into a focused Gaussian beam (i.e., optical
trap). Most nearest neighbor interparticle spacings are around 600 nm while some are closer
due to near-field interactions. The chevron, triangle, and parallelogram are three commonly
observed stable structures, while the other three structures correspond to transition states
along the structural transformation coordinates. The colored arrows in the dark-field im-
ages sketch the structure change of the transition depicted by the arrows in the same color
between the dark-field images.

are complex but controllable. Optical beam shape, the polarization of the light, the spatial

phase profile of the optical field, [41,108–111] as well as the nature (e.g., elemental makeup,

dielectric, etc.) and shape (e.g., spheres, ellipsoids, rods, wires, cubes, platelets, etc.) [11,

112–115] of the constituent particles can all be selected or tuned, allowing one to explore

a large space of pairwise and many-body interactions. This large parameter space makes

accessible a wide range of phenomena (e.g., dynamics of self-assembling and driven active

matter, negative torque, spectroscopy of collective excitations, etc.) [16,77,115,116]. Recent

work has shown that the dynamic behavior of OM arrays is related to their shape and

symmetry [12, 14, 113, 117–122]. Light scattering from nanoparticle arrays can bring about
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unusual phenomena such as non-reciprocal forces [14,121], negative torque, [15,84,123] and

non-conservative forces [25].

While understanding of how incident fields can affect the dynamics and structure of

OM arrays is improving [77, 78, 124], and efficient computer simulation techniques exist to

model OM dynamics [1, 17, 34, 37, 38], we still lack quantitative theoretical models of how

to modulate the properties of the particles and incident light to stabilize particular desired

OM states and transitions. This presents an opportunity for the development of data-driven

models to learn empirical mappings from the system properties to the emergent dynamical

behaviors and inform the design of steady-state and dynamic control strategies to stabilize

various OM (non-ground state) structures or to drive OM isomerization.

The primary objective of the present work is to devise an analytical scheme with which

we understand and control the dynamics and metastable states in numerical simulations of

6-particle OM systems. In order to achieve this, we build Markov state models (MSMs) as a

powerful approach to infer long-time kinetic models from simulation trajectories [42,125–128].

In order to build a MSM, we have to carry out featurization and clustering analysis on the

simulation trajectory and convert the configuration trajectories to trajectories of cluster

labels that are the direct input of MSM construction. Due to the permutation symmetry

resulting from the fungible nature of identical particles, the featurization procedure must take

permutation invariance into account. Our analysis uses a permutation invariant pairwise

metric that we supply as the kernel to perform nonlinear dimensionality reduction using

diffusion maps [49]. We use diffusion k-means [1] to define the microstate clustering, and

Robust Perron Cluster Cluster Analysis (PCCA+) [59–61,129,130] to define the macrostate

clustering and build MSMs. We test the Markovianity of the macrostate MSMs using the

Chapman-Kolmogorov (CK) test to verify that they are valid kinetic models of the non-

equilibrium OM system and provide post hoc support for the use of permutationally-invariant

diffusion map embeddings to identify and resolve microstates. By constructing MSMs at a

67



variety of beam powers we quantify how the intensity of the incident light controls the relative

stabilities of and transition rates between the metastable OM configurations. We then use

these models to guide the design and testing of new beam conditions to preferentially stabilize

desired OM states.

4.3 Methods

4.3.1 Langevin dynamics simulations of optical matter

The dynamical evolution of the OM system can be modeled by combining a finite-difference

time-domain (FDTD) solution of the electrodynamic forces with a Langevin dynamics equa-

tion of motion for the particle positions [34]. However, this is insufficiently efficient to access

experimental timescales. Therefore, we developed an electrodynamics-Langevin dynamics

(EDLD) approach based on generalized multiparticle Mie theory (GMMT) [37, 38]. The

resulting EDLD solver performs a numerical Verlet integration of the following Langevin

equation,

m
d2r

dt2
= F (r, t)− λv

r

dt
+ η, (4.1)

where m is the nanoparticle mass, r is its location, t is time, λv = 6πνR is the friction

coefficient specified by Stokes’ Law where R is the nanoparticle radius and ν is the viscos-

ity of the surrounding fluid, η is a stationary Gaussian random variable with zero mean

and a standard deviation that satisfies the fluctuation-dissipation relation at the specified

temperature, and F is the net force experienced by the particle comprising electrodynamic

contributions computed from GMMT and electrostatic and interparticle interactions. The

force field F computed is non-conservative due to the input power from the optical beam.

The steady states reached by the system correspond to states in which the power input

from the optical beam is balanced by frictional dissipation into the medium. Simulations
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are conducted using the MiePy software developed in the Scherer group [17]. Calculations

on 28 × 2.4 GHz Intel E5-2680 v4 CPUs execute 2.5 seconds of simulation time per hour of

wall clock time with a 5 µs simulation time step.

The simulation is carried out for six spherical silver nano-particles with 150 nm diameter

under several beam powers ranging from 40 mW to 90 mW. For each beam power, we

simulate 100 trajectories, each of which is 100 seconds in length. Data is collected every

200 simulation time steps, so the frame-wise time step is 1 ms. We assume that the solvent

medium is water (refraction index nb = 1.33, viscosity η = 8 × 10−4 Pa·s), temperature

T = 300 K, the beam width w = 2.5 µm, the wavelength λ = 800 nm. Based on our

experience with previous EDLD simulations using the MiePy package, [17] we add a defocus

equal to the Rayleigh range, z = 0.5kw2 where k = 2πnb/λ, and an electrostatic double

layer potential with particle surface potential 77 mV and Debye screening length 27.6 nm

according to previous theoretical work [41].

4.3.2 Nonlinear manifold learning

Before building the MSM and computing the transition rates between the structural states,

we need to perform featurization and clustering analysis on the data set of configuration

trajectories. The first step in the MSM construction pipeline is to project the simulation

trajectories into their leading slow modes to define a low-dimensional embedding conducive

to identification of the metastable states of the system using clustering algorithms [42]. This

is typically achieved using time lagged independent components (tICA) analysis [43] or its

kernel [44] or deep [45–47] variants. However, there are technical challenges in applying these

methods to systems exhibiting full permutation symmetry, such as the OM system, where

all particles are identical. Therefore, in the featurization procedure, we instead use diffusion

maps [48–51], a nonlinear manifold learning method that can generate permutation invariant

coordinates for clustering. At first glance, this is possibly problematic since diffusion maps
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are designed to identify high-variance as opposed to slow collective modes and thus may not

provide optimal embeddings for clustering into metastable states. However, the diffusion

map is dynamically meaningful and the eigenfunctions are known to be identical to those

of the Langevin equation for conservative systems equipped with the common Euclidean

distance without permutation invariance [55]. There is no known proof that this eigenvector

correspondence continues to hold for non-conservative systems with permutation symmetry,

but we conjecture that the leading diffusion map eigenvectors may nevertheless provide

approximations for the slow modes of the Langevin equation governing the OM dynamical

evolution and may therefore offer a useful embedding for clustering the metastable states.

We provide post hoc support for this conjecture by validating that the MSMs generated

using diffusion map embeddings are valid kinetic models that pass all the numerical tests of

Markov properties and convergence of implied time scales.

4.3.2.1 Pairwise distance calculation

Let (x
(i)
p , y

(i)
p ) denote the 2D Cartesian coordinates of particle p in configuration i. We can

calculate the distance matrix M (i) for each configuration i with matrix elements,

M
(i)
pq =

√(
x
(i)
p − x

(i)
q

)2
+
(
y
(i)
p − y

(i)
q

)2
. (4.2)

Let ek denote the unit column vector with the kth component unity and others zero. Then

the permutation-invariant distance defined between a pair of configurations i and j is,

dij = min
P∈Sn

√√√√ N∑
k=1

min
Qk∈Sn

∥∥∥QkM
(i)ek −M (j)Pek

∥∥∥2
2
, (4.3)

where N is the number of particles, and Sn is the set of all permutation matrices so that

P and Qk are the optimal permutation matrices that minimize dij . Here, P and Qk are
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(N + 1) independent permutation matrices to be optimized, in which P corresponds to

the inter-column permutation while Qk corresponds to the intra-column permutations for

all the columns so that the norm of the difference of M (i) and M (j) is optimized over all

inter-column and intra-column permutations. Then dij is a permutation-invariant pairwise

distance for the configurations that serves as a kernel for the diffusion map calculations.

4.3.2.2 Diffusion maps

Diffusion maps are a type of non-linear manifold learning method that take the input of

pairwise distances of the configurations and generate a low-dimensional non-linear subspace

of the configuration space [49,50]. A brief introduction to diffusion map methodology is pro-

vided below, while full details of this method applied to colloidal self-assembly are discussed

in previous work [52–54].

First, the kernel matrix K is calculated with elements,

Kij = exp

(
−
d2ij

2ϵ2

)
, (4.4)

where dij is the permutation-invariant pairwise distance defined previously and ϵ is the kernel

bandwidth parameter that characterizes the adjacency among the configurations. Next, K

is normalized to K̃ to gain correspondence to the Langevin dynamics [55,56],

K̃ij =
Kij√

(
∑
kKik)

(∑
kKkj

) . (4.5)

K̃ is then used to calculate the right-stochastic Markov transition matrix (RSMTM) T ,

Tij =
K̃ij∑
j′ K̃ij′

, (4.6)

with eigenvalues {λk} and right eigenvectors {ψk}. Since the components of ψ1 are all unity,
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{ψk}m+1
k=2 is taken as the basis of the low-dimensional nonlinear configuration subspace. An

appropriate value of m is identified based on a gap in the eigenvalue spectrum. Finally, we

obtain, {(
x
(i)
p , y

(i)
p

)}N
p=1
−→ {ψk(i)}m+1

k=2 , (4.7)

which maps the Euclidean coordinates of each configuration to its corresponding diffusion

map embedding. After obtaining this m-dimensional permutation-invariant reduction, con-

figurations are clustered into microstates.

4.3.2.3 Nyström extension

The time and memory complexity of diffusion maps scale quadratically [131] with the number

of data points n. The Nyström extension is an out-of-sample extension technique that scales

linearly with n and can be used to embed a new point to a pre-existing diffusion map

embedding [132–135]. In this case, we can choose n′ (n′ < n) representative data points

(termed "pivots") from the trajectory, calculate the diffusion map on these n′ points, and

then use Nyström extension to embed the remaining (n− n′) points. The pivot points must

cover the configuration space of the entire data set so that all points to be embedded are

within ϵ (the kernel bandwidth) of at least one pivot point to assure that the new points

are accurately interpolated [136,137]. This approach is known as pivot diffusion maps [136].

Given a new point and the n′-point diffusion map previously constructed, pivot diffusion

maps compute the distance between the new point and the n′ existing points {d0,j}n
′
j=1

where subscript 0 denotes the new point. Next, we compute and append a new row to the

kernel matrix K corresponding to the new point, apply the Langevin normalization, and

then calculate the corresponding RSMTM row vector,

K0j = exp

(
−
d20j

2ϵ2

)
, K̃0j =

K0j√
(
∑
kK0k)

(∑
kKkj

) , T0j =
K̃0j∑
j′ K̃0j′

, (4.8)
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and the embedding of the new point is given by,

ψk(0) =
1

λk

n′∑
j=1

T0jψk(j), k = 2, 3, ...,m+ 1. (4.9)

The representative set of the n′ pivot points is generated to assure good coverage of

the configurational phase space. First, we perform EDLD simulations for 70 mW beam

power using a periodic temperature profile with a period of 7000 simulation time steps:

2000 steps at 300 K and 5000 steps at 100 K. The pairwise distances among the particles

of the last configuration of every 1000-step segment are computed. The total number of

degrees of freedom is (2N − 3), where we have N particles moving in the plane subject to

two translational constraints and one rotational constraint. We impose a condition in order

not to get too far away from the relevant portion of configurational space: if the number of

the pairwise distances less than 1.5 optical wavelengths in the medium (i.e., 900 nm) is less

than (2N − 4), the simulation is restarted. This is because the number of pairwise distances

that are less than 1.5 optical wavelengths can be regarded as the number of particles pairs

that are at the first optical binding sites of each other. Since the total number of degrees of

freedom is (2N−3), at most (2N−3) first optical bindings can be formed. Just as formation

of bonds lowers the potential energy of molecular systems, the more first optical bindings

the more stable the OM structure is. If the number of first optical bindings is less than

(2N − 4), the structure is not stable. We apply 13 temperature cycling periods in a single

simulation and 100 single simulations are carried out in parallel. Next, we iterate through

all the configurations in the trajectories and add them one by one to a pivot set in which

all pairwise distances among the configurations are larger than 470 nm. Then, we repeat

the simulation and addition of points to the pivot set 15 times before the number of points

in the pivot set converges to include 545 configurations. We enrich these pivots with 19,500

configurations randomly selected from the simulation trajectories to form the terminal pivot
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set. We have verified that the pivot set constructed according to this procedure provides

complete coverage of this space such that all remaining data points lie within ϵ of at least

one pivot point.

4.3.2.4 Density-adaptive diffusion maps

Diffusion maps may not simultaneously resolve the region of configuration space with high

density of points and the sparse connectivity region with low density of points. The density

adaptive variant of diffusion maps was developed to address this challenge [138]. Instead of

using the distance directly in the Gaussian kernel in eq. 4.4, this method parameterizes the

kernel matrix elements as,

Kij(α) = exp

(
−
d2αij

2ϵ2

)
= exp

− d2ij

2
[
ϵd

(1−α)
ij

]2
. (4.10)

In effect, the kernel bandwidth ϵ is scaled according to the pairwise distance by a factor

d1−αij . When α = 1, we recover the original diffusion map with a constant kernel bandwidth.

When α = 0, the kernel bandwidth is proportional to the pairwise distance between any pair

of points and Kij becomes a constant value for any pair of configurations (i, j). Clearly, α

should be chosen from (0, 1] to make the diffusion map adapt to the density of the configu-

ration space. In this work, we choose α = 0.1 and ϵ = 2 nm0.1, which is motivated by the

guidelines based on the work of Wang and co-workers [138]. We provide post hoc valida-

tion that this choice of α and ϵ generates diffusion map embedding and clustering leading to

MSMs that pass all of our numerical validations. The embedding plot of the density-adaptive

diffusion map for the 50 mW beam power simulation data is shown in Fig. 4.7 in the Sec-

tion 4.A. As discussed in the section of results and discussion, the diffusion map embedding

provides good discrimination between the metastable macrostates.

74



4.3.3 Diffusion k-means clustering into microstates

The k-means clustering algorithm is a widely-used unsupervised clustering method [57]. Chen

and Yang introduced diffusion k-means, which maximizes the within-cluster connectedness

based on the diffusion distance [58]. The diffusion distance is defined as the Euclidean dis-

tance in the eigenvector space of diffusion map embedding [48–50]. In other words, diffusion

k-means is k-means clustering applied to diffusion map embeddings. In the present work,

diffusion k-means is used as the microstate clustering algorithm so the clusters generated by

diffusion k-means are termed "microstates" while the clusters generated by Robust Perron

Cluster Cluster Analysis (PCCA+) [59–61] are called "macrostates". The eigenvectors of a

diffusion map correspond to different eigenvalues that characterize the time scale of tran-

sition between macrostates. Therefore, instead of executing k-means clustering directly on

the basis set {ψk}m+1
k=2 , we execute it on the basis set {λt̃kψk}

m+1
k=2 , where λk is the eigen-

value corresponding to ψk and t̃ is a parameter that characterizes the time scale of diffusion

distances encountered in the k-means clustering [50]. As t̃ becomes larger, the eigenvectors

with large eigenvalues become more important in the clustering, leading to merging of re-

gions discriminated by higher order eigenvectors and discriminating microstates largely on

the basis of the leading eigenvectors. (On the other hand, when t̃ is small or even nega-

tive, the eigenvectors with small eigenvalues become important, leading to microstates as

well as macrostates connected by fast transitions and merging the regions connected by slow

modes.) Here, we employ an empirical procedure to select t̃ such that our k-means clustering

identifies the long-lived macrostates and that the results are not sensitive to the precise value

of this parameter.

4.3.4 Clustering into macrostates and Markov state model

Each MSM is built upon a data set containing 100 trajectories that are 100 seconds long

and contain 100,000 configurations for a specific optical beam power. The MSM is built
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using the PyEMMA software (http://www.emma-project.org/latest/) [139]. We use dif-

fusion k-means with k = 1000 and maximum iteration number of 200 in the microstate

clustering. The microstates are clustered into macrostates using the Robust Perron Cluster

Cluster Analysis (PCCA+) algorithm [59–61] that determines the stable states of the OM

system. Mathematically, we construct the elements of the microstate transition matrix Γ as

Γij = cij(τ)/
∑
k cik(τ), where cij(τ) are the counts of transition events between microstates

i and j at a lag time of τ [140]. Due to the non-conservative nature of OM systems, Γ is not

guaranteed to obey detailed balance and therefore may not possess strictly real eigenvalues

and eigenvectors as required by the PCCA+ clustering algorithm employed to cluster mi-

crostates into macrostates [140]. As such, we adopt the conventional pragmatic solution of

symmetrizing the count matrices under the operation cij(τ)← 1
2

(
cij(τ) + cji(τ)

)
to enforce

detailed balance within Γ [140]. Physically, this corresponds to collating counts over the

forward and reverse trajectories, although we observe more sophisticated techniques based

on likelihood maximization and Koopman reweighting also exist [140]. We perform this

“reversibilization” to furnish real eigenvectors as required by PCCA+, but since the OM

systems are non-equilibrium and therefore not constrained to obey detailed balance, there is

a concern that the reversibilized eigenvectors may substantially deviate from, and therefore

not be representative of, those of the original non-reversibilized system. We test this by

computing the cosine similarity between the first 10 eigenvectors of the reversibilized and

original microstate transition matrices for the 50 mW beam power and illustrate in Fig. 4.8

in Section 4.A that they are very similar. The reversibilization procedure is justified since

a PCCA+ clustering into (nM + 1) macrostates uses only the leading nM (nM = 6 in the

current case) right eigenvectors. Finally, we estimate our macrostate MSM by computing

count matrices and (non-reversibilized) transition matrices from our simulation trajectory

data over the macrostates. Importantly, since we do not enforce detailed balance within

the macrostate MSM, the microstate reversibilization procedure may be viewed purely as a
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means to aid in the definition of the macrostates and which has no bearing on the subsequent

specification of the macrostate transition kinetics. We observe that the macrostate count

matrix is naturally very close to a symmetric matrix whereas the microstate count matrix is

substantially asymmetric. An analysis of the count matrix symmetry is discussed in Section

4.A below Fig. 4.8.

There are three key hyperparameters within this protocol that must be manually selected:

the parameter t̃ within the diffusion k-means clustering; the number of macrostates nM

within the PCCA+ clustering; and the lag time τ of the MSM. We self-consistently specify

these hyperparameters by analyzing the assignment matrices and implied time scales as

described below.

4.4 Results and Discussion

We now proceed to construct MSMs for our 6-particle OM system as a function of beam

power. These MSMs represent data-driven models that we can use to predictively link beam

power to the identity and stability of emergent macrostates of the OM system and can be

used to guide the design of beam powers to preferentially stabilize desired microstates and

transitions. We illustrate the hyperparameter tuning procedure for the MSM fitted to 6-

particle OM system for a 50 mW beam power. Analogous protocols are followed for other

beam powers considered.

4.4.1 MSM hyperparameter optimization

To execute our analysis, we must first tune the hyperparameters (t̃, nM , τ). Fig. 4.2a shows

the implied time scale (ITS) plot for the MSM constructed for the 50 mW 6-particle OM

system with t̃ = 8.3. According to this implied time scale plot, when t̃ = 8.3, five implied

time scales can be resolved at a lag time τ = 10 ms, meaning that nM = 6 macrostates

are identified for that lag time. Fig. 4.2b shows the silhouette score [141] plotted against
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the number of clusters nM , in which nM = 4 has the largest score and nM = 6 the second

largest. However, according to Fig. 4.2a, at least four time scales are resolved at 10 ms lag

time, so the number of macrostates should be greater than or equal to five. Therefore, we

select nM = 6.

Figure 4.2: Analysis used for determination of number of macrostates at t̃ = 8.3 and τ = 10
ms for the 6-particle OM system under 50 mW beam power. (a) Implied time scale plot.
The shaded grey area demarcates the region where the lag time exceeds the implied time
scale. Implied time scales falling into this region cannot be distinguished within the time
resolution of the resulting MSM. (b) Silhouette score plot against number of clusters nM .
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In order to evaluate the clustering results, we compare the predictions of the MSM

metastable states with physical intuition. We know that OM structures with particles on

hexagonal lattice sites typically form when the incident optical trapping beam is circularly

polarized [11]. Therefore, given a certain OM structure with N particles we seek the best

set of N sites on a 2D hexagonal lattice (i.e., a lattice pattern such as triangle, chevron,

parallelogram, etc.) that is closest to the given configuration. We then categorize the

particle configurations using the corresponding lattice patterns. The details of this lattice

fitting method have been reported elsewhere [1].

We plot the Frobenius norm (F-norm) of the row-normalized assignment matrix (RNAM)

for τ = 10 ms with nM and t̃ varying; the results are shown in Fig. 4.9 in Section 4.A.

The (i, j) entry of the assignment matrix is the number of frames that is put into the ith

macrostate by the clustering method while classified into the jth lattice pattern by lattice

fitting. This matrix displays the matching relation between the clustering result and the

lattice fitting result. Then, the RNAM can be generated by dividing each row by its row

sum. (Analogously, the column-normalized assignment matrix (CNAM) can be generated

by dividing each column by its column sum.) We can see from Fig. 4.9 in Section 4.A that

the F-norm of the RNAMs converges as t̃ increases, indicating the stable identification of

metastable clusters by diffusion k-means for sufficiently large t̃. It is clear that t̃ = 8.3 lies

within the converged region. The F-norm of the RNAM increases when nM increases since

there are more entries in RNAM, but this trend exhibits a knee at nM = 6 and begins to

fail to stably resolve a sufficient number of modes for nM > 6, leading us to select nM = 6

for the number of clusters. From this analysis, we identify (t̃, nM , τ) = (8.3, 6, 10 ms) is a

reasonable and robust tuning of the three hyperparameters for 50 mW beam power. As a

final post hoc validation, we return to Fig. 4.7 to observe that the diffusion map embedding

nicely distinguishes and separates the various macrostates and that the macrostates are in

good agreement with the lattice pattern labels. We follow an analogous procedure to tune
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the hyperparameters for the other beam powers.

Figure 4.3: Details and interpretation of the clustering result for the MSM constructed
at 50 mW beam power. (a) Plot of 2-norms of rows of the row-normalized assignment
matrix (RNAM) against the diffusion k-means parameter t̃ for nM = 6 and τ = 10 ms.
(b) The lattice patterns of some important lattice labels. The asterisk on X16 means that
it corresponds to more than two lattice patterns where one particle is separated from the
other five particles that are gathered together. (c) Illustration of the RNAM illustrating
the assignment probabilities of each hexagonal lattice pattern (columns, X1-36) to each of
the six macrostates within the learned MSM (rows, C1-6). The pattern of matrix elements
indicates that C2-6 are high-purity macrostates comprising of largely a single lattice label,
whereas C1 contains a mixture of lattice labels.
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4.4.2 Analysis of MSM macrostate clustering

Fig. 4.3a shows the plot of 2-norms of the rows of the RNAM against the parameter t̃ for 10

ms lag time for 50 mW beam power for each of the MSM macrostates C1-6. The closer the

norm is to 1, the better the clustering agrees with lattice fitting. We see that from the 2-

norms of the RNAM rows for C2-6 converge to values in excess of 0.7 as t̃ increases, whereas

that for C1 remains at a low value of only 0.4. This indicates that five of the six clusters

well agree with lattice fitting and are quite insensitive to t̃. Fig. 4.3c presents the RNAM

indicating the assignment probabilities of each lattice pattern (X1-36) to each of the six

MSM macrostates (C1-6). The important idealized nanoparticle structures on a lattice and

their lattice labels are shown in Fig. 4.3b, where X4, X6, and X11 correspond to two lattice

patterns while X16 corresponds to many lattice patterns with one particle separated from

the other five particles that are gathered compactly. The other lattice patterns are shown

Fig. 4.10a in Section 4.A. Macrostates C2-6 are composed largely of a single lattice pattern,

whereas C1 contains a mixture of patterns. This rationalizes the trends observed in Fig. 4.3a

and leads us to expect that our MSM will contain five configurationally “pure” macrostates

containing structures with a single long-lived OM lattice label, and a mixed macrostate

containing structures with a mixture of lattice labels that rapidly interconvert on time scales

shorter than the MSM lag time. Fig. 4.10b in Section 4.A displays the entries of the CNAM,

showing that the five lattice patterns corresponding to the five stable macrostates are indeed

not contaminated by other macrostates.

The Chapman-Kolmogorov (CK) test assesses the Markovianity of a fitted MSM and

therefore determines whether or not it is a valid kinetic model [139]. The (t̃, nM , τ) = (8.3,

6, 10 ms) macrostate MSM for a beam power of 50 mW satisfactorily passes the CK test

as illustrated in Fig. 4.11 in Section 4.A. Passing the CK test also provides post hoc vali-

dation of our non-canonical use of permutationally-invariant diffusion map embeddings and

reversibilization of the microstate transition matrix within our MSM pipeline, demonstrat-
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ing that our approach provides a satisfactory means to construct valid macrostate MSMs for

non-conservative and permutational-invariant systems.

Figure 4.4: The state map of the Markov state model (MSM) built for the 6-particle OM
system with τ = 10 ms, nM = 6 and (beam power, t̃)=(50 mW, 8.3). The sizes of the orange
circles are proportional to the probability distributions of the macrostates. The thickness of
the connecting curves is in accord with the magnitude of the transition rates. Representative
lattice patterns are shown next to each macrostate; C1 contains a mixture of lattice patterns
too numerous to display.

The macrostate MSM shown in Fig. 4.4 is the primary result of our analysis for the 50

mW beam power, and provides a wealth of interpretable and quantitative information on the

metastable states and isomerization dynamics of the OM system. The sizes of the orange

circles are proportional to the stationary distributions of the macrostates and the thickness

of the connecting curves reflects the rate constants for transitions between macrostates. We
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illustrate next to each macrostate a schematic representation of the representative lattice

patterns corresponding to the long-lived lattice labels contained within each macrostate.

C3-6 essentially contain a single lattice pattern. C2 contains two lattice patterns that inter-

convert on time scales below the MSM lag time. C1 contains a mixture of lattice patterns

too numerous to display. We identify the chevron (C6), triangle (C5), and parallelogram

(C4) states that have been previously observed and reported in experimental studies of this

6-particle OM system (cf., Fig. 4.1).

4.4.3 Beam power dependence of the dynamics of optical matter systems

In addition to the MSM constructed for the 6-particle OM system for 50 mW beam power,

we employed an analogous approach to construct MSMs for beam powers of 40, 60, 70,

80, and 90 mW. The complete set of macrostate MSMs is presented in Fig. 4.12 in Section

4.A. By constructing MSMs over a range of beam powers we can analyze the ensemble of

MSMs to extract trends in the relative stabilities of and transition rates between the various

macrostates as a function of beam power.

Fig. 4.5 displays the changes with beam power of the stationary distribution probabilities

of the six macrostates C1-6 and the rate constants of three selected macrostate-to-macrostate

transitions (C4→ C3, C6→ C5, C5→ C6). Analogous plots for all 30 possible transitions are

presented in Fig. 4.13 in Section 4.A. Focusing on the five configurationally pure macrostates

we see that the abundances of macrostates C2 and C3 – each corresponding to states with

a single unstable (i.e., “dangling”) particle – decrease as the beam power increases. Similar

trends are observed for macrostate C4 corresponding to the parallelogram state. On the other

hand, the abundance of the triangle macrostate C5 increases as the beam power increases,

and that of the chevron, macrostate C6, first increases and then decreases with increasing

beam power achieving a maximum at around 60 mW. These quantitative trends inform us

that we need to further increase the beam power to stabilize triangle structure, whereas we
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need to decrease the beam power to further stabilize the parallelogram macrostate. We can

make the chevron macrostate maximally important by tuning the beam power close to 60

mW.

Figure 4.5: Plot of (a-f) the stationary distribution probabilities for the six macrostates C1-6
and (g-i) the rate constants of 3 selected macrostate-to-macrostate transitions (C4 → C3,
C6 → C5, C5 → C6) as a function of beam power for the 6-particle OM system. Error bars
represent standard errors in the mean estimated by five-fold block averaging.

The rates of the macrostate-to-macrostate transitions generally decrease when the beam

power increases because the constraint exerted on the particles by the laser beam becomes

larger with increasing beam power, leading to less freedom in the particle movement and
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thus smaller transition rate constants. There are exceptions when the beam power drops to

less than or equal to 40 mW, because the constraint exerted on the particles by the laser

beam is then not large enough to stabilize the OM structures for sufficiently long periods of

time.

4.4.4 Beam power design to achieve the maximum population for the

chevron state

From Fig. 4.5f, we can see that the stability of the chevron pattern within macrostate C6

exhibits a non-monotonic behavior with respect to beam power. As an illustration of the

value of our data-driven MSMs to inform control of the OM system, we adopt as our design

goal maximal stabilization of the chevron pattern as a function of beam power. To do so,

we carry out polynomial fitting of the chevron stationary distribution data for beam powers

over the range 40 mW to 90 mW. Next, the Akaike information criterion (AIC) [142] is

calculated for each fit, shown in the inset of Fig. 4.6, from which we can see that a 4th

order polynomial corresponds to the smallest AIC, and is therefore the fit most supported

by the data. (The maximum degree of the polynomial fit used for AIC calculation is four

because AIC cannot be calculated for higher order polynomials given only six data points.)

The analysis of the 4th order fit identifies a global maximum at a beam power of 62.94 mW,

which represents our estimate of the beam power that maximally promotes stability of the

chevron pattern within macrostate C6. To test this prediction, we carry out a simulation for

a beam power of 62.94 mW, construct the corresponding macrostate MSM, and extract the

stationary distribution of the C6 macrostate, which we plot as the red dot on Fig. 4.6. We

can see that the predicted beam power indeed corresponds to a larger chevron population

compared to other beam powers ranging from 40 mW to 90 mW. We could, of course, use

the new 62.94 mW data point to further refine our beam power predictions by repeating

this fitting and analysis approach. However, a fourth order polynomial fit to the new data
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predicts the maximum to lie at 62.93 mW, which is within 0.01 mW of our existing estimate

of the optimal beam power. Our ensemble of MSM models enables analogous optimizations

to be performed to maximally promote macrostates or transitions of interest.

Figure 4.6: Dependence of the stationary distribution of the C6 (chevron) macrostate as a
function of beam power. Blue points correspond to the stationary probabilities extracted
from the corresponding macrostate MSMs constructed at beam powers of 40, 50, 60, 70, 80,
and 90 mW. The blue line represents the best 4th order polynomial fit to these data. The
red point is the stationary distribution calculated from a MSM constructed at a beam power
of 62.94 mW residing at the peak of the 4th order polynomial fit. (Inset) Scatter plot of
Akaike information criterion (AIC) against polynomial degree for fits to the six initial beam
powers.

4.5 Conclusion

We have developed a MSM construction method for non-conservative systems with per-

mutational invariance using permutationally-symmetrized diffusion maps and reversibilized

microstate transition matrix construction. We applied this approach to non-conservative

OM systems to understand how the stability of the various macrostates and transition rates

depend on beam power. We found that as beam power increases, the stability of most

macrostates decreases while the stability of the triangle state increases and that of the

86



chevron state first increases then decreases. A meta-analysis of our MSM models at various

beam powers enables the rational control of the system via the design of beam powers to

maximally promote particular self-assembled OM states or transitions. We found that the

chevron macrostate reaches its maximum stability at a beam power of 62.94 mW.

The present paper represents a first proof of principle for this MSM construction method

for the understanding and control of OM systems. In future work we plan to extend our

analysis to additional controllable aspects of the incident beam including its phase profile

and beam width in order to explore stabilization of additional self-assembled OM structures.

We can also apply our analyses to more complex OM systems including those containing

more particles, non-spherical particles, particles made of various other materials, or particle

mixtures that have richer landscapes of self-assembled configurations. It is anticipated that

this approach can help optimize the performance of optical matter machines [17]. We also

anticipate that the approach may be extended to the analysis of molecular self-assembly

where issues of permutational invariance and breaking of detailed balance must often be

engaged in the construction of kinetic models [143].

Future improvement of the method can include determination of dynamic, as opposed

to static, control policies that can wield tighter control on the stable state and transitions

through simple feedback controllers that respond to the instantaneous state of the system and

take the appropriate corrective action. These approaches can then be applied to construct

MSMs directly from experimental as opposed to simulation data and use these models to

guide experimental control strategies such as creating new stable OM structures and directing

the transition of one structure to the other by on-the-fly adjustment of the beam parameters.
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4.A Supplementary Information

For the case with 50 mW beam power demonstrated in section 4.4.1 and 4.4.2, let the

macrostate count matrix be Cmacro and the microstate count matrix be Cmicro. We have,

∥Cmicro − CTmicro∥F
∥Cmicro∥F

= 0.226

∥Cmacro − CTmacro∥F
∥Cmacro∥F

= 0.016

(4.11)

where ∥ · ∥F denotes a Frobenius norm. These magnitudes of the asymmetric component of

the two count matrices illustrate that the macrostate count matrix is close to a symmetric

matrix (within ∼1.6%) while the microstate count matrix is significantly asymmetric (∼23%

deviation).
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Figure 4.7: Diffusion map embedding plot colored according to (a) lattice pattern (b)
macrostate labels generated for (t, nM , τ) = (8.3, 6, 10 ms) of one simulation trajectory
for 50 mW beam power. The grey spots in panel (a) represents the configurations that are
not identified as any of the 5 lattice patterns shown. ψi is the ith non-trivial eigenfunction
of the diffusion map. The diffusion map embedding distinguishes the various macrostates
and the macrostates are in good agreement with the lattice labels.
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Figure 4.8: Plot of the absolute values of the dot products (cosine similarity) of the normal-
ized right eigenvectors of the reversibilized and original microstate transition matrices for the
6-particle OM system under 50 mW with (t̃, τ)=(8.3, 10 ms). ui and vi are the reversibilized
and original normalized right eigenvectors, respectively. i denotes the eigenvector labels.
The cosine similarity scores for the top ∼10 eigenvectors lie very close to unity, indicating
close correspondence of these eigenvectors between the original and reversibilized systems.
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Figure 4.9: Plot of the Frobenius norm of the row-normalized assignment matrices against
diffusion k-means parameter t̃ for various number of macrostates with lag time τ = 10 ms
for 6-particle OM system at a 50 mW beam power. For each value of (nM , t̃) we render the
corresponding data point in one of three ways. (1) If at least (nM − 1) implied time scales
are resolved (i.e., are greater than the τ = 10 ms lag time and lie above the grey area in
Fig. 4.2a) then we plot using a circle. (2) If fewer than (nM − 1) implied time scales are
resolved, we plot using a cross to indicate that insufficiently many modes are resolved to
identify nM clusters and that this combination of (nM , t̃) is invalid. (3) If any of the nM
clusters is empty (i.e., no trajectory frames are assigned to this cluster), we decline to plot
this point at all, again indicating an invalid (nM , t̃) combination.
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Figure 4.10: (a) The representative lattice patterns of the lattice labels X1-36. The lattice
labels with the superscript † correspond to a unique lattice pattern while other lattice labels
correspond to more than one lattice pattern. (b) Illustration of the column normalized
assignment matrix (CNAM) of the clustering result for the MSM constructed at the 50 mW
beam power, illustrating the assignment probabilities of each of the six macrostates within
the learned MSM (rows, C1-6) to each hexagonal lattice pattern (columns, X1-36). The
pattern of matrix elements indicates that the lattice patterns X6, X3, X5, X1, and X2 are
mostly contributed by high-purity macrostates C2, C3, C4, C5, and C6, respectively.
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Figure 4.11: The Chapman-Kolmogorov (CK) test result computed for the Markov state
model built for the 6-particle OM system under 50 mW beam power with parameter set
(t̃, nM , τ) =(8.3, 6, 10 ms). The CK test compares the transition probability elements of a
macrostate transition matrix T (kτ) computed at a lag time of kτ with those of a macrostate
transition matrix computed at a lag time of τ taken to the kth power T k(τ). If τ is sufficiently
large for the system to be Markovian, then Tij(kτ) ≈ T kij(τ) and there should be agreement
between all (i, j) matrix elements. The excellent agreement between T (kτ) (black solid line)
and T k(τ) (blue dashed line) indicates that this MSM is a valid kinetic model.
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Figure 4.12: The state maps of the Markov state models built for the 6-particle OM system
with τ = 10 ms, nM = 6. The beam powers and the values of t̃ corresponding to the panels
are: (a) (40 mW, 6.3); (b) (50 mW, 8.3); (c) (60 mW, 7.3); (d) (70 mW, 5.4); (e) (80 mW,
5.3); (f) (90 mW, 4.5). The sizes of the orange circles are proportional to the stationary
probability distributions of the macrostates. The thickness of the arrows is in accord with
the magnitude of the transitions. Representative lattice patterns are shown next to each
macrostate, except when the number of corresponding lattice patterns is too numerous to
compactly display.
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Figure 4.13: Stationary distribution probabilities of the macrostates and the rate constants
of the transitions among the macrostates as a function of beam power for 6-particle OM
system. The left-most column contains the stationary distribution probabilities and are
annotated by the corresponding lattice patterns. The (i, j) entry of the matrix on the right
indicates the rate constant of the transition from macrostate i to macrostate j. Error bars
represent standard errors in the mean estimated by five-fold block averaging.
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CHAPTER 5

POWER DISSIPATION AND ENTROPY PRODUCTION RATE

OF HIGH-DIMENSIONAL OPTICAL MATTER SYSTEMS

This chapter is based on the following manuscript under review:

Shiqi Chen, Emmanuel Valenton, Grant M. Rotskoff, Andrew L. Ferguson, Stuart A. Rice,

Norbert F. Scherer. "Power dissipation and entropy production rate of high-dimensional

optical matter systems" Physical Review E, 2024, under review.

5.1 Abstract

Entropy production is an essential aspect of maintaining nonequilibrium systems and their

relaxation. However, calculation of the entropy production (rate) is challenging for high

dimensional systems so it has only been reported for simple systems. Moreover, there is a

dearth of nontrivial experimental systems where precise measurements of entropy production

rate and characterization of the NESS are simultaneously possible. Optical matter (OM)

systems can be used to build optical matter machines that do mechanical work under a

laser beam. They consist of (nano-)particles organized into ordered arrays that are bound

by electrodynamic interactions associated with the scattering, interference and induced po-

larizations in and amongst the particles in (focused) coherent optical beams. The flux of

laser light into OM systems necessitates that they dissipate energy and produce entropy, and

thereby can relax to a non-equilibrium steady state (NESS) condition. The NESS may have

several ordered particle configurations that can interchange by barrier crossing processes.

Understanding the power dissipation and entropy production rate of a NESS in an OM sys-

tem along different (collective) modes of motion can advance understanding of the relative

stability of the NESSs as well as inform design and control of OM structures. We report

an approach to calculate the entropy production rate of overdamped, non-conservative sys-

96



tems and demonstrate this on a 6-particle triangle OM structure as a non-trivial example.

In particular, we compute the components of power dissipation along the previously pub-

lished collective coordinates of that structure. The approach obtains the entropy production

rate and power dissipation numerically from OM NESS trajectory data. By verifying the

Seifert relation [U. Seifert Rep. Prog. Phys. 75 126001 (2012)] for these overdamped non-

conservative OM systems, we demonstrate that they can support phase transitions and other

collective phenomena.

5.2 Introduction

Systems in non-equilibrium steady states (NESS) are defined by a time-independent proba-

bility density distribution in its configuration space. Maintaining a NESS requires dissipating

power and thus continuously producing entropy [144]. The role of the entropy production

rate in determining the stability of a NESS has long been debated [145]. Unfortunately, the

calculation of the entropy production rate requires knowledge of the flux density or power

dissipation [144], both of which require extensive sampling in the system phase space that

is very demanding for multi-particle systems. Therefore, it is useful to find an approach to

calculation of entropy production rate by making approximations on the flux density.

There is a dearth of nontrivial experimental systems where precise measurements of

entropy production rate and characterization of the NESS are simultaneously possible. Pre-

vious theoretical treatments of the design and control of a NESS either study systems with

low dimensional configuration spaces [146,147], or rely on an explicit expression of the force

field [148]. Entropy production rate was quantified in previous works within single-particle

non-conservative force fields using upper bounds [149]. These approaches cannot be used to

study the structure of systems where the force field computation is implicit. Furthermore,

they do not scale well to N-particle systems where the dimensionality of configuration space

is 2N.
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Optical matter (OM) systems are a class of active non-equilibrium materials [6,9,17,105].

One of the most interesting variants consists of nano-particles (NPs) that form 2-dimensional

ordered structures when illuminated and trapped by a focused laser beam [9,106,107]. The

force field developed by the electrodynamic interactions that hold the NPs together is non-

conservative. Depending on the number of NPs and the phase, amplitude and polarization

properties of the incident electromagnetic field, there are several different metastable ordered

structures that can be formed. The relative stabilities of these structures can be tuned by

adjusting the aforementioned laser beam properties [2]. Therefore, the beam power, beam

shape, spatial phase profile, and polarization of the light [41,108–111] create a rich parameter

subspace to explore stabilization, control and design of particular OM structures and their

dynamics [2,74,150]. Each of the one or more different ordered OM structures that form in

a focused laser beam constitutes a (metastable) NESS, which can be used to build optical

matter machines that do mechanical work under a laser beam [17].

In this paper we use our realistic numerical simulations, which helped generate reaction

coordinates and build Markov state models for OM system in previous works [1,2], to provide

new understanding of the experimental systems by probing entropy production to quantify

the NESS. Here we report an efficient approach for the calculation of the entropy production

rate in optical matter NESS’s. We use the six-particle OM triangle structure held together

by electrodynamic interactions as an example. With no transition to a different OM NESS

as an assumption for simulation, we computed the entropy production rate of the the six-

particle OM triangle structure by analyzing the simulation trajectory and compared it to its

mean power dissipation, which is generally easy to compute but relies on large data set size

to achieve sufficient precision. Also, the power dissipation is structure- and path-dependent

as we show in Fig. 5.1.

The primary objectives of this paper are to develop approaches to compute the entropy

production rate in numerical simulations of NESS’s with internal dynamics, and to under-
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Figure 5.1: Demonstration of the difference in the collective scattering resonance and power
dissipation between disordered and ordered 6-particle OM structures. (a) Representative
experimental (dark-field microscopy) images taken (with 90× magnification) of an OM sys-
tem with 6 silver 150 nm dia. NPs trapped in a focused right-hand circularly polarized laser
beam. (b) Plot of per particle scattering cross section (normalized by πR2

p, where Rp = 75
nm is the radius of a single NP) against the wavelength of light from a probe source. (c) Plot
of power dissipation averaged over 2.5 million Langevin dynamics simulation trajectories as
a function of the elapsed time of the simulation. Each trajectory consists of 10,000 time
steps of 0.5 µsec/step. (Note: Matlab uses the convention “e−x” for exponentials with base
10, which we adopted in our previous manuscripts [1, 2] Here we use “×10−x” instead to
avoid confusion.)

stand how those internal motions and the forces that generate the NESS affect the entropy

production rate. The vehicle for our calculations is the six particle triangle configuration
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NESS, one of the stable structures of the 6-particle OM system; an example of a multi-

particle high-dimensional system [151, 152]. We use this OM NESS system to compare the

entropy production rate to power dissipation. After decomposition of the external force

field into conservative and non-conservative parts, we numerically compute the mean en-

tropy production rate of the six particle triangle configuration using a linear approximation

to, and Helmholtz decomposition of, the force field, analyzed in terms of the 12 collective

coordinates defined by principal components of the triangle configuration we reported pre-

viously [1]. We also compute the dissipated power along the collective coordinates. We find

that the the rotation mode of the OM structure (an explicitly non-conservative dynamics)

dominates the power dissipation. The collective coordinates in this system are determined

by the conservative part of the force field, but the non-conservative part of the total force

still affects the collective coordinates through symmetry breaking of the system. We find a

negligible effect of the non-conservative part of the force field of the system on the position

auto-correlation function. Understanding and controlling the OM system can help us create

more OM structures with different optical trapping conditions.

5.3 Methods

5.3.1 Experimental

Experimental studies of the 6-particle OM system were conducted using a single-beam circu-

larly polarized optical tweezer in an inverted microscope set up as described previously [7,15].

The experimental sample was a dilute water solution with a mixture of polyvinyl pyrroli-

done (PVP)-coated 150-nm diameter silver NPs. A continuous wave Ti-Sapphire laser beam

(λ = 800 nm) was focused near the top glass cover-slip using a 60x microscope objective,

pushing a small number of NPs toward the upper glass surface of the aqueous sample cell.

The laser power was 200 mW before entering the microscope, wherein some power is lost
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before focusing. The beam width is 1.29 µm. A spatial light modulator was used to slightly

defocus the trapping beam to be converging at the sample. Thereby applying an inward-

directed phase gradient and phase gradient force [11]. Electrostatic repulsion between the

ligands on the NPs and the glass cover-slip balances the radiation pressure, resulting in a

2D trapping condition.

5.3.2 Simulation

Electrodynamics-Langevin dynamics (EDLD) simulations were performed using Generalized

Multiparticle Mie Theory [37,38] as input forces FED(x) to the Langevin equation. The code

is MiePy software developed by the Scherer Lab [39]. The resulting EDLD solver performs

a numerical integration of the following Langevin equation:

m
d2x

dt2
= FED(x)−∇UDL(x)− ζ

dx

dt
+ f (b) (5.1)

where m is the mass of the particle; x is the Cartesian coordinate of the structure; t is time;

ζ = 6πηr is the friction coefficient for particle radius r = 75 nm; η is the viscosity of the

medium (taken to be water at 298 K); f (b) is the bath random force term defined to be

white noise satisfying the fluctuation dissipation relation at a specific temperature; FED is

the sum of external electrodynamic force fields computed by the MiePy package [39]. When

beam power is 200 mW, the average beam power density is 8.3 × 1010 W/m2 in the circle

with the radius equal to the standard deviation of the Gaussian intensity profile of the laser

beam. The simulation time step between a pair of frames is 0.5 µs. UDL is the double layer

electrostatic interaction [40]:
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UDL(x) =
N−1∑
i=1

N∑
j=i+1

V (rij)

V (rij) =32πε0εm

(
kBT

zpe

)2

tanh2
(
zpeψ

4kBT

)
× exp [−κ

(
rij − 2r

)
]

(5.2)

where N is the number of particles; εm is the medium electric permittivity; zp = 1 is the ion

valence; ψ = −77 mV is surface electrostatic potential; κ−1 = 100 nm is the Debye screening

length; r is the particle radius; rij =
∣∣xi − xj

∣∣ is the distance between the ith and jth

particle. The Debye screening length was determined in a previous simulation experimental

comparison [2].

5.4 Results

5.4.1 Ordered and disordered OM structures

Fig. 5.1a shows 4 representative disordered structures and 4 representative ordered OM

structures, labeled d1-d4 and o1-o4, respectively, from a 6-nano-particle OM experiment. We

analyzed these structures by computer simulations that took them as initial configurations.

Fig. 5.1b shows that the “collective” scattering resonances of the disordered structures have

shorter wavelengths (near 200 nm) than those of the ordered structures [3, 17]. In fact,

the scattering spectrum of d1 is more reminiscent of the scattering of individual 150 nm

dia. Ag NPs than the lattice resonance of well-ordered structures [3]. Fig. 5.1c shows the

mean power dissipation plotted against time elapsed in the Langevin dynamics simulation

trajectory initiated at each of the eight structures shown; the power dissipation of the ordered

structures is less than that of the disordered structures. This observation suggests that a

deeper understanding of the relationship between power dissipation and entropy production

rate can potentially lead to new approaches to design and control OM systems.
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The large range of relaxation behaviors shown in Fig. 5.1c can arise because the initial

condition (structure) for each simulation is from experiment, and are variously close to a

stable (minimum energy) structure. Therefore, it takes time for the initial configuration to

relax [153]. The power dissipation decreases during this relaxation period since it takes more

power to maintain an unstable structure than a stable one. Also, the mean power dissipation

does not go to zero at long simulation times, but asymptotes to a value several orders of

magnitude smaller than the initial value. Therefore, for short simulation times, the particle

configuration is still displaced from a stable structure, so the power dissipation is large. The

small but non-zero power dissipation of the OM system near a stable structure is described

in detail later (in Fig. 5.5) for the six-particle OM triangle structure.

5.4.2 Collective coordinates

Analogous to the vibrational normal modes of molecules, collective modes can be defined

for the stable OM structures [1]. However, the electrodynamic forces exerted on the OM

system are non-conservative, hence the gradient matrix of the force field acting on an OM

NESS is not symmetric, and its eigenvectors are not orthogonal to each other. In order to

ensure orthogonality among the collective coordinates of the OM structure(s) observed in

experiments, we carried out EDLD simulations of the fluctuations of each OM NESS. The

deviation between the nanoparticle locations at each time step of the trajectory and the

reference structure,
∥∥x(t)− xref

∥∥
2
, is determined in the fluctuation simulation. If the devi-

ation is larger than a threshold, set as 275 nm for the 6-particle triangle state, the simulation

is restarted from 1000 frames earlier so as to ensure that the OM structure simulated does

not undergo transitions to other stable OM structures. This threshold is chosen according

to two factors. First, the most probable state (structure) that the triangle structure can

transform to is the chevron [2]. Second, 275 nm corresponds to a committor equal to 0.5

for the transition between triangle and chevron [1]. To account for the rotational symmetry
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of the force field, the rotation angles of all the structures in the sequence of trajectory time

steps are aligned, after which a principal component analysis (PCA) is performed on the

trajectory data set. The principal components (PCs) generated by the PCA are taken as

the collective coordinates (basis) of the NESS.

Figure 5.2: Twelve principal components (modes) of the triangle structure of the 6-particle
OM system. The colored solid lines depict the magnitudes and directions of the collective
particle motions, and the color defines the direction (i.e., phase) of the collective motion;
i.e., particles simultaneously move in the indicated directions for the same color. PCs 1 and
2 correspond to translation and PC 12 to rotation. PCs 3-11 correspond to motions that are
analogous to vibration while the length of the solid lines of these PCs is proportional to the
standard deviations along these PCs. The green and blue solid lines represent fluctuation
amplitudes for right- and left-hand circularly polarization laser beams, while the red lines
also show the effect of switching between right- and left-hand circular polarization alternately
for adjacent simulation time steps. Note that PC modes 1 and 2 are termed translations,
but are more akin to vibrations for the OM structure in a Gaussian (confining) beam vs.
plane wave illumination.

Fig. 5.2 shows the principal components computed for the six particle triangle structure,
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one of the metastable structures of the 6-particle OM system. The length of the fluctuation

simulation is 25 million frames (i.e., time steps). See Fig. 5.7 in Section 5.D for the results

of convergence tests of the PCs and the variances along the PCs. In these calculations

the temperature was taken to be 298 K. Noting that the chirality of the force field breaks

the symmetry of the system, we examined several different laser polarizations to study the

relationship between the collective modes and the non-conservative force in the system.

The 12 PCs shown in Fig. 5.2 are obtained from PCA applied to the fluctuation data

of the 6-particle triangle OM structure. See Fig. 5.8 and Fig. 5.9 in Section 5.D for the

demonstration that these PCs are uncorrelated and that the marginal probability distribution

of the simulation data along these PCs are very close to Gaussian. The pairs of PCs (1,2),

(3,4), (5,6), and (10,11) correspond to the 2-dimensional irreducible representation of the

D3 2-dimensional point group that describes the symmetry of the triangle structure: the

two PCs in each pair are degenerate, hence the exact choice of the two basis vectors in each

degenerate eigenspace is sensitive to random error of the data set. The rotation mode (# 12)

is aligned during pre-processing of the data due to the rotational symmetry of the system,

hence its standard deviation is zero.

Of the 12 PCs, modes 7, 8, and 9 shown in Fig. 5.3 carry the most interesting informa-

tion. These three modes are non-degenerate and demonstrate the influence of the symmetry

breaking due to the chirality of the force field. With the laser changes from left- to right-

hand circular polarization, the collective motion along these three modes changes into its

mirror image. If the laser is switched rapidly between left- and right-hand circular polariza-

tion, these three PCs achieve mirror symmetry, and their displacement directions lie between

those of the purely left- and right-hand circularly polarized displacement directions.
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Figure 5.3: Detailed view of the non-degenerate principal components of the triangle struc-
ture of the 6-particle OM system. The colored solid lines depict the magnitudes and direc-
tions of the collective particle motions, and the color defines the direction of the collective
motion; i.e., particles simultaneously move in the indicated directions for the same color.
The lengths of the solid lines of these PCs are proportional to the standard deviations along
these PC coordinates. The green and blue solid lines represent right- and left-hand circularly
polarization laser beams while the red lines also show the effect of switching between right-
and left-hand circular polarization for adjacent simulation time step.

5.4.3 Damping condition analysis

We now establish that the ordered OM structures we observe are overdamped multiparticle

oscillators. We used the data from simulations at 273 K and 200 mW incident laser power

to compare the single particle damping rate ζ/m = 6πηr/m to the collective coordinate

vibration frequencies

fi =
1

2π

√
kBT

mσ2i
(5.3)

where σ2i is the variance along the ith collective coordinate. This comparison is impor-

tant because the damping rate must be much larger than the vibrational frequencies for an

overdamped Langevin dynamics computation to be valid.

The comparison, shown in Fig. 5.4a, is that ζ/m is more than 2 orders of magnitude larger
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Figure 5.4: Damping condition analysis for the triangle structure of the 6-particle OM sys-
tem. (a) Plot of damping frequency ζ/m (solid blue line) and the oscillator frequencies (blue
dots) along the collective coordinates for T = 273 K and beam power 200 mW. (b) Velocity
auto-correlation functions of single particle (in the inset) and auto-correlation function of
the velocity projected onto the collective coordinates for the triangle structure with T = 273
K and beam power 200 mW. Note that all curves superimpose. (c) At 373 K, the variances
along the collective coordinates is plotted against the decay time scale of the auto-correlation
function of the position component along the collective coordinates. The logarithm is plotted
in the inset for 600 mW beam power. (d) Plot of the slope of the linear fit of mode variances
against projected position auto-correlation function time scales for various beam powers.

than any of the collective mode vibration frequencies. This demonstrates that the system

can be studied using overdamped Langevin dynamics. In addition, we have computed the

auto-correlation functions of the velocity components along each collective coordinate:

corri(t) =
⟨ẋi(t)ẋi(0)⟩〈

ẋ2i
〉 (5.4)

where ẋi is the velocity component projected onto the ith collective coordinate. The decay
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time scale of the velocity auto-correlation is important because the simulation time step of

the Langevin dynamics should be set much smaller. Fig. 5.4b shows the auto-correlation

functions of ẋi for the 6-particle triangle structure. The auto-correlation functions of the ẋi

for the single particle case is shown in the inset. The velocity auto-correlation functions of the

collective coordinates vanish after 50 ns. From these calculations we infer that simulations

of the system with 500 ns time steps sample the overdamped motions in the system.

The time dependence of an overdamped multi-dimensional harmonic oscillator with equi-

librium position at the origin is described, using the overdamped Langevin equation, by

ln
⟨xi(t)xi(0)⟩〈

x2i
〉 = −Dt

σ2i
= − t

τi
(5.5)

(see Section 5.A). In Eq. 5.5, D = kBT/ζ while τi = σ2i /D is the decay time of the auto-

correlation function of the position coordinate along the ith mode. We note that for harmonic

oscillators the decay time scale is proportional to the mode variances and the proportionality

constant is the diffusion coefficient.

Fig. 5.4c shows that Eq. 5.5 holds for the triangle structure of the 6-particle OM system

at 273 K. The inset of Fig. 5.4c shows that the logarithms of the auto-correlation functions

of the collective coordinates are linear for 200 mW beam power, while the main panel of

Fig 5.4c shows that the relation between the mode variance and decay time is also linear

for the OM triangle structure for various beam powers. Both of these results resemble those

for the overdamped harmonic oscillator. Fig. 5.4d further supports the resemblance to the

overdamped harmonic oscillator by showing that the slope of the fit of the mode variance

against decay time is very close to the diffusion coefficient D for all the beam powers that

we sampled. We infer, then, that the position auto-correlation function is very little affected

by the non-conservative nature of the force experienced by the system. In fact, most of the

non-conservative force is associated with the rotational motion of the entire OM structure

(i.e., PC 12).
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5.4.4 Power dissipation along the collective coordinates

The triangle OM structure is a NESS that requires power input to be maintained and there-

fore constantly dissipates energy to the medium. As discussed is association Fig. 5.1c, the

mean power dissipation of the ordered NESS’s of the OM system is significantly smaller than

that of the disordered structures. We now examine the mean power dissipation along the

collective coordinates defined by the PCs of the system.

The mean power dissipation along each of the first 11 collective coordinates was computed

using the Stratonivich discretization:

⟨Pi⟩ =
1

N

∑
j=1

NFi

(
x(j) + x(j+1)

2

)
x
(j+1)
i − x(j)i

∆t

(i = 1 ∼ 11)

(5.6)

where ⟨Pi⟩ is the mean power dissipation along the ith collective coordinate, N is the total

number of frames, j is the time (i.e., frame number) in the simulation trajectory, ∆t is

the simulation time step, Fi(x) is the force component along the ith collective coordinate

analyzed at position x, and xi is its ith component in the collective coordinate basis. A

detailed description of the numerical procedure we have employed is presented in Section

5.D. Fig. 5.10 demonstrates that the mean power dissipation is not sensitive to the choice

of simulation time step. Since the collective coordinate is generated from the trajectory

data set with rotation angles aligned, the power dissipation along the rotation mode (#12)

cannot be calculated directly, but it can be computed as the difference between the mean

total power dissipation and the power dissipation along the first 11 collective coordinates:

109



⟨P12⟩ = ⟨Ptot⟩ −
11∑
i=1

⟨Pi⟩

=
1

N

N∑
j=1

[
F

(
x(j) + x(j+1)

2

)
x(j+1) − x(j)

∆t

−
11∑
i=1

Fi

(
x(j) + x(j+1)

2

)
x
(j+1)
i − x(j)i

∆t


(5.7)

Figure 5.5: Plot of the mean power dissipation along the third collective coordinate of the
triangle configuration: (a) as a function of beam power at various temperatures; (b) as a
function of temperature for various beam powers. Plot of the mean power dissipation along
the rotation coordinate of the triangle configuration: (c) as a function of beam power at
various temperatures; and (d) as a function of temperature under various beam powers.

The results of these calculations are shown in Fig. 5.5. Among the 12 collective coordi-

nates, PC 3 and PC 12 (rigid rotation) are chosen for further examination. See Fig. 5.11
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and Fig. 5.12 in Section 5.D for the power dissipation components along all 12 collective

coordinates. When beam power and temperature are increased, the mean power dissipation

along all the collective coordinates increases. PC 3 is relevant to the transition between the

triangle structure to the chevron structure, another NESS of the 6-particle OM system [1].

Indeed, the chevron is the most probable structure from transformations of the 6 particle

triangle [2]. However, the mean power dissipation along the rotation coordinate is two or-

ders of magnitudes larger than that along PC 3 and other coordinates shown in Fig. 5.11

and Fig. 5.12 in Section 5.D: that is power dissipation associated with the rigid rotation of

the structure dominates over structural transitions, "vibrational" motions, and translation.

Whereas the rotation motion (mode 12) is driven by a non-conservative force [17], mode 3-11

manifest a "housekeeping" power dissipation associated with maintaining the NESS in the

presence of the random noise force of the thermal environment.

5.4.5 Total power dissipation and entropy production rate

The entropy production rate of a NESS can be computed from the Seifert relation [144]:

Ṡm =
⟨F · ẋ⟩
T

=
1

T

∫
dxF (x) · js(x)

Ṡtot =
1

T

∫
dx
ζj2s (x)

ps(x)

(5.8)

where Ṡm is the entropy production rate of the surrounding medium, Ṡtot is the total entropy

production rate, js(x) is the steady state probability current density, and ps(x) is the steady

state probability density [154, 155]. Since the probability density of a NESS is stationary,

the difference between Stot and Sm is the system entropy, which is equal to kB
∫
dxps ln ps

and independent of time, so that Ṡm is equal to Ṡtot:

⟨F · ẋ⟩
T

= Ṡ =
1

T

∫
dx
ζj2s (x)

ps(x)
(5.9)
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It can be shown that psF = kBT∇ps + psF
′, where ∇ ·

(
psF

′) = 0, is a Helmholtz

decomposition of the vector field psF and that js = psF
′/ζ. Here we define F ′ and F−F ′ =

kBT∇ ln ps as the non-conservative and conservative parts of the force field, respectively. If

we rewrite Eq. 5.9 using the relationship between js and F ′, we obtain:

⟨F · ẋ⟩
T

= Ṡ =

〈
F ′2
〉

ζT
=

〈
∥F − kBT∇ ln ps∥2

〉
ζT

≈ 1

ζT

2N−1∑
i=1

〈(
Fi + kBT

xi
σ2i

)2〉 (5.10)

The detailed derivation of Eq. 5.10 is given in Section 5.B. For the single particle OM

system, the F ′ obtained is equal to the azimuthal component of the force field, and the

derivation is given in Section 5.C. We report the results of our calculations as the ratio

between mean power dissipation ⟨F · ẋ⟩ and T Ṡ, which, if Eq. 5.9 is obeyed, should be

unity.

Fig. 5.6 shows the ratio z = ⟨F · ẋ⟩ /T Ṡ computed for three OM systems with 1, 2, and

6 particles. The analysis of each case is based on a data set containing ten 10-million-frame

trajectories where the time step between adjacent frames is 0.5 µs. All the trajectories start

at the reference structure with all particles on trigonal lattice sites and lattice spacing equal

to the laser wavelength in the medium (water). All the data points in Fig. 5.6 use the

complete trajectories except the single particle case at 273 K and 200 mW. In this case, ten

11-million-frame trajectories are simulated and the last 10 million frames in each of the ten

trajectories are taken as the data set for analysis in order to avoid bias introduced by the

initial condition. See Fig. 5.13 in Section 5.D for detailed reasons for selection of this data

set.

Fig. 5.6a shows the ratio z = ⟨F · ẋ⟩ /T Ṡ for the single-particle OM system. The value

of z is unity within our estimated error for for all temperatures and beam powers we have

sampled, in agreement with Seifert’s analysis [155]. However, as is shown in Fig. 5.6b and
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Figure 5.6: Plot of z, the ratio between mean power dissipation ⟨F · ẋ⟩ and T Ṡ and tem-
perature multiplied by entropy production rate T Ṡ for (a) single-particle OM system; (b)
2-particle OM system; (c) 6-particle triangle OM structure.

Fig. 5.6c, when T > 273 K, z is less than 1 in the 2-particle OM system and the 6-particle

triangle OM structure for a considerable range of smaller beam power (less than about 600

mW). Although z does increase as the beam power increases, it remains less than unity when

temperature is high or beam power is low, and we only find T Ṡ equal to the mean power

dissipation (i.e., z = 1) at high beam power and low temperature. We provide a conjecture

concerning the deviation of z from 1 in the next section.
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5.5 Discussion

The results of our power dissipation and entropy production rate calculations along the col-

lective coordinates of the (metastable) 6-particle OM NESS call for a nuanced interpretation

of the Seifert relation. That equality, Eq. 5.9, between the power dissipated in maintaining a

NESS and the rate of entropy production in that state is exact provided that the probability

density distribution for the NESS is truly time-independent and the force acting on the NESS

affects all particles in the configuration that define it. These conditions are apparently well

defined and easily achievable for a single Brownian particle in a well-characterized external

field. They are less precisely delineated when the NESS is defined by the criterion that its

probability density distribution is time-independent, and the basic force-flux relations that

maintain the NESS are, fundamentally, just conservation conditions. Interesting NESS’s

will, typically, have many particles in both ordered and disordered states, thereby requiring

that calculation of the entropy production rate accurately account for the forces on every

particle. The OM system considered in this paper satisfies this requirement.

A comparison of the principal findings from our simulation studies and the experimental

results reported by Han and Yan [74] are of interest. We have shown that, on the time

scale that the metastable 6-particle OM triangle can be treated as in a stationary state, it’s

internal motions can be represented with 12 orthonormal collective coordinates derived from

a principal component analysis of the 12-particle trajectories. The power dissipation along

the collective rotation coordinate is significantly larger than that along the other collective

coordinates. This observation is consistent with the report by Han and Yan that the more

ordered the OM structure the larger the angular velocity associated with its rigid body

rotation [74]. They refer to the change between the ordered and disordered OM structures

as a “phase transition” and use the angular velocity of the particle cluster as a parameter that

identifies the “phase change”. This choice of “phase change” order parameter ignores details

associated with changes in participation of the internal motions that accompany changes
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in OM structure. Our results agree with their work in that the triangle configuration is a

metastable ordered OM NESS that dissipates the most power along rotation. In general, we

expect that quantities such as power dissipation and entropy production rate will be useful

tools for the theoretical characterization of the NESS’s of optical matter. Of course, changes

in entropy and chemical potential are the classic approach to describing phase transitions

[64, 156], but they cannot be applied to the OM system since there is not a well-defined

potential and entropy is constantly being produced.

Consider now the principal component-defined collective coordinates; these are deter-

mined by the conservative part of the force field as they only depend on the probability

density distribution. Nevertheless, the non-conservative part of the force field still affects

them by breaking the symmetry of the system. Since the non-conservative force intrinsically

comes from the power input of the laser, scattered photons are of particular interest vis a vis

the relationship between the collective coordinates and the non-conservative force. A study

of the correlation between the collective coordinates and angular scattering modes [17] is a

natural complement to the work reported here.

Power dissipation projected onto the collective coordinates are computed. It might seem

intuitive that power dissipation projected onto the collective coordinate with larger variance

will be larger. However, as is shown in Fig. 5.11 and Fig. 5.12 in Section 5.D, the power

dissipation is smaller along collective coordinates 7 and 8 compared to that collective co-

ordinates 9, 10, and 11, but collective coordinates 7 and 8 have larger variance compared

to collective coordinates 9, 10, and 11. This is because it is the non-conservative part of

the force field that contributes to the power dissipation, while the collective coordinates

and their variances are determined by the conservative part of the force field. Whereas the

rotation motion (mode 12) is driven by a non-conservative force [17], mode 3-11 manifest a

"housekeeping" power dissipation associated with maintaining the NESS in the presence of

the random noise force of the thermal environment.
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5.6 Conclusions

The system we have studied is a 6-particle OM structure that supports several metastable

ordered structures (triangle, chevron, . . . ) and exhibits transformations between those or-

dered structures [1, 2]. The proper NESS for this OM system, defined by the requirement

that the probability density distribution is time-independent, is the ensemble of 6-particle

structures including structural transformations. Even if the properties of an OM structure

are sampled on a time scale shorter than its lifetime, the existence of leaks to other structures

affects the phase space that is sampled.

Overall, we conclude that:

1. We single out for attention only one of the structures in the 6-particle OM aggregate,

which generates a "metastable" NESS. The "metastable" NESS is stabilized by high

beam power and low temperature. This observation is relevant because the strength of

optical binding in each metastable NESS increases with increasing laser power, leading

to increasing collective mode frequency with increasing incident power. When the

power dissipation and entropy production rate are calculated as described in Section

5.7, with the approximation that the probability density distribution is Gaussian, we

find that in the one particle system there is a deviation from z = 1 at low incident

laser power and at high temperature that is attributable to inadequate sampling of

the initial condition for the probability density function, specifically the deviation of

the initial distribution of sample points from those of the true stationary probability

density function.

2. The internal dynamics of the OM aggregate are strongly influenced by the non-electromagnetic

interactions that act between the nanoparticles. In our case these are the electrostatic

double layer interactions of the nanoparticles. We illustrate this dependence in Fig. 5.14

in Section 5.D. Since the double-layer electrostatic interaction plays an important role
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in the entropy production rate calculation, analysis of experimental data from real OM

systems in solution (i.e., overdamped conditions) may require more accurate treatment

of the double-layer electrostatic interaction than is provided by the form used in our

simulations [157]. Note however, that our choice of model does not affect our results

since the simulation data are numerically accurate, but the model and parameter values

do affect the stability of OM structures that form [2].

3. We have shown that the mean power dissipation and entropy production rate are

generally equal to each other. However, the power dissipation is smaller for multi-

particle cases where the Gaussian approximation is applied to probability distribution

at high temperature or low beam power because the deviation of the OM structure

from the reference structure is larger at high temperature and/or low beam power. The

further the OM system fluctuates from the reference structure the larger the error of

the Gaussian approximation. The reason we do not suffer from this issue for the single

particle case is that the force decomposition can be carried out analytically (see Section

5.C). The entropy production rate calculated in the present paper is the total entropy

production rate. Although in theory the entropy production rate in the medium is

equal to the total entropy production rate for NESS’s, the Gaussian approximation is

the source of greater error in the calculation of the entropy production in the medium

(see Fig. 5.16 in the Section 5.D).

An important goal is learning how to control the stability of the NESS’s and the transition

rates between them in multi-particle OM systems by tuning the parameters of the input laser

beam. Generically, such control problems are very computation expensive because a simu-

lation of the whole configuration space is needed for each set of control parameters. On the

other hand, controlling some functions in the configuration space such as entropy production

rate and scattering that are cheaper to compute, would allow searching for relationships that

connect these quantities to NESS stability, and thereby new routes for control. We believe
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that decomposition of the internal motions of OM systems, and better understanding of the

rates of entropy production of those internal motions, will play an important role in those

investigations. Apart from OM, other overdamped systems with non-conservative force field

can also be studied using this strategy.
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5.A The position auto-correlation function of overdamped

multi-dimensional harmonic oscillators

The forces exerted along the principal directions of a multi-dimensional harmonic oscillator

whose equilibrium position is at the origin of the Cartesian coordinate, are

Fi = kixi (i = 1, 2, ...) (5.11)

where the ki’s are the force constants. The probability density of the particle positions at a

given temperature T is:

p(x, T ) =
∏
i

pi(xi, T ) (5.12)

where

pi(xi, T ) =

√
ki

2πkBT
e
−

kix
2
i

2kBT =
1√
2πσ2i

e
−

x2i
2σ2i (5.13)

where σ2i is the variance along the ith principal direction. Then according to Eq. 5.13, we

have:

ki =
kBT

σ2i
(5.14)

The Langevin equation for an overdamped multi-dimensional harmonic oscillator is:

0 = −kixi(t)− ζ
dxi(t)

dt
+ f

(b)
i (5.15)

where ζ is the friction coefficient and f (b)i is the random bath force which is white (noise) and

homogeneous in time. Multiplying both sides of Eq. 5.15 by xi(0) and taking the ensemble

average, we have:

0 = −ki⟨xi(0)xi(t)⟩ − ζ
d

dt
⟨xi(0)xi(t)⟩+ xi(0)⟨f

(b)
i ⟩ (5.16)
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Since f (b)i is a time-homogeneous white noise, ⟨f (b)i ⟩ = 0, so Eq. 5.16 can be rearranged to:

d

dt
⟨xi(0)xi(t)⟩ = −

ki
ζ
⟨xi(0)xi(t)⟩ (5.17)

the solution of which is

ln
⟨xi(0)xi(t)⟩
⟨x2i ⟩

= −ki
ζ
t (5.18)

Therefore, the decay time scale along the ith principal direction can be defined as τi =
ζ
ki

.

According to Eq. 5.14 and the fluctuation-dissipation theorem [156], we have:

ln
⟨xi(0)xi(t)⟩
⟨x2i ⟩

= −Dt
σ2i

= − t

τi
(5.19)

where D = kBT
ζ is the diffusion coefficient.

5.B Entropy production rate calculation

The probability density distribution of a system described by overdamped Langevin dynamics

follows the Fokker-Planck equation:

∂p

∂t
= ζ−1kBT△p− ζ−1∇ · (pF ) (5.20)

where F is the external force field. For a NESS, the steady state distribution can be defined:

ps(x) = lim
t→∞

p(x, t) (5.21)

Replacing p with ps in Eq. 5.20 and rearranging the equation give:

0 =
∂ps
∂t

= −ζ−1∇ · [ps (F − kBT∇ ln ps)] (5.22)
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Now let F ′ = F − kBT∇ ln ps. Then according to Eq. 5.22, ∇ · (psF ′) = 0. In addition,

since

∇× (pskBT∇ ln ps) = kBT∇×∇ps = 0 (5.23)

then

psF = pskBT∇ ln ps + psF
′ (5.24)

is a Helmholtz decomposition of the force. The decomposition is unique. As a result, the

steady state probability current density is:

js = ζ−1psF − ζ−1kBT∇ps = ζ−1psF ′ (5.25)

When Eq. 5.25 is substituted in Eq. 5.7, we find

Ṡ =
1

T

∫
dx
ζj2s
ps

=
1

T

∫
dx
F ′2ps
ζ

=
⟨F ′2⟩
ζT

(5.26)

Since the steady state probability distribution is very close to a multi-dimensional Gaussian

along the collective coordinates for the OM NESS,

∂ ln ps
∂xi

≈ σ−2i xi (5.27)

where σ2i is the variance along the ith collective coordinate. Substitution of Eq. 5.27 together

with the definition of F ′ back to Eq. 5.26 leads to:

Ṡ =
⟨F ′2⟩
ζT

=
1

ζT

2N−1∑
i=1

〈(
Fi + kBT

xi
σ2i

)2〉
(5.28)

where N is the number of particles and Fi is the external force component along the ith

collective coordinate.
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5.C Single-particle force field decomposition

For a single-particle OM system, the force field F (x) is a 2-dimensional vector field defined

on a 2-dimensional configuration space, so its Helmholtz decomposition can be accurately

computed without using the Gaussian distribution approximation. Due to the cylindrical

symmetry of the system, the steady-state probability density distribution ps(x) and the

magnitude of the force field do not depend on the polar angle, so the radial component of

the force field can be written as:

Fr(r, θ) = Fr(r)r̂ = Fr(r) cos θx̂+ Fr(r) sin θŷ (5.29)

In Eq. 5.29, Fr is the magnitude of Fr. x̂, ŷ, and r̂ are the unit vectors along x, y, and

radial directions, respectively. Likewise, the azimuthal component of the force field can be

written as:

Fa(r, θ) = Fa(r)θ̂ = −Fa(r) sin θx̂+ Fa(r) cos θŷ (5.30)

Let gr(r) = ps(r)Fr(r) and ga(r) = ps(r)Fa(r), and we have:

∇× (psFr) =
∂

∂x
(gr sin θ)−

∂

∂y
(gr cos θ)

=

(
∂gr
∂r

∂r

∂x
sin θ + gr cos θ

∂θ

∂x

)
−
(
∂gr
∂r

∂r

∂y
cos θ − gr sin θ

∂θ

∂y

)
= 0

(5.31)

122



and
∇ · (psFa) =

∂

∂x
(−ga sin θ) +

∂

∂y
(ga cos θ)

=

(
−∂ga
∂r

∂r

∂x
sin θ − ga cos θ

∂θ

∂x

)
+

(
∂ga
∂r

∂r

∂y
cos θ − ga sin θ

∂θ

∂y

)
= 0

(5.32)

Therefore, ∇× (psFr) = 0 and ∇ · (psFa) = 0, so that

psF = psFr + psFa (5.33)

Eq. 5.33 is a Helmholtz decomposition of the vector field psF . According to the uniqueness

of Helmholtz decompositions as well as Eq. 5.24 and Eq. 5.26, we have:

Ṡ =
⟨F 2
a ⟩
ζT

(5.34)

Thus the entropy production rate of a single-particle OM system can be calculated by com-

puting the mean square of the azimuthal component of the force field without the Gaussian

distribution approximation.
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5.D Supplementary Information

Figure 5.7: Convergence test of the PCs generated by Principle Component Analysis (PCA)
applied to the rotationally aligned fluctuations of the nanoparticle constituents from elec-
trodynamics - Langevin dynamics (EDLD) simulation trajectory data set of the triangle
structure 6-particle OM system. (a) The norm of the inner product between right singular
vectors (PCs) from PCA performed on a 10-million-frame (rows) and a 25-million frame
(columns) trajectory. The diagonal nature of the matrix indicates both convergence and
orthonormality of the numerically estimated PCs. (b) The relative difference between the
variances of PCs 1-11 of the 10-million-frame (rows) and a 25-million frame (columns) trajec-
tory. The very small relative errors provide further support of convergence of the numerically
estimated PCs. The initial condition of the simulation is the triangle structure on trigonal
lattice sites whose lattice spacing is the wavelength of the laser in water. Other parameters
of the simulation are stated in the Method section of the main text.

From Fig. 5.7, we can see that when the electrodynamics - Langevin dynamics (EDLD)

simulation trajectory length of the triangle structure 6-Ag nanoparticle optical matter (OM)

system is larger than 10 million frames (i.e., time steps), both the principal components (PCs)

and the variances along the PCs converge. Therefore, the PCs that have been determined

and shown in Fig. 5.2 of the main text are numerically meaningful.
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Figure 5.8: Projection of the EDLD simulation trajectory of the 6-particle triangle OM
structure at 298 K and 600 mW beam power into the basis of the numerically estimated
PCs. (We omit PC 12 corresponding to rigid rotation from this analysis.) (a) The marginal
probability density distribution of the collective coordinates. (b) The fitting error of the
marginal probability density distributions compared to a best fit Gaussian distribution. The
fitting error is

∫ ∣∣∣pi − pGaussian fit
i

∣∣∣ dxi. The results demonstrate that each projected mode
follows an approximately Gaussian distribution.

Fig. 5.13 shows the analysis of entropy production rate times temperature, T Ṡ and mean

power dissipation ⟨P ⟩ for different 1-million-frame segment in the EDLD simulation trajec-

tory for 1-particle and 2-particle cases. For both cases, 100 10-million-frame trajectories are

simulated and each trajectory is divided into 10 1-million-frame segments labeled 1 to 10

according to the order in the trajectory. The segments with the same label are collected

together for the analysis. Fig. 5.13a,b show that T Ṡ and ⟨P ⟩ of the first 1-million-frame seg-

ment deviates from the rest, meaning that there is an initial condition bias in this segment.

Therefore, the 1-particle case analysis in the main text is performed using the last 10 million

frames of 11-million-frame trajectories. On the other hand, this bias is not important for the

2-particle case shown by Fig. 5.13c and 5.13d , so the data analysis for the 2-particle OM

system is based on 10-million-frame trajectories that start at the reference structure. Other

simulation parameters are the same as Fig. 5.11.
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Figure 5.9: The pairwise correlation plot of the PCs for the 6-particle triangle OM structure
at 298 K and 600 mW beam power. The diagonal nature of the plot indicates the orthonor-
mality of the PC modes. (We omit PC 12 corresponding to rigid rotation from this analysis.)
The initial condition of the simulation is the triangle structure on trigonal lattice sites whose
lattice spacing is the wavelength of the laser in water. Other parameters of the simulation
are stated in the Method section of the main text.

Fig. 5.16a and 5.16b show that a very small error introduced by the linear approximation

of the conservative part of the force field, F0, will cause a large error in the medium entropy

production rate, Ṡm, for the single particle OM system in a Gaussian beam. This means that

the computation of Ṡm is sensitive to the error of F0. The sensitivity of Ṡm compared to the

total entropy production rate Ṡtot is analytically shown below. Without loss of generality,

we can assume that the particle is on x-axis due to the cylindrical symmetry of the force
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Figure 5.10: The mean power dissipation components PED,i where i=1-11 are the first 11
PC modes, computed using Stratonovich discretization, along the collective coordinates for
the 6-particle triangle OM structure. Each colored result is obtained at 298 K and 600
mW beam power and shown as a function of simulation time step. Other EDLD simulation
parameters are the same as Fig. 5.9. The calculated power dissipation components are quite
insensitive to the choice of simulation time step.

field. As shown in Section 5.C in the main text, the conservative part of the force, F0, is

along the x-axis while the nonconservative part of the force, F ′, is along the y-axis. Then

T Ṡm and T Ṡtot can be written as:

T Ṡm =
F · F ′

ζ
=
F 2
y

ζ
, T Ṡtot =

F ′ · F ′

ζ
=
F 2
y

ζ
(5.35)

where:

F = F0 + F ′, F0 = Fxx̂, F ′ = Fyŷ (5.36)

, and ζ is the friction coefficient. Then linear approximation is applied to the calculation of

T Ṡm and T Ṡtot:
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Figure 5.11: Plot of the mean power dissipation components along each collective coordinate
of the 6-particle triangle OM structure as a function of beam power at various temperatures.
The initial condition of the simulation is the triangle structure on trigonal lattice sites whose
lattice spacing is the wavelength of the laser in water. Other parameters of the simulation
are stated in the Method section of the main text. The scale of the power dissipation along
PC mode 12 is 1 to 3 orders of magnitude larger than the power dissipation along the rest
of the modes.

T ˙̃Sm =
F · F̃ ′

ζ
=
Fx(Fx + kx) + F 2

y

ζ
= T Ṡm +

Fx(Fx + kx)

ζ
(5.37)
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Figure 5.12: Plot of the mean power dissipation components along each collective coordinate
of the 6-particle triangle OM structure as a function of temperature under various beam
powers. The initial condition of the simulation is the triangle structure on trigonal lattice
sites whose lattice spacing is the wavelength of the laser in water. Other parameters of
the simulation are stated in the Method section of the main text. The scale of the power
dissipation along PC mode 12 is 1 to 3 orders of magnitude larger than the power dissipation
along the rest of the modes.

T ˙̃Stot =
F̃ ′ · F̃ ′

ζ
=

(Fx + kx)2 + F 2
y

ζ
= T Ṡtot +

(Fx + kx)2

ζ
(5.38)

where:
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Figure 5.13: Plot of entropy production rate times temperature, T Ṡ, and mean power dis-
sipation, ⟨P ⟩, as a function of 1-million-frame segments of 10-million-frame trajectories at
273 K and 200 mW beam power. (a) T Ṡ of 1-particle case. (b) ⟨P ⟩ of 1-particle case. (c)
T Ṡ of 2-particle case. (d) ⟨P ⟩ of 2-particle case. The mean entropy production rate of the
first 1-million-frame segment deviates from the those of the rest 1-million-frame segments, so
the mean entropy production rate analyzed the main text is computed from the trajectory
without the first 1-million-frame segment.

F = F̃0 + F̃ ′, F̃0 = −kxx̂, F̃ ′ = (Fx + kx)x̂+ Fyŷ (5.39)

We can see from Eq. 5.37 and Eq. 5.38 that, when calculated using linear approximation,

the error term of the medium entropy production rate is the first order term of the error in

the calculation of force Fx+kx, while that of the total entropy production rate is the second

order term. Therefore, compared to Ṡtot, Ṡm is more sensitive to the force error introduced

in the linear approximation.
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Figure 5.14: Plot of z, the ratio between mean power dissipation, ⟨F · ẋ⟩, and temperature
multiplied by entropy production rate, T Ṡ, without taking double-layer electrostatic inter-
action into consideration for (a) 2-particle OM system; (b) 6-particle triangle OM structure.
The initial condition of the simulation is the triangle structure on trigonal lattice sites whose
lattice spacing is the wavelength of the laser in water. Other parameters of the simulation
are stated in the Method section of the main text. The double-layer electrostatic interaction
has a large influence on the entropy production rate calculation, so it cannot be neglected.
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Figure 5.15: Plot of z, the ratio between mean power dissipation, ⟨F · ẋ⟩, and temperature
multiplied by entropy production rate, T Ṡ, for the 6-particle triangle OM structure at 298 K
and 200 mW beam power; (a) medium entropy production rate; (b) total entropy production
rate. The initial condition of the simulation is the triangle structure on trigonal lattice sites
whose lattice spacing is the wavelength of the laser in water. Other parameters of the
simulation are stated in the Method section of the main text. The choice of the fitting error
threshold in the local fluctuation simulation does not affect the entropy production rate
calculation.
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Figure 5.16: Support for the claim that the difference between the power dissipation and
T Ṡ computed for a 6-nanoparticle OM is caused by the error of the linear approximation
of the conservative part of the force field F0. (a) Plot of the accurate F0 and the linearly
approximated F0 for a single Ag nanoparticle for 600 mW Gaussian beam. (b) Plot of the
accurate T Ṡ as well as the medium and total T Ṡ computed at specific positions using a
linearly approximated F0 against the radial distance for the single particle OM for 600 mW
Gaussian beam. (c) Sketch of the force decomposition in the single particle case. The com-
putation parameters of the force calculation are the same as those of dynamic simulations,
stated in the Method section of the main text.
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CHAPTER 6

RAMAN EFFECT-INSPIRED INSIGHTS INTO COLLECTIVE

FLUCTUATION MODE-DEPENDENT LIGHT SCATTERING

OF OPTICAL MATTER SYSTEMS

In this chapter, sections 6.1 to 6.7 are based on the following manuscript under review:

Shiqi Chen, Andrew L. Ferguson, Stuart A. Rice, Norbert F. Scherer. "Raman Effect-

Inspired Insights into Collective Fluctuation Mode-Dependent Light Scattering of Optical

Matter Systems" J. Phys. Chem. C, 2024, under review.

6.1 Abstract

Raman scattering is widely used to study underdamped vibrational normal modes of a

molecule, their intra-molecular potentials and molecular structures via the change of po-

larizability associated with structural deformation. Inspired by the classical Raman effect,

this paper presents the relationship of the symmetry of overdamped collective fluctuation

modes (analogous to underdamped normal modes) of optical matter (OM) arrays to their

coordinate-dependent changes in induced-polarization and light scattering. OM systems con-

sist of (nano-)particles that form 2-dimensional ordered (often trigonal lattice) structures due

to electromagnetic interactions in coherent fields. The interactions among the particles are

mediated by incident and scattered coherent light. While the influence of incident light

on the dynamics of the OM system has been explored and the relationships of electrody-

namic interference and induced-polarization to the scattered light have been studied, there

is less appreciation of the relationship of the scattered light and the nanoparticle dynamics

of OM structures. We demonstrate a homomorphism between the monotonic fluctuation

mode-dependence of the scattering properties of OM systems and the monotonic coordinate-

dependent polarizability of Raman active modes. We show that the induced-polarization and
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total scattering cross-section changes monotonically along modes with high symmetry but

non-monotonically along lower symmetry modes. Furthermore, the broken symmetry due to

the chirality of the incident circularly polarized light vs. the rotationally symmetric trigo-

nal lattice structure(s) can be described by changes in the irreducible representations such

that some “Raman inactive” modes become active. Our analysis opens new opportunities to

explore dynamics of N-body systems.

6.2 Introduction

Determination of intra-molecular potentials and structure from internal motions has long

been exemplified by infra-red absorption and Raman scattering spectroscopies [158, 159].

These spectroscopic measurements report a response of the coordinate-dependent internal

(e.g. vibrational) motions of the system in some basis such as normal modes to the ap-

plied field. Inspired by classical Raman scattering theory (more precisely elastic Rayleigh

scattering) [158, 159], this paper develops a symmetry-dependent analysis for overdamped

collective mode internal motions in electrodynamically bound optical matter (OM) sys-

tems [6, 105–107]. OM is a particle assembly created when polarizable (nano-)particles

trapped in a coherent electromagnetic (laser) beam [6, 105–107] having electrodynamic in-

teractions mediated by incident and scattered coherent light [9] between the particles that

are stronger than random (e.g., thermal) forces of the environment. The OM assemblies can

be ordered (i.e., rigid body-like) or disordered. To date, most studies of optical matter have

focused on the influence of incident light on the stability of and/or the transitions between

small ordered OM structures (i.e., isomerizations) without detailed analysis of possible rela-

tionships between the particle dynamics and light scattered by the OM structure [3]. Here

we demonstrate that the elastically scattered light contains information about the internal

motions of the OM structures and develop a group theoretic analysis thereof.

The classical Raman effect involves inelastic scattering of light due to its coupling with
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changes in, e.g., the vibrational modes of an illuminated molecule or crystalline material [160].

Information about the symmetry of the molecular vibrational modes or the phonon modes

of a crystal can be obtained by analyzing the scattered light [160]. One of the important

features of Raman active modes is that the polarizability of the molecule or the crystal

changes when it deforms along the mode [161]. For example, both the A1g mode (D-band)

and the E2g mode (G-band) in graphene shown in Figures 6.1a-c are Raman active [162].

Furthermore, the helicity (i.e., left- or right-hand circular polarization) of the incident and

scattered light involved in Raman scattering is particularly useful for studying 2-dimensional

(or layered) materials [163, 164]. The helicity of the circularly polarized scattered light in

helicity-resolved Raman scattering [162,165,166] does not change for some phonon modes but

changes for others, hence can be used to determine the symmetry and polarization changes

corresponding to the phonon modes in 2-D materials [167]. For example, the handedness

of the polarization of helicity-resolved Raman scattered light of the A1g mode (D-band) of

graphene is the same as the input light polarization while the handedness of scattered light

polarization of the E2g mode (G-band) is the opposite to the input light [162].

The OM system studied in this paper consists of silver nano-particles in an experimental

or simulated Gaussian optical trapping beam. The individual nano-particle motions are

overdamped because they are suspended in water or simulated using the frictional damping

thereof. Three experimental examples are shown (as dark-field microscopy images averaged

over 157 frames) in Fig. 6.1d-f termed hexagon, triangle, and chevron, formed in a focused

Gaussian laser (i.e., trapping) beam [1,3,17]. The electrodynamic interactions that bind the

nano-particles together arise from the light scattered between and the induced-polarization

created in each particle [3,9,168]. The momentum change between the incident and scattered

light and conservation of momentum can cause the overdamped OM structure to rotate

[15,17].

Previous studies of the far-field scattering and induced-polarization of OM systems only
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Figure 6.1: Representative vibrational and fluctuation modes with high symmetry. (a-c)
Raman active phonon modes of graphene corresponding to the D6h point group representa-
tions (a) A1g and (b-c) E2g. (d-f) Dark-field microscopy images aligned and averaged over
157 frames for (d) 6-fold symmetric, (e) triangle, and (f) chevron OM structures. (g) The
breathing fluctuation mode of the 7-particle 6-fold symmetric OM structure corresponding to
D6 point group representation A1. (h) One of the three-fold symmetric fluctuation modes of
the 6-particle triangle OM structure corresponding to D3 point group representation A1. (i)
The Raman-active breathing normal mode (corresponding to D6h point group representation
A1g) of a planar hexagonal molecule with 6-fold rotational symmetry such as a united-atom
model of benzene. Panels (d-f) reproduced with permission from ref. [3]. Copyright Ameri-
can Chemical Society.
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considered the nearest neighbor spacing of the particle constituents as variables to study

the behavior of the scattering cross-section and the induced-polarization [3]. However, OM

systems are dynamic, manifesting structural fluctuations arising from the thermal energy of

their envrionment. The collective particle fluctuation modes of "stable" OM structures can

be obtained by principal component analysis (PCA); these PC modes resemble the normal

modes of molecules but are appropriate for the overdamped (single and) collective particle

motions [1]. For small structurally well-defined OM arrays, it is more intuitive to make

analogies between the Raman active modes of molecules and the OM collective fluctuation

modes with high symmetry. As shown in Fig. 6.1i, the symmetric breathing mode for a

hexagonal molecule with six-fold rotational symmetry (e.g. a united atom model of benzene)

is Raman active because the polarizability of the molecule changes when it deforms along

this mode, a property of Raman active modes. Therefore, the symmetric breathing mode of

the 7-particle 6-fold symmetric OM structure shown in Fig. 6.1g is of interest.

In this paper, we conduct numerical simulations to study small OM structures with

various symmetries. Since the OM structure scatters light from its polarizable particle

constituents (vis a vis the induced-polarizations and collective scattering modes [3,17]) , the

present paper establishes that the symmetry analysis of the vibration modes used in Raman

spectroscopy can be adopted to study the PC mode-dependent scattering of stable 2-D OM

structures. To be clear, the present work is not about Raman enhancement in the near-field

of nanostructures [169,170], but developing the analogy of light scattering from the collective

modes of optical matter structures themselves to the classical Raman effect. We demonstrate

that the homomorphism holds when the induced-polarization changes monotonically along

particular collective modes. For stable OM structures with lower symmetry such as the 6-

particle triangle structure shown in Fig. 6.1h, which does not have a symmetric breathing

mode as a collective fluctuation PC mode, there exists a three-fold symmetric collective mode

with a non-zero derivative of the induced-polarization. The 6-particle chevron structure is an
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example of an OM structure with lower symmetry, and therefore less contrasting symmetry

properties, that is presented in Section 6.A. Finally, recognizing that the chirality of the

polarization state of the incident light causes symmetry breaking, reveals that the perturbed

OM fluctuation modes along which the derivative of their induced-polarization is non-zero

correspond to the same irreducible representation of the structural symmetry point group as

the Raman active modes that preserve the polarization of light in helicity-resolved Raman

scattering [165–167].

6.3 Methods

Electrodynamics-Langevin dynamics (EDLD) simulations were performed with the electro-

dynamic forces calculated by Generalized Multiparticle Mie Theory [37,38] using the MiePy

software developed by the Scherer Lab [17,39]. Full details of the simulation approach have

been reported [171]. Briefly, the EDLD solver performs numerical integration of the following

Langevin equation:

m
d2x

dt2
= FED(x)−∇UDL(x)− ζ

dx

dt
+ f (b) (6.1)

In Eq. 6.1, m is the mass of the particle; x is the Cartesian coordinate of the structure; t

is time; ζ = 6πηr is the friction coefficient for particle radius r = 75 nm; η is the viscosity

of the medium (taken to be water); f (b) is the bath random force term defined to be white

noise satisfying the fluctuation dissipation relation at a specified temperature; FED is the

sum of external electrodynamic force fields computed by the Maxwell stress tensor using

MiePy [39]. The simulation time step between a pair of frames is 0.5 µs. UDL is the double

layer electrostatic interaction [40]:
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UDL(x) =
N−1∑
i=1

N∑
j=i+1

V (rij)

V (rij) = 32πε0εm

(
kBT

zpe

)2

tanh2
(
zpeψ

4kBT

)
× exp [−κ

(
rij − 2r

)
]

(6.2)

where N is the number of particles; εm is the medium electric permittivity; zp = 1 is the ion

valence; ψ = −77 mV is surface electrostatic potential; κ−1 = 100 nm is the Debye screening

length; r is the particle radius; rij =
∣∣xi − xj

∣∣ is the distance between the ith and jth

particle. The Debye screening length was determined in a previous simulation experimental

comparison [2].

6.4 Results

6.4.1 Collective fluctuation modes and symmetry of the triangular OM

structure

In this section, we show the 12 collective fluctuation modes of the planar 6-particle triangle

OM structure and the influence of the optical chiral broken symmetry on them.

Fig. 6.2 shows the collective fluctuation modes computed for the triangle structure, one

of the stable structures of the 6-particle OM system. The detailed algorithm for generating

the collective fluctuation modes is the same as that used in our previous publication [1]: they

are obtained by carrying out principal component analysis (PCA) on simulation trajectories

of the local nanoparticle spatial fluctuations with the rotation angle of the OM structures

aligned to a particular orientation (thereby removing the driven rotation of the whole OM

array). The principal components (PCs) generated are taken as the collective fluctuation

modes, which are labeled according to their decreasing variance. In Fig. 6.2, the red (blue)

sticks represent the collective motion of the particles when the incident light is left (right)

circularly polarized. The dark (light) shade of the sticks shows the direction (i.e., phase) of
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the particle motion when the structure deforms towards the positive (negative) direction of

the collective coordinate.

Figure 6.2: Twelve collective fluctuation modes of the triangle structure of the 6-particle OM
system. The colored solid lines depict the magnitudes and directions of the collective particle
motions. The color defines the direction of the collective motion; i.e., particles simultaneously
move in the indicated directions for the same color. Modes 1 and 2 correspond to translation
and mode 12 to rotation. Modes 3-11 correspond to collective vibration-like motion and
the length of the solid lines of these modes is proportional to the standard deviations along
these coordinates. The red and blue solid lines represent the motions for right- and left-hand
circularly polarized laser beams. The dark (light) color corresponds to the positive (negative)
direction of the mode coordinate. The pair of modes in each green box are degenerate and
their mirror axes are shown by the black dashed line. The irreducible representations (i.e.,
E, A1, A2) of the structure symmetry point group D3 are given in parentheses.

The symmetry of the collective PC modes in Fig. 6.2 does not rigorously follow the

symmetry of the corresponding irreducible representation of the structure symmetry point

group D3 because the chirality of the incident light polarization breaks the mirror symmetry.
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This broken symmetry occurs in both the degenerate modes and the non-degenerate modes.

For each pair of degenerate modes, the choice of the two basis vectors is supposed to be

arbitrary, but Fig. 6.2 shows that modes 1, 3, 5, and 11 are symmetric, while modes 2, 4,

6, and 10 are anti-symmetric. Furthermore, the non-degenerate modes 7, 8, and 9 become

mirror images when the chiral perturbation of the incident light switches from left-hand to

right-hand.

Figure 6.3: The 8th collective fluctuation mode of the triangle configuration of the 6-particle
OM system. The colored solid lines depict the magnitudes and directions of the collective
particle motions. The dots and crosses labeled on the particles correspond to the direction
of the cross-product between the radial and the azimuthal component of the particle motion.
Specifically, dots correspond to pointing outward and crosses correspond to pointing inward.
(a) The incident light is left-hand circularly polarized. (b) The incident light is right-hand
circularly polarized. (c) The polarization of the incident light is switched between left- and
right-hand circular polarization for each successive simulation time step, hence there is no
(net) symmetry breaking.

In order to address this last point more clearly, mode 8 is taken as an example and

shown in detail in Fig. 6.3. The 8th modes for left- and right-hand circularly polarized

incident light shown in Figures 6.3a and 6.3b do not have mirror symmetry, but they are

mirror images of each other because the circular polarization of the incident light acts as a

symmetry breaking perturbation that affects the direction (orientation) and symmetry of the

modes. If we eliminate this broken symmetry by switching the incident light between right-

and left-handed circular polarization in successive simulation time steps, the resulting helical
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handedness averaged mode 8 shown in Fig. 6.3c gains mirror symmetry. Therefore, the mode

shown in Fig. 6.3(c) has all the symmetry elements for the A2 irreducible representation of

the structure symmetry point group D3. For the helical field perturbed cases in Figures 6.3a

and 6.3b, the symmetry of the system is the structure symmetry perturbed by the incident

light symmetry, which is D3 ∩ C∞ = C3, a subgroup of the structure symmetry point group.

Therefore, the irreducible representation of the modes shown in Fig. 6.3a and 6.3b is reduced

from A2 of the structure symmetry point group D3 to the irreducible representation A of

the subgroup C3. However, the symmetry breaking perturbation is small enough that the

variances of the degenerate mode pairs are close and that the modes are close to their

symmetric unperturbed versions. This is the reason why the broken symmetry is treated as

a perturbation in the following discussion.

6.4.2 Collective fluctuation modes and symmetry of the hexagonal OM

structure

This section shows the collective fluctuation modes of the 7-particle 6-fold symmetric OM

structure and their comparison to the Raman activity of the normal modes of a united-atom

model of benzene.

Fig. 6.4 shows the collective fluctuation modes computed for the 7-particle 6-fold sym-

metric OM system. The inversion symmetry restriction in the modes that belong to the E2

irreducible representation as well as the 3-fold rotational symmetry restriction in all non-

degenerate modes that belong to the 1-dimensional irreducible representations of the D6

point group means that central particle motion can only be significant in the E1 modes. In

addition, E1 is a Raman-inactive irreducible representation for D6 as a point group for the

2-dimensional OM system in the x-y plane, so that all the collective fluctuation modes that

correspond to Raman-active irreducible representations do not involve central particle mo-

tion. Since there is no central particle in the middle of the planar hexagons in graphene or a
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Figure 6.4: Fourteen collective fluctuation modes of the 6-fold symmetric structure of the
7-particle OM system. The colored solid lines depict the magnitudes and directions of the
collective particle motions, and the color defines the direction of the collective motion; i.e.,
particles simultaneously move in the indicated directions for the same color. Modes 1 and 2
correspond to translation and mode 14 to rotation. Modes 3-13 correspond to vibration-like
motions and the length of the solid lines of these modes is proportional to the standard
deviations along these modes. The red and blue solid lines represent the motions for right-
and left-hand circularly polarized laser beams. The dark (light) color corresponds to the
positive (negative) direction of the mode coordinate. The pair of modes in each green box
are degenerate and their mirror axes are shown by two different styles of black dashed lines
according to the conjugacy class they belong to. The irreducible representations of the
structure symmetry point group D6 are labeled in parentheses.
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united-atom model of benzene, the analogy to Raman activity between these 2-dimensional

6-fold symmetric hexagonal structures and the 7-particle 6-fold symmetric OM structure is

reasonable; this analogy cannot be affected by the extra central particle in the 7-particle

6-fold symmetric structure. Furthermore, similar to the 6-particle triangle structure case,

the symmetry of the modes in Fig. 6.4 does not rigorously follow but is close to the symmetry

of the corresponding irreducible representation of the structure’s symmetry point group D6.

This is because the chirality of the incident light polarization causes broken mirror symme-

try that can be taken as a perturbation due to its moderate significance compared to the

structure symmetry. Each green-boxed pair of degenerate modes in Fig. 6.4 consist of one

symmetric and one anti-symmetric mode.

6.4.3 Groups and conjugacy classes

This section shows detailed differences among the mirror symmetries of the collective fluc-

tuation modes of the 7-particle 6-fold symmetric OM structure by introducing conjugacy

classes in a point group.

A point group consists of group elements that represent symmetry operations. The

multiplication adapted to the point group acting on group elements pairs corresponds to

successive symmetry operations. Given a group G, two group elements of G, g and g′, are

conjugate to each other if there exists a group element h such that g′ = hgh−1 holds. A

conjugacy class of group G is a subset of G such that each pair of elements in the conjugacy

class are conjugate to each other.

Compared to the D3 point group in the case of the triangle OM structure for which

all the mirror symmetries belong to a single conjugacy class, the mirror symmetries in D6

point group belong to 2 conjugacy classes, which complicates the mirror symmetries in the

collective fluctuation modes generated by PCA. The three mirrors that pass through two

opposite particles belong to one conjugacy class, in which the three mirror symmetries are
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referred to as σ′. The other three mirrors that bisects two opposite vertices belong to the

other conjugacy class, in which the three mirror symmetries are referred to as σ′′. Among

the degenerate pairs that belong to the irreducible representation E1, modes 1, 5, and 12 are

symmetric with respect to a σ′ but anti-symmetric with respect to a σ′′, while modes 2, 4,

and 13 are anti-symmetric with respect to a σ′ but symmetric with respect to a σ′′. On the

other hand, among the degenerate pairs that belong to the irreducible representation E2,

with respect to both a σ′ and a σ′′, modes 6 and 8 are symmetric while modes 7 and 9 are

anti-symmetric.

6.4.4 Initial structural relaxation by mode and symmetry

This section shows the mode- and symmetry-dependence of the electrostatic repulsion of the

charged nanoparticles in OM structures by analyzing their relaxed structures with different

powers of the optical beam. We find that the structural deviation of the relaxed structure

in response to the power change of the optical beam is only significant along the collective

fluctuation modes corresponding to the A-type irreducible representations.

Apart from the electrodynamic interactions amongst the nanoparticle constituents of an

OM structure that are related to light scattering, the other interaction among the particles is

the double-layer Coulomb potential between colloidal particles. Therefore, before analyzing

the scattering properties, we first explain the relation between the double-layer potential

and the collective coordinates by analyzing the collective fluctuation mode components of

the structural deviations between the reference OM structure and OM structures in the

deterministic simulation trajectory initiated at the reference structure evaluated for different

beam powers. The reference structure is taken as the mean structure of the fluctuation

simulation trajectory at 100 K temperature and 200 mW beam power, which is also used as

the data set for the PCA that allows generating the collective fluctuation modes.

The analysis of the collective fluctuation mode components of the structural deviations
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Figure 6.5: Symmetry analysis of electrostatic properties using structural deviations between
the reference structure and the OM structures in the trajectory of the deterministic simu-
lation. (a) Plot of the collective fluctuation mode components of the structural deviations
between the reference structure of 6-particle triangle structure (termed X) and the OM struc-
tures in the trajectory of the deterministic simulation with 50 mW beam power (Y) initiated
at the reference structure as a function of simulation elapsed time. The reference structure
is taken as the mean structure of the fluctuation simulation at 100 K temperature and 200
mW beam power. (b) X = 6-particle triangle structure, Y = 200 mW. (c) X = 7-particle
6-fold symmetric structure, Y = 50 mW. (d) X = 7-particle 6-fold symmetric structure, Y
= 200 mW.

between the reference OM structure and OM structures in the deterministic simulation tra-

jectory initiated at the reference structure and evaluated for different beam powers is based on

the fact that the electrodynamic interaction changes proportionally to the change of optical

beam power, while the double-layer potential is independent of beam power. Therefore, the

difference between the converged structure in the deterministic simulation and the reference

structure will be negligibly small if the double-layer potential is absent [171]. Comparing

Fig. 6.5b to 6.5a, or Fig. 6.5d to 6.5c, we see that if the deterministic simulation is at the

same beam power as the fluctuation simulation used to obtain the reference structure, the
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structural difference between the two is very small compared to structural difference between

the deterministic simulation and the reference structure at different beam powers.

However, in the cases where the deterministic simulation and the reference structure are

at different beam powers, the structural difference is significant only along the collective

fluctuation modes corresponding to the A-type of irreducible representation of the structure

symmetry point group. In the triangle case shown in Fig. 6.5a, modes 7, 8, and 9 that

correspond to the A1 and A2 irreducible representation of the D3 point group dominate the

structural difference. Note that the structural difference along the A2 mode is less than

that of the two A1 modes. This is caused by the chiral perturbation of the optical field and

explained in detail in the Discussion Section. The only A2 mode in the 6-fold symmetric

case shown in Fig. 6.5c is rotation. However, rotation is eliminated before carrying out the

PCA, so only mode 11, which corresponds to the A1 irreducible representation of the D6

point group, contributes to the structural difference.

6.4.5 Scattering cross-section vs. mode displacement

We show that the mode-dependence of the scattering cross-section is monotonic along A-type

collective fluctuation modes and not monotonic along other modes for two representative OM

structures.

Apart from the double layer potential, the symmetry of the collective fluctuation modes

also plays an important role in the scattering properties of the OM structures. This is the key

idea of this paper. Fig. 6.6a shows the normalized scattering cross-section as a function of

structural displacement along the collective fluctuation modes with respect to the reference

structure of the 6-particle triangle OM structure. The scattering cross-section is normalized

by division by πR2, one-fourth of the nanoparticle surface area [17]. The normalized scatter-

ing cross-section only changes monotonically about the mean position (origin) for modes 7,

8, and 9. These modes correspond to the A-type irreducible representation. In other words,
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Figure 6.6: Scattering cross-sections as a function of structural displacement along the collec-
tive fluctuation modes with respect to the reference structure of the: (a) 6-particle triangle
OM structure for which the scattering cross-section only changes monotonically with dis-
placement along mode 7, 8, and 9; (b) 7-particle 6-fold symmetric OM structure for which
the scattering cross-section only changes monotonically with displacement along mode 11.
The scattering cross-sections are normalized by πR2, where R = 75 nm is the radius of a
single Ag nanoparticle.

the partial derivatives of the scattering cross-section analyzed at the origin along these three

modes (7, 8, and 9) are non-zero, but are zero along other modes. Likewise, Fig. 6.6b shows

the same properties for the 7-particle 6-fold symmetric OM structure. The partial derivative

of the scattering cross-section analyzed at the origin is non-zero only along mode 11, which

is the only fluctuation mode that corresponds to the A type irreducible representation in the

7-particle 6-fold symmetric OM structure.

6.4.6 Induced-polarization vs. mode displacement

We show that the mode-dependence of the induced-polarization is monotonic along A-type

collective fluctuation modes and not monotonic along other modes for two representative

OM structures.

In addition to the scattering cross-section, we examined the averaged induced-polarization

of the OM structure, which is related to the electrodynamic interaction among the particles

[3]. Fig. 6.14 in Section 6.A shows the particle-wise induced-polarization as a function of

structural displacement along the collective fluctuation modes. Fig. 6.7 shows that the
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Figure 6.7: Average induced-polarization as a function of structural displacement along the
collective fluctuation modes with respect to the reference structure of the: (a) 6-particle
triangle OM structure where the average induced-polarization changes monotonically with
displacement along mode 7, 8, and 9; (b) 7-particle 6-fold symmetric OM structure where
the averaged induced-polarization changes monotonically with displacement along mode 11.

symmetry of the collective fluctuation modes also play an important role in the average

induced-polarization of the OM structure. Fig. 6.7a shows the average induced-polarization

as a function of structural displacement along the collective fluctuation modes with respect

to the reference structure of the 6-particle triangle OM structure. At the origin, the average

induced-polarization only changes monotonically along modes 7, 8, and 9. These modes

correspond to the A-type irreducible representation. Likewise, Fig. 6.7b shows the same

properties for the 7-particle 6-fold symmetric structure. The partial derivative of the average

induced-polarization analyzed at the origin is non-zero only along mode 11, which is the only

collective fluctuation mode that corresponds to the A-type irreducible representation in the

7-particle 6-fold symmetric structure.

6.4.7 Chevron OM structure

The same set of analyses described in Figures 6.5-6.7 are also carried out for the 6-particle

chevron OM structure. The chevron is an example of an OM structure with low symmetry

(Cs point group). The results of this symmetry analysis on its collective fluctuation modes

are provided in Fig. 6.11, Fig. 6.12, and Fig. 6.13 in Section 6.A. Our conclusions for the
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chevron are:

1. There are only 2 irreducible representations in the Cs point group, namely the sym-

metric A1 and the antisymmetric A2 representations.

2. Both A1 and A2 irreducible representations of the Cs point group turns into the same

A irreducible representation of the C1 point group, which enables the A2 modes to

interact with A1 irreducible representation.

3. The collective modes that belong to either the A1 irreducible or the A2 irreducible

representations manifest significant differences between the converged structures of

the deterministic simulation and the reference structure at different beam powers.

The collective modes that belong to either the A1 irreducible or the A2 irreducible

representations also manifest non-zero derivatives of the scattering cross section and

averaged induced-polarization at the origin.

6.5 Discussion

From the symmetry analysis of both the double-layer electrostatic and optical electrody-

namic interactions along the collective fluctuation modes, we see that only the modes cor-

responding to the A-type irreducible representation manifest significant differences between

the converged structure of the deterministic simulation and the reference structure at dif-

ferent optical beam powers, and therefore manifest non-zero derivatives of the scattering

cross-section and averaged induced-polarization about the origin. This observation is the

same as one obtains from symmetry analysis of the Raman activity of molecular vibration

modes; the coordinate-dependent derivative of the molecular polarizability near its equi-

librium structure is non-zero along Raman active modes but is zero along Raman inactive

modes.
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Figure 6.8: Assignment of the collective fluctuation modes of the 6-particle triangle OM
structure to the irreducible representation of point groups C3 and D3. The solid arrows
indicate the change in the irreducible representations due to the chiral broken symmetry
caused by the circular polarization of the incident light. Note that the Cartesian polynomial
basis only includes x and y coordinate because the dynamics of the OM system we focus on
is in 2-dimensional space.

The Raman active molecular vibration modes correspond to irreducible representations

that have a quadratic functional basis, so for the D3 point group shown in Fig. 6.8 the

modes corresponding to the A1 and E irreducible representations are Raman active. On the

other hand, in the case of the 6-particle triangle OM structure, A1 and A2 modes mani-

fest a non-zero coordinate-dependent derivatives of their scattering cross-section and their

induced-polarization. The differences in the Raman activity of the A2 mode in the analyses

of molecular vibration modes and OM fluctuation modes are due to the chiral symmetry

breaking in the OM system that reduces the OM system point group symmetry from D3

to C3. Therefore, both A1 and A2 irreducible representations of the D3 point group turn

into the same A irreducible representation of the C3 point group. This change of symme-

try enables the A2 modes to interact with the A1 irreducible representation. This chiral

perturbation-induced symmetry breaking is illustrated by the smaller structural difference
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along the A2 mode relative to the A1 mode shown in Fig. 6.5a and by the smaller absolute

value of the derivative of the scattering cross-section (in Fig. 6.6a) and induced-polarization

(in Fig. 6.7a) along the A2 mode relative to the A1 mode.

The difference of the two analyses in the E mode is due to the polarization difference

between the light used in the OM system and conventional Raman scattering. While con-

ventional Raman scattering does not specify the polarization of the light, the optical beam

used to assemble the 2-dimensional OM structure studied here is circularly polarized. There-

fore, helicity-resolved Raman scattering [165,166] is a more relevant for comparison. Previous

work [165,166] has shown that when Raman scattering is carried out for 2-dimensional MoS2,

a layered material with D3 type of symmetry (like the case of graphene in Fig. 6.1a-c), the

polarization of the scattered light related to the A1 mode is the same as the polarization

of the incident light, while the polarization of the scattered light related to the E mode is

opposite to the polarization of the incident light. As a result, the symmetry analysis of

the electrostatic and electrodynamic properties along the collective fluctuation modes of the

6-particle triangle OM structure can be compared to the helicity-resolved Raman scattering

analysis when the polarization of incident and scattered light are the same.

Similar results can be obtained from the symmetry analysis of the scattering properties

and the collective fluctuation modes of the 7-particle 6-fold symmetric OM structure. As

is shown in Fig. 6.9, modes corresponding to the A1 and E2 irreducible representations of

the D6 point group are Raman active. This is different from the properties obtained for the

6-fold symmetric OM structure where only the A1 modes manifest a non-zero derivative of

the scattering cross-section and the induced-polarization. Like in the case of D3 symmetry

discussed above, the ideas from helicity-resolved Raman can be used to explain the behavior

of the E2 mode in the D6 symmetry case. Previous publications [162,166] showed that when

helicity-resolved Raman scattering is carried out for graphene, a 2-dimensional material

with D6 type of symmetry, the polarization of the scattered light related to the G-band

153



Figure 6.9: Assignment of the collective fluctuation modes of the 7-particle 6-fold symmetric
OM structure to the irreducible representation of point groups C6 and D6. The solid arrows
indicate the change in the irreducible representations due to the chiral broken symmetry
caused by the circular polarization of the incident light. Note that the Cartesian polynomial
basis only includes x and y coordinate because the dynamics of the OM system we focus on
is in 2-dimensional space.

phonon with E2 symmetry is opposite to the polarization of the incident light. Therefore,

the symmetry analysis of the electrostatic and electrodynamic properties along the collective

fluctuation modes of the 7-particle 6-fold symmetric OM structure can also be compared

to the helicity-resolved Raman scattering analysis when the polarization of incident and

scattered light are the same.

6.6 Conclusions

This study has demonstrated the symmetry correspondence of collective mode-dependent

light scattering from optical matter (OM) systems and (helicity-resolved) Raman scattering.

The key idea is that the monotonic dependence of the induced-polarization and scattering

of specific symmetry overdamped fluctuation modes in OM systems is homomorphic to the

monotonic coordinate-dependent polarizability of Raman active (e.g., normal) modes.
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Collective coordinates are obtained for the 6-particle triangle and the 7-particle 6-fold

symmetric OM structures by carrying out a principal component analysis on fluctuation

trajectories of the reference OM structure. For both OM structures, we calculate the struc-

tural difference between the reference trigonal lattice structure and the relaxed structure

of a deterministic simulation, as well as the scattering cross-section and averaged induced-

polarization along the collective fluctuation modes. In both 6-particle triangle and 7-particle

6-fold symmetric OM structure, we find that the collective fluctuation modes corresponding

to the A-type irreducible representations of the structure symmetry point groups behave

differently from the rest of the collective fluctuation modes. Using an analysis of the broken

symmetry introduced by the chiral nature of the circular polarization of the incident light,

we find that the OM collective fluctuation modes along which the scattering cross-section

and induced-polarization change monotonically correspond to the same group representa-

tions of the helicity-resolved Raman active modes of a 2-dimensional material with the same

symmetry.

The same type of analyses of the collective fluctuation mode-dependent properties is

carried out for the 6-particle chevron structure as an example of an OM structure with lower

symmetry. The results for the chevron OM structure are shown in Figs. 6.11, 6.12, and 6.13 in

Section 6.A. The 6-particle chevron OM structure corresponds to the low symmetry Cs point

group, which stands in contrast to the high symmetry and analysis of the 6-particle triangle

and 7-particle 6-fold symmetric OM structure in the main text. There are only 2 irreducible

representations in the Cs point group, namely the symmetric A1 and the antisymmetric A2

representations. Though only the A1 irreducible representation corresponds to a quadratic

function basis in the x-y plane of the OM system, both A1 and A2 modes manifest significant

differences between the relaxed structures of a deterministic simulation and the reference

structure at different beam powers. Both A1 and A2 modes also manifest non-zero derivatives

of the scattering cross section and averaged induced-polarization at the origin. This is
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because both A1 and A2 irreducible representations of the Cs point group turn into the

same A irreducible representation of the C1 point group, which enables the A2 modes to

interact with A1 irreducible representation.

These findings will be useful in computing the polarization of the light scattered light

from an OM structure, which will enable the analysis of the orbital momentum in the OM

scattering process that is similar to the pseudoangular momentum analysis for the helicity-

resolved Raman scattering of 2-dimensional materials [172,173]. Our insights suggest future

(experimental) studies that utilize strategies analogous to helicity-resolved Raman scattering

to study degenerate modes of overdamped OM systems. This analysis will enable deeper

understanding of the information contained in the scattered light about the response of

overdamped internal motions of various systems, e.g., from colloids to plasmas, to external

applied fields.

156



6.A Supporting Information

Because the OM system is overdamped, the collective PC modes shown should not be mis-

taken for or overinterpreted as underdamped deterministic harmonic motions in the actual

EDLD simulations or in experimental studies of OM systems in solution.

The 6-particle chevron OM structure corresponds to the low symmetry Cs point group

in contrast with the analysis of the 6-particle triangle 3-fold symmetric and 7-particle 6-fold

symmetric OM structure in the main text. There are only 2 irreducible representations in

the Cs point group, namely the symmetric A1 and the antisymmetric A2 representations.

Only the A1 irreducible representation corresponds to a quadratic function basis in the 2D

x-y plane of the OM structure. However, both A1 and A2 irreducible representations mani-

fest significant differences between the converged structures of the deterministic simulation

and the reference structure at different beam powers. In addition, the derivatives of the

scattering cross section and averaged induced-polarization at the origin are non-zero along

the modes with A1 and A2 irreducible representations. This is because the chirality of the

circular polarization of the optical beam reduces the system symmetry from Cs to C1. As a

consequence, both A1 and A2 irreducible representations of the Cs point group turn into the

same A irreducible representation of the C1 point group, which is illustrated by the smaller

structural difference along the A2 modes shown in Fig. 6.11a as well as the smaller absolute

value of the derivative of the mode-dependent scattering cross-sections (in Fig. 6.12) and

induced-polarizations (in Fig. 6.13) along the A2 mode.
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Figure 6.10: Twelve collective fluctuation modes of the chevron structure of the 6-particle OM
system. The colored solid lines depict the magnitudes and directions of the collective particle
motions. The color defines the direction of the collective motion; i.e., particles simultaneously
move in the indicated directions for the same color. Modes 1 and 2 correspond to translation
and mode 12 to rotation. Modes 3-11 correspond to "vibrations" and the lengths of the solid
lines showing these modes are proportional to the standard deviations along these modes.
The red and blue solid lines represent right- and left-hand circularly polarized laser beam
illuminations. The dark (light) color corresponds to the positive (negative) direction of the
mode coordinate. The irreducible representations of the structure symmetry point group Cs

are labeled in the parentheses.
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Figure 6.11: Plots of the collective fluctuation mode components of the difference between
the reference structure of the 6-particle chevron OM structure and the trajectory of the
deterministic simulation with (a) 50 mW and (b) 200 mW beam power initiated at the
reference structure as a function of (simulation) time. The reference structure is taken
as the mean structure of the fluctuations of the 6-particle chevron structure obtained in
simulations at 100 K temperature and 200 mW beam power.

Figure 6.12: Total scattering cross-section as a function of structural deviation along the
collective fluctuation modes with respect to the reference structure of 6-particle chevron OM
structure. The scattering cross sections are normalized by πR2, where R = 75 nm is the
radius of a single nanoparticle. Panel (b) is a zoomed-in version of panel (a).

Figure 6.13: Average induced-polarization as a function of structural deviation along the
collective fluctuation modes with respect to the reference structure of of 6-particle chevron
OM structure. Panel (b) is a zoomed-in version of panel (a).
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Fig. 6.14, which shows the single-particle induced-polarizations as functions of structural

displacement along the PCs of the OM triangle structure, is not the result of an additional

analysis. Rather, Fig. 6.14 shows in detail the single particle induced-polarizations that

are used to compute the average induced-polarizations plotted in Fig. 6.7. The induced-

polarization plotted in the main text is the average of the single-particle induced-polarization.

Note that due to the 3-fold rotation symmetry of modes 7, 8, and 9, the single-particle

induced-polarization plotted along these three modes contains 3-fold overlaps of the curves

in the single-particle induced-polarization plots.
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Figure 6.14: Induced-polarization of different particles as a function of deterministic struc-
tural deviation along the collective modes of the 6-particle OM system. The diagrams in
the square boxes show the collective modes; the mode number is shown in the upper left
corners. The colored solid lines depict the magnitudes and directions of the collective par-
ticle motions, and the color defines the direction of the collective motion; i.e., particles
simultaneously move in the indicated directions for the same color. The dark (light) color
corresponds to the positive (negative) direction of the mode coordinate. The diagrams in
the rectangular boxes are the average induced-polarization for the fluctuation mode (black)
and the induced-polarization of each particle (colored) plotted as a function of the collective
coordinates. The particle labels are the same for each mode, and are shown in the diagram
of mode 1.
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6.B Helicity-resolved Analysis Using Symmetry Group

Representations

There is not a direct analogy to the Raman tensor for OM systems, so we use a symmetry

method instead that only focuses on the irreducible representations of the three terms in the

bra·ket product of the polarization state of incident light, Raman tensor, and the polarization

state of outgoing light, based on the system symmetry point group for the 2D lattice materials

[158,159]. Therefore, instead of using Raman tensors, we can use irreducible representations

to check the helicity-resolved Raman activity of the A1 and E modes of the systems with D3

symmetry as well as that of the A1 and E2 modes of the systems with D6 symmetry.

The two analyses of the collective modes of the 6-particle triangle and 7-particle hexagonal

OM structures discussed in this chapter demonstrate the monotonic behavior of scattering

cross-section and induced-polarization of the OM structure when it deforms along a collective

mode. This behavior is a homomorphism of the classical Raman effect and activity of normal

modes of a molecule. This section explains why these two analysis gives different results for

the E mode in the D3 symmetry case (6-particle triangle OM structure and 2D MoS2) and

the E2 mode in D6 symmetry.

While these modes in the molecular case are Raman active, the change in scattering

cross-section and induced-polarization in the OM systems are not monotonic along these

modes. This difference for the E modes of the OM systems is due to the polarization

difference between the light used in the OM system and conventional Raman scattering.

While conventional Raman scattering does not specify the polarization of the light, the

optical beam used to assemble the 2-dimensional OM structures studied here is circularly

polarized. Therefore, helicity-resolved Raman scattering [165, 166] is a more relevant for

comparison.

Previous work [165, 166] has shown that when Raman scattering is carried out for 2-

dimensional MoS2, a layered material with D3 type of symmetry (like the case of graphene
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in Fig. 6-1a-c), the polarization of the scattered light related to the E mode is opposite to the

polarization of the incident light. Similar results are obtained for the 2D material graphene

with D6 symmetry; when helicity-resolved Raman scattering is carried out for graphene,

the polarization of the scattered light related to the G-band phonon with E2 symmetry is

opposite to the polarization of the incident light [162,166].

In helicity-resolved Raman analysis, Raman tensors are used to compute the Raman

cross-section A
∑
j |⟨εo|Rj |ϵi⟩|2, where A is a constant coefficient, Rj is the Raman tensor of

mode j, and |εi⟩, |εo⟩ are the states of incoming and outgoing light [165]. A matrix product

is used to compute this bra·ket product for each mode j: ⟨εo|Rj |ϵi⟩ = σ
†
oRjσi where Rj is

a 3x3 matrix and σ is the Jones vector [165]. For circularly polarized light, the Jones vector

is σ± = [1,±i, 0]/
√
2, where +(-) corresponds to left (right) circular polarization. If the

matrix multiplication result σ
†
oRjσi is non-zero, mode j is helicity-resolved Raman active

when the polarization of incoming and outgoing light matches σi and σo, respectively, where

the value of σi and σo can be chosen from σ± = [1,±i, 0]/
√
2 [165].

Since the Raman tensor is determined by the vibrational mode, its irreducible represen-

tation is the same as that of the vibration mode, and denoted as Γ
(m)
j . If the irreducible

representations of the incoming and outgoing light are denoted as Γi and Γo, respectively,

then the irreducible representation of the matrix product ⟨εo|Rj |ϵi⟩ can be written as a di-

rect product Γ
†
o ⊗ Γ

(m)
j ⊗ Γi. If ⟨εo|Rj |ϵi⟩ is non-zero, then according to the symmetry of

the system, Γ†o ⊗ Γ
(m)
j ⊗ Γi should contain the total symmetric irreducible representation

A [158,159].

For the 2D lattice systems with D3 symmetry, the circular polarization of light breaks the

mirror symmetries so that the system symmetry is reduced from D3 to C3. The left (right)

circularly polarized light corresponds to irreducible representation Ea (Eb). The irreducible

representations of the collective modes change according to the symmetry point group change

given by Fig. 6.8. The mode corresponding to A1 representation in D3 corresponds to A
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in C3, while the mode corresponding to E representation in D3 corresponds to Ea or Eb

representation in D3. Then we can compute the direct product Γ
†
o ⊗ Γ

(m)
j ⊗ Γi for all

possible choices of Raman active modes and different circular polarizations of incoming and

outgoing light. The result is shown in Table 6.1.

Table 6.1: The result of the direct product of irreducible representations Γ†o ⊗ Γ
(m)
j ⊗ Γi for

all possible choices of Raman active modes and different circular polarizations of incoming
and outgoing light for 2D materials with D3 symmetry such as MoS2.

Γ
†
o ⊗ Γ

(m)
j ⊗ Γi Γ

(m)
j = A Γ

(m)
j = Ea Γ

(m)
j = Eb

Γi = Ea, Γo = Ea A Ea Eb
Γi = Ea, Γo = Eb Eb A Ea

Γi = Eb, Γo = Ea Ea Eb A
Γi = Eb, Γo = Eb A Ea Eb

Table 6.1 shows that for Raman active vibration A1 (i.e., Γ
(m)
j = A), only when the

polarizations of incoming and outgoing light are the same (Γi = Γo) can the result of Γ†o ⊗

Γ
(m)
j ⊗Γi be A, the total symmetric irreducible representation. For Raman active vibration

E (i.e., Γ(m)
j = Ea or Eb), only when the polarizations of incoming and outgoing light are

opposite (Γi = Γ
†
o) can the result of Γ

†
o ⊗ Γ

(m)
j ⊗ Γi be A. Therefore, the analysis using

irreducible representations shown in Table 6.1 gives the same result as that given by Raman

tensor analysis for 2D lattice materials with D3 symmetry. Therefore, we can use irreducible

representations to analyze the 6-particle triangle OM structure.

The circular polarization of light breaks the mirror symmetries of 2D materials with D6

symmetry, reducing the system symmetry from D6 to C6. Left (right) circularly polarized

light corresponds to irreducible representation E1a (E1b). The irreducible representations of

the collective modes change according to the symmetry point group change given by Fig. 6.9.

The mode corresponding to A1 representation in D6 corresponds to A in C6, while the mode

corresponding to E2 representation in D6 corresponds to E2a or E2b representation in D3.

Therefore we can compute the direct product Γ†o⊗Γ
(m)
j ⊗Γi for all possible choices of Raman
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active modes and different circular polarizations of incoming and outgoing light. The result

is shown in Table 6.2.

Table 6.2: The result of the direct product of irreducible representations Γ†o ⊗ Γ
(m)
j ⊗ Γi for

all possible choices of Raman active modes and different circular polarizations of incoming
and outgoing light for 2D lattice systems with D6 symmetry.

Γ
†
o ⊗ Γ

(m)
j ⊗ Γi Γ

(m)
j = A Γ

(m)
j = E2a Γ

(m)
j = E2b

Γi = E1a, Γo = E1a A E2a E2b
Γi = E1a, Γo = E1b E2a E2b A
Γi = E1b, Γo = E1a E2b A E2a

Γi = E1b, Γo = E1b A E2a E2b

Table 6.2 shows that for Raman active vibration A1 (i.e., Γ
(m)
j = A), only when the

polarizations of incoming and outgoing light are the same (Γi = Γo) can the result of Γ†o ⊗

Γ
(m)
j ⊗Γi be A, the total symmetric irreducible representation. For Raman active vibration

E2 (i.e., Γ(m)
j = E2a or E2b), only when the polarizations of incoming and outgoing light

are opposite (Γi = Γ
†
o) can the result of Γ†o ⊗ Γ

(m)
j ⊗ Γi be A. Therefore, the analysis using

irreducible representations shown Table 6.2 gives the same result as that given by Raman

tensor analysis for 2D lattice materials with D6 symmetry. Therefore, we can use irreducible

representations to analyze the 7-particle 6-fold symmetric OM structure.

Here is a summary of the analysis in Tables 6.1 and 6.2. The Raman tensor criterion

normally used for the helicity-resolved Raman active modes (phonons) in 2D materials is

⟨εo|Rj |ϵi⟩ ̸= 0. We now propose a new criterion based on group representation that Γ
†
o ⊗

Γ
(m)
j ⊗ Γi contains the totally symmetric representation, which is found to be equivalent

to the Raman tensor criterion for the helicity-resolved Raman active modes (phonons) in

2D materials. Therefore, this group representation we propose can be taken as a common

criterion for the helicity-resolved Raman activity of the modes of the 2D materials and

the OM systems. Since the group representations of the incoming and outgoing light are

1-dimensional, the group representation criterion can be rewritten as: Γ
(m)
j contains Γio,
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where Γio = Γ
†
i ⊗ Γo.

Next, we want to find a separate relationship for the three representations: Γo, Γ
(m)
j , and

Γi. In order to find this separate relationship, we apply the angular momentum conservation

to the scattering process. Previous studies on the angular momentum conservation mainly

focus on the conversion from the change in spin angular momentum between incident and

scattered photons to the orbital angular momentum along the rotation mode of the OM

structure, which leads to a net torque exerted on the OM structure [15, 17, 84]. Besides

rotation, we hypothesize that the incident photons can also transfer momentum to other

collective fluctuation modes of OM systems, of which the angular momentum conservation

can be written as:

mo +mph −mi = 0, (6.3)

where mi(mo) is the spin angular momentum of the incoming (outgoing) light and mph is the

angular momentum of the phonon (vibration) mode. We then relate the angular momentum

eigenstates of photons and phonons to the irreducible representations of the symmetry point

group. We demonstrate this relationship by taking the C3 and C6 point group as an example,

shown in Table 6.3.

From Table 6.3, we can see two relationships between the irreducible representations and

the angular momentum eigenstates. First, the zero angular momentum eigenstate corre-

sponds to the totally symmetric irreducible representation. Second, the sum operation of

angular momentum corresponds to the direct product of irreducible representation. In detail,

given two angular momentum eigenstate |m1⟩ and |m2⟩, their angular momentums are m1

and m2, respectively. We can combine |m1⟩ and |m2⟩ using direct product to obtain a new

state: |m1,m2⟩ = |m1⟩ ⊗ |m2⟩. The angular momentum of this new state is the sum of the

angular momentums of the two original states |m1⟩ and |m2⟩. In addition, the irreducible

representation of the new state is the direct product of the irreducible representation of the

166



Table 6.3: Demonstration of the relationship between the angular momentum eigenstates
and the irreducible representations of point group C3 and C6 using analogy to the angular
part of the atomic orbitals of hydrogen, Y (H)

lm , where l is the angular quantum number and
m is the magnetic quantum number. σ and mph are the angular momentum of photon
and phonon, respectively. Γ is the corresponding irreducible representation of the angular
momentum eigenstates. Only phonons corresponding to vibrations in the x-y plane are taken
into consideration.

l in Y
(H)
lm m in Y

(H)
lm

σ mph Γ in C3 Γ in C6
Cartesian
polynomial basis

1 +1 +ℏ +ℏ Ea E1a x+ iy
1 0 – – A A z
1 -1 −ℏ −ℏ Eb E1b x− iy
2 +2 – +2ℏ Eb E2a (x+ iy)2

2 +1 – – Ea E1a z(x+ iy)

2 0 – 0 A A z2, x2 + y2

2 -1 – – Eb E1b z(x− iy)
2 -2 – −2ℏ Ea E2b (x− iy)2

two original states |m1⟩ and |m2⟩.

Therefore, Eq. 6.3 can be written in the form of irreducible representations stating that

Γo ⊗ Γ
(m)
j ⊗ Γ

†
i contains the totally symmetric representation, which is the group represen-

tation expression of angular momentum conservation. Since Γo and Γi are 1-dimensional

representations, this group representation expression can be rewritten as Γ
(m)
j contains Γ

†
io

where Γio = Γ
†
i ⊗ Γo.

Eventually, we have two constraints on Γio(= Γ
†
iΓo) and Γ

(m)
j . The first constraint is

obtained from Raman tensor criterion for helicity-resolved Raman activity, which is Γ
(m)
j

contains Γio. The second constraint is obtained from angular velocity conservation, which is

Γ
(m)
j contains Γ†io. Therefore, Γ(m)

j contains both Γio and Γ
†
io. We now continue the analysis

by considering two situations:

1. If the polarization of incoming and outgoing light are the same, Γi = Γo, which means

Γio = Γ
†
io=A is a real representation. In this case, Γ(m)

j contains A representation,

which is consistent to the helicity-resolved Raman active representation A that corre-
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sponds to the same polarization for incoming and outgoing light.

2. If the polarization of incoming and outgoing light are opposite, Γi = Γ
†
o, which means

Γio is a complex representation. In this case, Γ(m)
j contains Γio⊕Γ

†
io, meaning that the

representation of phonon, Γ(m)
j is at least 2-dimensional. Therefore, for 2D materials

with symmetry point group D3 or D6 that contain Raman active modes that corre-

spond to 2-dimensional irreducible representations, there exist helicity-resolved Raman

active modes that manifest opposite polarization for incoming and outgoing light. In

contrast, for OM structures with symmetry point group C3 or C6 that only contains

1-dimensional irreducible representations, there cannot exist helicity-resolved Raman

active modes that manifest opposite polarization for incoming and outgoing light.

In conclusion, by applying Raman tensor criterion and angular momentum conservation,

two constraints are obtained for the irreducible representations of the state of incoming

light Γi, the state of outgoing light Γo, and the collective fluctuation mode Γ
(m)
j . The two

constraints can be stated as Γ
(m)
j contains both Γio and Γ

†
io, where Γio = Γ

†
iΓo. When the

polarizations of incoming and outgoing light are the same, Γio is the real totally symmetric

representation, which corresponds to the A-type helicity-resolved Raman active modes that

exists in both 2D material and OM systems. When the polarizations of incoming and

outgoing light are opposite, Γio is a complex representation, which corresponds to the E-type

helicity-resolved Raman active modes that exists only in 2D material but not in OM systems,

because the E-type irreducible representation is split into 1-dimensional representations in

OM systems due to the chiral broken symmetry.
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CHAPTER 7

OPTICAL MATTER SYSTEMS TO WHICH COLLECTIVE

MODE ANALYSIS IS NOT DIRECTLY APPLICABLE

The 150 nm dia. Ag nanoparticle OM systems discussed in the previous Chapters have

several features in common. First, their stable structures are close to trigonal lattice struc-

tures. Second, the probability distribution in their configuration space has only one local

maximum in the configuration space while the lifetime of the system fluctuating near the

local probability maximum is long. However, not all OM structures have these two proper-

ties. In this Chapter, two OM systems that lack these two properties are introduced: the

8-particle structure that manifests "pseudorotation" behavior (8P-SMP) and the 19-particle

6-fold symmetric structure. It is shown that there are two local maxima that are very close

to each other in the 8P-SMP, which leads to obstacles to collective mode analysis. It is

also shown that the disordered structure, encountered when studying the transition of the

19-particle 6-fold symmetric OM system from an ordered to disordered structure, does not

manifest a trajectory that fluctuates near a stable configuration. It appears to be amor-

phous. Interesting properties of these two systems and the related data analysis methods

are introduced in this Chapter.

7.1 8-particle Optical Matter Structure that Manifests

Pseudorotation

For most of the OM systems, such as the 6- and 7-particle systems introduced in the previous

Chapters, their stable structures are found to lie on 2-dimensional trigonal lattice sites.

Therefore, stable structures with 4-fold symmetry do not form in beams with circularly

polarized light, although OM structures with 2- and 4-fold symmetry can form in linearly

polarized beams [116]. However, there are exceptions to forming trigonal lattice structures of
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150 nm dia. Ag nanoparticles in optical beams with circularly polarized light, one of which

is the 8-particle structure that manifests pseudorotation (8P-SMP), shown in Fig. 7.1a, an

experimental picture of the 8P-SMP taken using dark-field microscopy imaging [3].

Figure 7.1: The 8-particle structure that manifests pseudorotation (8P-SMP) of the OM
system. (a) An experimental dark-field microscopy image of the 8P-SMP. (b) Sketch of
the pseudorotation, the structural isomerization between two stable configurations of the
8P-SMP. Both structures are created in sketch to represent the concept of pseudorotation.
Neither structure is obtained by accurate computation.

The 4-fold symmetric structure shown in Fig. 7.1a is not the stable configuration of

the 8P-SMP. It is a transition state between two structures shown in Fig. 7.1b, which is

explained in detail in section 7.1.1. If we neglect the particle labels and do not track the

particles, then by rotating one of the structures in Fig. 7.1b by 90 degrees one obtains

the other structure. Therefore, we name the structural isomerization shown in Fig. 7.1b

pseudorotation in reference to the phenomenon discovered for molecular systems [174,175].

7.1.1 Important non-equilibrium features

The 8P-SMP has two important features that not only distinguish it from the OM structures

on trigonal lattice sites, but also highlight its non-equilibrium nature. The first feature has

to do with the temperature dependence of the argument maximum of the probability density

in the configuration space. The second non-equilibrium feature of the 8P-SMP is that at

any finite temperature, there are frequent transitions between the two relaxed structures
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obtained by deterministic simulations.

The two interparticle distances d1 and d2 shown in Fig. 7.2a are used as descriptors to

characterize the pseudorotation of 8P-SMP, so that the structure on the left in Fig. 7.1b

manifests d1 < d2, while the structure on the right in Fig. 7.1b manifests d1 > d2. Then,

the argument maximum of the probability density function of d1 and d2, p(d1, d2), should

correspond to the stable configuration of 8P-SMP. The plot of p(d1, d2) is shown by the

2-dimensional histogram of d1 and d2 generated by EDLD simulation trajectories at 50 mW

beam power, 27.6 nm Debye screening length, and temperatures ranging from 0.1 K to 200

K, shown in Fig. 7.2b-f.

Figure 7.2: Demonstration of the temperature dependence of the argument maximum of the
probability density p(d1, d2) in the configuration space of the 8P-SMP. (a) The schematic
definition of the two interparticle distances d1 and d2. (b-f) 2-dimensional histogram of d1
and d2 for the 8P-SMP trajectory obtained from EDLD simulation with 50 mW beam power,
27.6 nm Debye screening length, and at temperatures: (b) 0.1 K; (c) 1 K; (d) 10 K; (e) 100
K; (f) 200 K. The viscosity of water at 298 K and 1 atm is used as the solvent viscosity.

Fig. 7.2 shows that we can see that there are two argument maxima of the p(d1, d2)

when T ≥ 100 K while there is one argument maximum of the p(d1, d2) when T ≤ 10 K. In
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addition, the two argument maxima (i.e., bimodal distribution) of the p(d1, d2) at T ≥ 100 K

corresponds to configurations with either d1 or d2 close to 900 nm. However, when T ≤ 1K,

the value of p(d1, d2) at d1 or d2 close to 900 nm is very small as indicated by the dark blue

color near d1 = 900 nm and d2 = 900 nm in Fig. 7.2b,c. This indicates that the argument

maximum of the probability density of the 8P-SMP depends on temperature. This is a

pure non-equilibrium property because the argument maximum of the probability density is

independent of temperature for a conservative system; i.e.,

argmax p = argmax e−βU = argminU (7.1)

where β = 1/kBT and U is the T-independent potential function of the conservative system.

Also, the two argument maxima of probability density differs the 8P-SMP from most other

OM structures with one argument maximum of probability density.

The second non-equilibrium feature of the 8P-SMP is that as long as the temperature is

non-zero, no matter how low the temperature is, there are frequent transitions between the

two relaxed structures obtained by deterministic simulations. For conservative systems, there

are activation energy barriers Ea between two relaxed structures obtained by deterministic

simulations so that the transition between the two relaxed structures will become rare if

temperature is significantly lower than Ea/kB [64]. Fig. 7.3a shows the d1 and d2 of a

8P-SMP structure relaxed in the deterministic simulation. Since the d1 and d2 converge

to different values, there are two relaxed structures for the deterministic simulation; one of

them has d1 > d2 and the other with d1 < d2. Fig. 7.3b shows the d1 and d2 values vs. time

of the 8P-SMP structures in a simulation trajectory at T = 0.1 K. We can see that there are

frequent transitions between the two relaxed structures even if the temperature is very low.

Also, the d1 and d2 curves that correspond to 25 mW, 50 mW, and 100 mW beam power

crosses each other multiple times in Fig. 7.3b, meaning that beam power does not have a

significant influence on the frequency of transition between two relaxed structures.

172



Figure 7.3: Plots of interparticle distances d1 and d2 for the 8-particle OM structure that
manifests pseudorotation trajectories generated by (a) deterministic simulation; (b) simula-
tion at T = 0.1 K.

7.1.2 Collective mode analysis

Due to the frequent transitions between the two argument maxima of the probability density

p(d1, d2) of the 8P-SMP, the reference structure of 8P-SMP is not determined, so that

principal component analysis (PCA) that is applied to OM structures on trigonal lattice

sites is not applicable to the 8P-SMP. Therefore, weighted principal component analysis

(w-PCA) in proposed in order to analyze the collective modes of the 8P-SMP..

7.1.2.1 Weighted principal component analysis (w-PCA)

The algorithm for w-PCA is listed below. See section 2.3.2 for detailed derivations.

1. Select the initial input of the reference structure as one of the argument maxima of

the 8P-SMP.

2. Let [a1, b1, a2, b2, . . . , aN , bN ] (N = 8 for 8P-SMP) denote the coordinate of the refer-

ence structure. Obtain the trajectory data with the rotation angle of the OM structure

aligned to the reference structure by lattice fitting (see section 2.2). The trajectory
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data with the rotation angle aligned is denoted as Xn×2N , where n is the length of the

trajectory.

3. For each time step in the trajecotry of the OM system with coordinate
[
x
(k)
1 , y

(k)
1 , x

(k)
2 , y

(k)
2 , . . . , x

(k)
N , y

(k)
N

]
in Xn×2N , compute its weight wk (1 ≤ k ≤ n):

wk =

∣∣∣det J(k)∣∣∣∑n
l=1

∣∣∣det J(l)∣∣∣ (7.2)

where

| det J(k)| =

√∑N
i=1

(
a2i + b2i

)√[∑N
i=1

(
aix

(k)
i + biy

(k)
i

)]2
+
[∑N

i=1

(
bix

(k)
i − aiy

(k)
i

)]2 (7.3)

4. Compute the weighted average of the data:

X = wTX (7.4)

5. Compare X to the reference structure by lattice fitting. If the difference between them

is small, then move on to step 6. If the difference between them is large, then choose X

as the reference structure input and iterate from steps 2 to 5 until X converge; i.e. the

2-norm of the difference between the values of X calculated by two adjacent iterations

is smaller than an empirically chosen threshold value.

6. Centralize the data:

∆X = X − 1nX (7.5)

where 1n is the n-dimensional column vector with all entries equal to 1.
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7. Compute the covariance matrix:

S = ∆XTDw∆X (7.6)

where Dw is a n× n matrix with (Dw)ij = wiδij

8. Carry out eigenvalue decomposition for the matrix S. The eigenvalues are the vari-

ances, and the eigenvectors are the collective modes.

The w-PCA identifies a linear transformation of the 16 degrees of freedom of the 8-particle

system constrained to a 2D plane into a new basis of 16 orthogonal PCs (taken as collective

modes) arranged in order of decreasing configurational variance. The 16 PCs shown in

Fig. 7.4 are ranked in order of largest to smallest configurational standard deviations. PCs

1, 2, and 16 correspond to rigid body transformations: PC 1 and 2 correspond to translations

and PC 16 to rotation. The remaining PCs correspond to the collective fluctuations around

the reference configuration, the converged X given by Step 5 of the w-PCA algorithm.

This converged reference structure is shown by the 8 circles within each panel of Fig. 7.4.

This reference structure is actually the 4-fold symmetric transition state between the two

argument maxima of the probability density in the 8P-SMP configuration space.

Among all 16 PCs, PC 3 corresponds to the structural isomerization (pseudorotation)

between the two argument maxima of the probability density in the 8P-SMP configuration

space. This means that the probability distribution along the pseudorotation mode (PC 3)

has two peaks, which is illustrated by Fig. 7.5a where we can also see that the probability

distributions along all the other modes are Gaussian at T = 200 K. In fact, the probability

distributions of all the other modes superimpose and are shown as the curve in red. Fig. 7.5b

shows that the standard deviation along pseudorotation (PC 3) (blue), σpsrot, is proportional

to T 0.25. On the other hand, the standard deviations along the other PCs are proportional

to T 0.5. The exponent T 0.5 is the relation between standard deviation and temperature
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Figure 7.4: Principal components (PCs) of the 8-particle OM structure that manifests pseu-
dorotation computed by weighted principal component analysis (w-PCA). The PCs are la-
beled in descending order of their configurational standard deviations. The colored solid
lines depict the directions and magnitudes of the collective particle motions, and the color
defines the sense (i.e. phase) of the motion; i.e., particles simultaneously move in the indi-
cated directions for the same color. PCs 1 and 2 correspond to rigid translation and PC 16
to rigid rotation. For the non-rigid transformations, PCs 3 to 15, the length of the solid lines
is proportional to their corresponding configurational standard deviation. Note the large
variance of the central 4 nanoparticles of mode 3 that correspond to d1 and d2
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expected for Boltzmann distribution of a quadratic potential. Fig. 7.5b also shows that

σpsrot is larger than the standard deviation of translation at T < 50 K and that σpsrot is

less than the standard deviation of translation at T > 50 K.

Figure 7.5: Statistical results of the 15 principal components (PCs) (with rotation excluded)
of the 8-particle structure that manifests pseudorotation (8P-SMP) of OM. (a) Plot of the
probability distribution along the 15 PC coordinates normalized by standard deviation for
the 8P-SMP at 200 K. The curves corresponds to the modes other than mode 3 superimpose
each other so that only 2 colors are shown. (b) The logarithm plot of the standard deviations
along the 15 PC coordinates as a function of temperature with two dashed lines representing
slopes 0.25 and 0.5. Panels (a) and (b) share the same color labels for the w-PCA modes. (c-
d) Plot of the probability distribution along PC 3 with displacement normalized by standard
deviation along PC 3 for the 8P-SMP at various temperatures. (d) An expanded view of (c).

Fig. 7.5c,d shows the T-dependence of the probability distribution along the pseudoro-

tation mode, ppsrot, plotted against the ratio between structural displacement and σpsrot

along the pseudorotation mode. We can see that when T decreases, the two peaks of ppsrot

turn into a single plateau in the vicinity of the origin. When T further decreases, the single
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plateau of ppsrot becomes narrower. This is consistent with the frequent transitions between

the two argument maxima of the probability density in the 8P-SMP configuration space at

very low T. We can see from Fig. 7.5d that the threshold temperature is between 40 K and 60

K for the transition between the double-peak distribution and the single-plateau distribution

along the pseudorotation mode. This is consistent with the threshold T = 50 K at which

σpsrot is equal to the standard deviation of translation.

7.1.2.2 Explanation of the temperature dependence of the argument maximum

of the probability density

The analysis of Fig. 7.5c,d shows the temperature dependence of the argument maxima of

probability density. In this section, the detailed derivation of the temperature dependence

of the argument maxima of probability density is provided using the Fokker-Planck equation

and force field decomposition. First of all, the Fokker-Planck equation, which describes the

time evolution of the probability distribution, has the form of [144]:

∂p

∂t
= D[∆p− β∇ · (pF )] (7.7)

where p is probability distribution, t is time, D is diffusion coefficient, β = 1/kBT , and F is

the external force field that is non-conservative for the OM system. Eq. 7.7 can be rewritten

as:

∂p

∂t
= −∇ · (βDpF −D∇p) = −∇ · j, (7.8)

where

j = βDpF −D∇p = βDp

(
F − ∇ ln p2

β2

)
(7.9)

is the probability density current of the system.

Now let p1(x) be the stationary distribution at β1 and define the effective potential U(x)
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so that p1(x) has the form of Boltzmann distribution:

p1 = Z1e
−β1U , (7.10)

where Z1 is the normalization constant. Since p1 is stationary, if the system evolves with an

initial condition p(t = 0,x) = p1(x), when according to Eq. 7.7 we have:

0 =
∂p

∂t
= D[∆p1 − β1∇ · (p1F )]

= D[∆p1 + β1∇ · (p1∇U)]− β1D∇ · [p1(F +∇U)]

= −β1D∇ · [p1(F +∇U)] = −∇ · j1

(7.11)

Now let the temperature change to β2 and, again, define p2(x) according to Boltzmann

distribution:

p2 = Z2e
−β2U (7.12)

where Z2 is the normalization constant. Apparently, if the system is conservative, we have

F = −∇U , so that according to Boltzmann distribution theory [64], p2(x) is also stationary,

which means that p1(x) and p2(x) share the same argument maximum that is also the

argument minimum of U(x). This is consistent with the fact that the argument maximum

of the probability distribution is independent of temperature. Therefore, we want to find

out if this is still the case for the non-conservative system.

Let Z = Z2/Z1 and the initial condition be p(t = 0,x) = p2(x). Then, evolving the

system using Eq. 7.7 gives:
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∂p

∂t
= D[∆p2 − β2∇ · (p2F )]

= D[∆p2 + β2∇ · (p2∇U)]− β2D∇ · [p2(F +∇U)]

= −β2D∇ · [p2(F +∇U)] = −β2D∇ ·
[
Ze(β1−β2)Up1(F +∇U)

]
= −β2DZ

{
e(β1−β2)U∇ · [p1(F +∇U)] + p1(F +∇U) · ∇e(β1−β2)U

}
(7.13)

From Eq. 7.11, we know that ∇ · [p1(F +∇U)] = 0, so that Eq. 7.13 can be rewritten as:

∂p

∂t
= −β2DZp1(F +∇U) · ∇e(β1−β2)U

= −β2DZp1(F +∇U) · e(β1−β2)U (β1 − β2)∇U

= β2Dp2(β2 − β1)(F +∇U) · ∇U

(7.14)

Next, we rewrite ∇ · [p1(F +∇U)] = 0 as:

∇ · [p1(F +∇U)] = 0

p1∇ · (F +∇U) + (F +∇U) · ∇p1 = 0

−(F +∇U) · ∇p1
p1

= ∇ · (F +∇U)

β1(F +∇U) · ∇U = (F +∇U) · ∇U

(F +∇U) · ∇U = β−11 (F +∇U) · ∇U

(7.15)

Plugging Eq. 7.15 into Eq. 7.14 gives:

∂p

∂t
=
β2
β1
D(β2 − β1)∇ · (F +∇U) (7.16)

According to the force field decomposition, F + ∇U is the non-conservative part of the

external force field F (see section 5.4.5 for detailed derivation of force field decomposition).

Therefore, ∇ · (F + ∇U) is the divergence of the non-conservative part of the force field,
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which is not necessarily zero for a non-conservative system. As a consequence, p2(x) is

not stationary at β2. This means that the stationary distribution at β2, p̃2 = Z̃2e
−β2Ũ

corresponds to an effective potential Ũ(x) that is different from U(x), the effective potential

corresponding to the stationary distribution at β1. In other words, the effective potential

depends on temperature, so that the argument maximum of the stationary distribution

depends on temperature.

7.1.3 Koopman analysis

Koopman analysis is a spectral representation method that describes the dynamics of a

system using a low dimensional space spanned by the eigenfunctions of the Koopman operator

with longest decay time scales [176]. This method arises by solving the Fokker-Planck

equation of the time evolution of the system probability distribution (Eq. 7.7) using spectral

decomposition. First, Eq. 7.7 is rewritten using the operator L:

∂p

∂t
= D[∆p− β∇ · (pF )] = L∗p (7.17)

L∗ϕk(x) = λkϕk(x) (7.18)

where L∗ is defined in Eq. 7.17 and L is the adjoint operator of L∗; λk and ϕk are the

eigenvalues and left eigenfunctions of L, respectively. Then, the solution of Eq. 7.7 can be

written as:

p(x, τ) = eτL
∗
p(x, 0) =

∑
k

cke
λkτϕk(x) (7.19)

where p(x, 0) is the initial condition. The Koopman operator is defined as Kτ = eτL so

that its adjoint operator eτL
∗

corresponds to time evolution by operating on the system

probability distribution according to Eq. 7.19. Eq. 7.19 shows that the time evolution of the

probability distribution can be written as a linear combination of the left eigenfunctions of
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Kτ , ϕk(x). Also, the eigenvalues λk corresponds to the reciprocal decay time scale of each

mode.

While the left eigenfunctions of Kτ , ϕk(x) characterizes the time evolution of probability

distribution, the right eigenfunctions of Kτ , denoted as ψ(x), characterize the time evolution

of the expectation of system observables [177]. The Koopman analysis uses the first m right

eigenfunctions with longest decay time scales, ψk(x) (k = 1, 2, · · · ,m), as the basis to span

a m-dimensional latent space to describe the slow modes of the system dynamics. Because

the basis functions {ψk(x)} correspond to the longest time scales, the variational approach

to Markov process (VAMP) is normally adopted to generate the {ψk(x)} [47, 176,177]:

ψk (k ≥ 1) = argmax
ψ∈Ωk

⟨ψ|Kτψ⟩
⟨ψ|ψ⟩

= argmax
ψ∈Ωk

⟨ψ(t = 0)|ψ(t = τ)⟩
⟨ψ|ψ⟩(

ψ0 = 1, Ωk = span⊥{ψ0, ψ1, · · · , ψk−1}
) (7.20)

where ⟨f1|f2⟩ denotes the ensemble mean of the inner product between the two functions f1

and f2. The term ⟨ψ(t = 0)|ψ(t = τ)⟩ is computed by means of trajectory sampling [47].

One way of carrying out VAMP is to use a neural network to fit the {ψk} by minimizing the

loss function in the form of VAMP-2 score [46,47,176–178]:

L = g

(
m∑
k=1

(
⟨ψ(t = 0)|ψ(t = τ)⟩

⟨ψ|ψ⟩

)2
)

(7.21)

where g is a decreasing function. This neural network approach to solve VAMP is termed as

VAMPnet [46,47,176,178].

The VAMPnet approach described above operates on a system that obeys detailed bal-

ance because orthogonality between the eigenfunctions of Kτ is required for carrying out

the variational approach in Eq. 7.20. However, eigenfunctions of Kτ of a (non-equilibrium)

system that breaks detailed balance are not necessarily orthogonal to each other. There-

fore, given the non-conservativeness of the OM system, we use singular value decomposition
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(SVD) [177,179] instead of eigenvalue decomposition to carry out VAMPnet, which gives the

orthogonal right singular vectors of Kτ .

For the 8P-SMP OM system, we take m = 5 and compute the first 5 non-trivial right

singular vectors, ψk (k = 1 · · · 5) using VAMPnet with lag time τ = 10 µs at various

temperatures. The computation is accomplished by means of the state-free non-reversible

VAMPnet (SNRV) python package developed by the Ferguson lab [180]. We compute the

correlation between the {ψk} and three PC collective coordinates including two translations

(r1 and r2) shown in Figs. 7.6a,b and the pseudorotation (r3) shown in Fig. 7.6c. The two

translations mostly correlate with ψ4 and ψ5 at 1 K, with ψ2 and ψ3 at low T but above 1

K, and with ψ1 at high T. The pseudorotation mostly correlates with ψ1 at low and with ψ3

at high T .

Figs. 7.6d shows the implied time scale, |λ−1k |, as a function of temperature; the dots

are colored according to the PC mode that the corresponding ψk correlates with. We can

see that the implied time scales of the translations are almost independent of temperature,

while the implied time scale of the pseudorotation is proportional to T−0.48 according to

the linear fit shown by the green dashed line. The implied time scales of translation and

pseudorotation cross at around 50 K, which is also the threshold temperature at which σpsrot

is equal to the standard deviation along translation. The implied time scale of translation

and pseudorotation are very close in the vicinity of the crossing temperature, which causes

coincident degeneracy to their corresponding ψk’s. Therefore, there exist arbitrary choices

of two basis functions in the degenerate eigen-subspaces. These arbitrary choices of basis

functions in the degenerate eigen-subspaces mix the ψk’s that correlate with pseudorotation

and translation. These mixed modes are shown as purple dots in Fig. 7.6d.

In conclusion, the singular vectors ψk’s given by SNRV can characterize the time scale

of the dynamics along the collective fluctuation modes for the 8P-SMP OM system. In

addition, the trend of the time scales implied by SNRV is consistent with the variances given
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Figure 7.6: Interpretation and implied time scales of the right singular functions {ψk} (1 ≤
k ≤ 5) obtained by state-free non-reversible VAMPnet (SNRV). (a-c) Correlations between
the ψk and (a,b) the two translation modes (c) the pseudorotation mode of the 8P-SMP. (d)
Plot of the temperature dependence of the implied time scales corresponding to the right
singular functions {ψk} that correlate with the translation and pseudorotation modes of the
8P-SMP. The green dashed line (slope = -0.48) is the linear fit of the implied time scale of
the pseudorotation mode as a function of temperature (on a logarithm scale).

by the w-PCA that is used to generate collective fluctuation modes. Therefore, SNRV is

promising for further study on the non-equilibrium features of the 8P-SMP by looking into

other collective fluctuation modes in the system.
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7.2 19-particle 6-fold symmetric Optical Matter Structure

7.2.1 Results

The 19-particle 6-fold symmetric OM structure is a stable structure of the OM system of

150 nm dia. Ag nanoparticles. The inset in Fig. 7.7c shows an experimental image of the

19-particle 6-fold symmetric structure obtained by dark-field microscopy. The 19 particles in

this OM structure can be divided into three categories: one center particle, six middle-layer

particles, and twelve outer-layer particles. A 10-million-frame EDLD simulation trajectory

is obtained at each beam power where the ordered 19-particle 6-fold symmetric OM array is

the initial structure. The simulation is carried out at 300 K and 1 µs simulation time step.

At 300 K, the 19-particle OM structure is in its ordered state at 60 mW beam power,

illustrated by the sharp peaks of the pairwise distance distribution shown in Fig. 7.7c, which

is the feature of lattice structures. The 19-particle OM structure becomes disordered at

20 mW beam power, illustrated by the broader peaks of the pairwise distance distribution

shown in Fig. 7.7a. Fig. 7.7b shows the pairwise distance distribution at 40 mW, which is

the transition point between ordered and disordered structures.

Fig. 7.7d shows the total scattering-cross section normalized by NπR2, where R = 75

nm is the radius of the nanoparticles and N is the number of particles. The total scattering-

cross section has a peak close to 800 nm wavelength for the ordered structure at high beam

power. This spectroscopic feature is the collective resonance of the trigonal lattice OM

structure [17]. When the beam power decreases from 60 mW to 20 mW, the 19-particle OM

structure turns from ordered to disordered, and the collective resonance peak at 800 nm

wavelength diminishes while the single-particle scattering peak at 600 nm wavelength [17]

increases.

Fig. 7.8a shows the probability distribution of the ratio (mean angular velocity)/(beam

power) (averaged in 1 ms) at various beam powers. We can see that when beam power
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Figure 7.7: The pairwise distance distribution and the total scattering cross-section of the
19-particle 6-fold symmetric OM structure at 300 K and various beam powers. (a-c) Plot
of the pairwise distance distribution of the nanoparticles in the 19-particle 6-fold symmetric
OM structure at 300 K and (a) 20 mW (b) 40 mW (c) 60 mW beam power. The inset in
panel c is the dark-field microscopy image of the 19-particle 6-fold symmetric OM structure
at 300 K. (d) Plot of the normalized total scattering cross-section as a function of wavelength
of the incident optical beam and 6 different beam powers (colors). The viscosity is taken as
the viscosity of water at 300 K and 1 atm. The Debye-screening length is 100 nm.

increases from 20 mW to 40 mW, where the structure shifts from disordered to an interme-

diate state between disordered and ordered structures, the mean angular velocity becomes

positive and reaches the largest positive value at 40 mW. When the beam power is increased

from 40 mW to 60 mW, where the structure shifts to becoming ordered, the mean angular

velocity changes from positive to negative. From Fig. 7.8b, we can see that if the beam

power increases above 60 mW the mean angular velocity becomes more and more negative.

Therefore, the angular velocity can characterize the transition between disordered and or-
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dered structure of the 19-particle OM system A similar finding has been reported recently

in a study using Ag nanoparticles [74]. Fig. 7.8b also shows that the standard deviation of

the magnitude of the angular velocity decreases as the beam power decreases, which means

that the mean angular velocity is a reliable metric for characterizing disordered-to-order

transition.

Because the initial configuration of each simulation trajectory is the ordered 19-particle

6-fold symmetric OM structure, it takes some time for the statistical quantities of the system

to relax for the trajectories obtained at beam powers less than 60 mW. In order to study the

relaxation of the mean angular velocity, we evenly divide the 10-million-frame simulation

trajectory at each beam power into 10 1-million-frame segment and compute the probability

distribution of the ratio between angular velocity and beam power for each segment sepa-

rately. The result is shown in Fig. 7.8c-f, where we can see that the distribution of angular

velocity has a relaxation for low beam powers, but the angular velocity does not relax for

beam powers at 50 mW and higher because the simulation starts at the ordered structure

that is stable under high beam powers.

In addition to the angular velocity of the structure, we also compute the root mean square

displacement (RMSD) as a function of lag time τ for each nanoparticle:

RMSDi(τ = m∆t) =
〈
[(xi(t+ τ)− xi(t)]2 + [(yi(t+ τ)− yi(t)]2

〉1
2

=

{
1

n−m

n−m∑
k=1

[xi((k +m)∆t)− xi(k∆t)]2 + [yi((k +m)∆t)− yi(k∆t)]2
}1

2 (7.22)

where RMSDi denotes the RMSD of the ith particle, n = 107 is the total number of frames

in each trajectory, ∆t = 1µs is the simulation time step, and [xi(t), yi(t)] is the 2D Cartesian

coordinate of the ith particle at time t. From this, the average RMSD is computed over all

particles:
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Figure 7.8: Analysis of the mean angular velocity (averaged in 1 ms) of the 19-particle OM
system. (a-b) The probability distribution of (a) ratio between mean angular velocity and
beam power (b) mean angular velocity at various beam powers P . (c-f) the probability
distribution of the ratio between mean angular velocity and by beam power of different 1-
million-frame segments of a 10-million-frame trajectory initiated at the ordered 19-particle
6-fold symmetric structure at (c) 20 mW (d) 30 mW (e) 40 mW (f) 50 mW beam power.
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RMSD =
N∑
i=1

RMSDi (7.23)

where n = 19 is the number of particles in the system. The average RMSD is plotted as

a function of lag time τ for various beam powers, shown in Fig. 7.9a. We can see that the

plots are linear with a slope of 0.5 when lag time τ is small for all beam powers. However, at

large lag times, the plot is still linear for small beam powers, but bends down at large beam

powers. This means that the random motions of the particles are more diffusive (Brownian)

for low beam powers when the structure is disordered. When the structure becomes more

ordered when beam power increases, where the slope of average RMSD drops below 0.5 in

the logarithm scale. This transition to apparent subdiffusive behavior reflects the fact that

the particle motions are more constrained (confined) by electrodynamic interactions that are

stronger than kBT .

Figure 7.9: Plots of the root mean square displacement (RMSD) averaged over the nanopar-
ticles as a function of lag time at various beam powers. (a) Plot of average RMSD of the
10-million frame simulation trajectory at each beam power as a function of lag time. (b-f)
Plot of average RMSD of the 10 evenly divided 1-million-frame segments of the simulation
trajectory as a function of lag time at (b) 20 mW (c) 30 mW (d) 40 mW (e) 50 mW (f) 60
mW beam power.
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In order to study the relaxation of the system in the simulation, we computed the average

RMSD for the 10 evenly divided 1-million-frame segments of the 10-million-frame trajectory

at each beam power. The results are shown in Fig. 7.9b-f. We can see that when the beam

power is 20 mW or 60 mW, i.e., when the OM structure is in completely disordered or ordered,

respectively, the relaxation is fast since the RMSD curve of the 1st segment overlaps with

the RMSD curve of the 10st segment. On the other hand, the relaxation becomes slower

when the beam power is closer to 40 mW; this is the case when the OM system is in an

intermediate condition between disordered and ordered.

In order to study the dynamics of the particles in different parts of the 19-particle OM

structure, we classify the 19 particles into three types: 1 center particle, 6 middle layer

particles, and 12 outer layer particles. These three classes are illustrated in the insets in

Fig. 7.10a-c. The main results shown in Figs. 7.10a-c are the derivatives with respect to lag

time τ of the average mean square displacement (MSD) (i.e., square of RMSD) scaled by

4D. Here τ is lag time and D = kBT/6πηR is the single-particle diffusion coefficient where

η is viscosity and R is particle radius (75 nm).

Since the MSD of a purely diffusive particle in 2D space is 4Dτ , the derivative dMSD/dτ

over 4D is 1 when τ is small. When τ increases, the derivative of MSD decreases because the

particles in the OM system interact with each other, their motions are not purely diffusive

but constrained. When τ increases, the decreasing value of dMSD/dτ depends on the beam

power and the position of the particles in the array. When the beam power is higher or

the particle is closer to the center of the 19-particle OM structure, the dMSD/dτ decreases

faster as τ increases. Fig. 7.10d shows the difference between the average derivative of MSD

of the outer layer particles and the center particle. At 20 mW beam power, the difference

between the average derivative of MSD of the outer layer particles and the center particle is

small, which means that the center particle and outer layer particles are not distinguishable

in their dynamics for disordered structures. When beam power increases from 20 mW to 40
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mW, the 19-particle OM structure manifests structural and dynamic properties intermediate

between ordered and disordered, while the difference between the average derivative of MSD

of the outer layer of particles and the center particle becomes larger. When the beam further

increases from 40 mW to 60 mW, the 19-particle OM structure becomes ordered and the

difference between the average derivative of MSD of the outer layer particles and the center

particle first increases then decreases as τ increases.

Figure 7.10: Plot of the derivative of average mean square displacement (MSD) with respect
to lag time τ scaled by 4D where D is single-particle diffusion coefficient and τ is the lag
time of the 19-particle OM system. (a-c) Scaled derivative of (a) the center particle (b) the
average for the middle layer of particles (c) the average of the outer layer of particles. (d)
Plot of the difference of the derivative dMSD/dτ over 4D between the outer layer of particles
and the center particle.

Therefore, we can see from Fig. 7.10 that the central particle relaxes faster than the

particles in the middle and outer layers. This is different from the Onsager inverted snowball

model [181] which claims that the relaxation of the liquid molecules closer to the center of
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the molecular cluster is slower than the ones distant to the center.

7.2.2 Discussion and conclusions

The structural transition between the ordered and disordered state of large OM clusters

was referred to as "phase transition" by Han and his coworkers [74]. They analyzed the

statistics of three order parameters for the transition: ψ6 that characterize the structural

deviation from trigonal lattice cites, pairwise distance distribution, and the angular velocity

distribution. They also analyzed two mechanical properties of the system. One of them is

the 2D potential which is the work done by moving one particle with other particles fixed.

This 2D potential only considers the conservative part of the force field and neglects the

non-conservativeness of the OM system. The other mechanical property is the sum of pair-

wise interactions of the particles in the OM system. Using pairwise interactions to describe

OM structures neglects the many-body nature of the electrodynamic interactions among the

particles, which is most essential for large OM clusters. In addition, Han and his coworkers

did not connect the statistical analysis to the mechanical quantities they computed. There-

fore, their work did not give a statistical mechanical description of the "phase transition"

between the disordered and ordered OM clusters.

In contrast, my work in Section 7.2 looks into the mean square displacement (MSD) of

the 19-particle OM structure. MSD and its derivative over lag time are statistical properties

of the OM system that can characterize ordered and disordered structures. Moreover, as

functions of lag time, MSD and its derivative over lag time can be connected to force field of

the OM system using equations that characterizes diffusion such as Fokker-Planck equation.

In this way, we can connect the statistics (MSD) of the system to the mechanics (force-field)

of the system and thus, come up with a more rigorous description of the "phase transition"

between the disordered and ordered OM clusters in the language of statistical mechanics.
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CHAPTER 8

CONCLUSIONS AND FUTURE WORK

This dissertation focuses on the collective fluctuation modes of the optical matter (OM) sys-

tems, including the method of generating the fluctuation modes and the their applications.

The applications of the collective fluctuation modes studied in this dissertation include: (i)

obtaining the reaction coordinate between stable OM structures in the Markov state model

constructed for the 6-particle OM system; (ii) computation of the entropy production rate of

OM systems by introducing a linear approximation and comparing this to power dissipation;

(iii) introducing a fluctuation mode-dependent symmetry analysis of the scattering cross-

section and induced-polarization of OM structures in analogy to the classical Raman effect;

(iv) investigating the non-equilibrium features of the 8-particle OM structure that manifests

"pseudorotation"; and (v) examining OM systems where collective modes are not directly

applicable such as the 19-particle OM system. In conclusion, the collective fluctuation mode

methods developed in this dissertation are anticipated to offer useful new tools in studying

the dynamics and scattering properties of OM systems. Furthermore, the collective mode

approach does not rely on the electrodynamics interactions, so that this approach can be ap-

plied other overdamped non-equilibrium steady states of which the fundamental interaction

is not electrodynamic.

In this chapter, I propose further research on four topics related to this dissertation:

(i) application of machine learned policy beams to stabilize particular OM structures or

transitions; (ii) computation of entropy production rate of the 19-particle OM structure;

(iii) analysis of the role non-equilibrium effects play in the structural isomerization of the 8-

particle OM structure that manifests pseudorotation; and (iv) verification of the fluctuation-

mode-dependent torque direction predicted by the helicity-resolved symmetry analysis of the

scattering properties of the 6-particle triangle and the 7-particle 6-fold symmetric structures.

The following elaborates these three directions of future work in detail.
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First, in Chapter 3, the optical beam power is the only parameter that is adjusted when

the Markov state models are built for the 6-particle OM system. However, apart from beam

power, there are other tunable parameters for the optical beam such as beam width, intensity

profile, and phase profile. The phase profile of the incident beam can be experimentally

controlled by tuning the Zernike coefficients in the spatial light modulator. Reinforcement

learning can be adopted to control the stability of and the transitions between the stable

states of the OM system by learning the policy beams that correspond to certain sets of

beam parameters satisfying the goal of control.

Second, the entropy production rate is a thermodynamic quantity that is promising in

describing the transition of between the disordered and ordered states of larger OM systems;

the 19-particle OM system is a particular example. However, the collective fluctuation mode

approach to compute the entropy production rate is not applicable to this 19-particle OM

system because the disordered 19-particle OM system lacks a stable reference structure that is

essential for obtaining the collective fluctuation modes of the system. Therefore, a different

method such as transition path sampling (TPS) [182–184] could be used to compute the

entropy production rate of this system. TPS estimates the entropy production rate from

temporal averages [183]. Compared to the spatial average approach used in this thesis that

involves Helmholtz decomposition of the force field, a temporal averaging approach uses the

generated reversed-time trajectories and reweights them in a forward-time ensemble. This

reweighting shows how the comparison of forward and reversed noise values has to do with

a force dotted into a displacement, which gives the temporal entropy production rate [182]

that can be averaged to generate the ensemble entropy production rate of the system. The

precision of the entropy production rate computed by temporal averaging is controlled by

the magnitude of the probability current fluctuation [184].

Entropy production rate calculation can serve as an intermediate quantity that links

stability of OM structures and optical beam parameters. Taking advantage of the collec-

194



tive modes and Helmholtz decomposition of the force field, the entropy production rate can

be computed efficiently for stable OM structures as non-equilibrium steady states (NESS).

This computation efficiency enables data collection and training for reinforcement learning

that eventually lead to control the OM entropy production rate tuning beam parameters.

Next, taking advantage of the HLDA reaction coordinate introduced in Chapter 3, the TPS

approach enables entropy production rate calculation along trajectories that manifest transi-

tions between various pairs of stable OM structures. In this way, we will be able to relate the

entropy production rate of different OM structures to their structural stability. To summa-

rize, TPS and HLDA coordinate links structural stability to entropy production rate of OM

structure, while reinforcement learning and the Helmholtz decomposition based on collective

modes links entropy production rate to optical beam parameters. This is the idea of two-step

control and design of stable OM system structures by means of entropy production rate.

Third, the helicity-resolved analysis of the scattering properties of symmetric OM struc-

tures in Section 6.B using irreducible representations predicts the torque direction for the so

called Raman active degenerate mode pairs. It is necessary to verify this prediction by ana-

lyzing the torque in the Raman active degenerate subspaces of the two OM systems studied;

the E representation subspaces for the 6-particle triangle OM structure and the E2 repre-

sentation subspaces for the 7-particle 6-fold symmetric structure. However, because these

two structures are stable in the corresponding OM configuration space, the magnitude of the

radial motion in the Raman active degenerate subspace is much larger than the azimuthal

motion. This decreases the signal-to-noise ratio of the computed torque since only the az-

imuthal part of the motion characterizes the torque and extracting the signal is challenged

by the significant noisy (thermal) background of radial motions. In future work, I believe

that one can compute the torque in the Raman active degenerate subspace and average it

throughout the simulation trajectory. In this way, only the azimuthal component of the

force field will be taken into consideration in the Raman active degenerate subspace, which
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is orthogonal to the radial force that generates the noise.

Finally, two important non-equilibrium features of the 8-particle OM system that mani-

fests a pseudorotation fluctuation (8P-SMP) were introduced in section 7.1. Weighted princi-

pal component analysis (w-PCA) was used to generate the collective fluctuation coordinates

of the 8P-SMP. In addition, a derivation starting from the Fokker-Planck equation explained

the temperature dependence of the argument maximum of the probability distribution in

the OM configuration space in Section 7.1.2.2. However, the role that the non-equilibrium

nature of the electrodynamic interactions in OM systems plays in the frequent transitions

between the two argument maxima of the probability distribution is still not clear. Here, I

propose three directions for future work on this topic:

1. In section 7.1.3, we used Koopman analysis to determine that the implied time scale of

the pseudorotation depends on temperature while the implied time scales of the other

modes are independent of temperature. We also found that there exists a common

threshold temperature for the marginal probability distribution along the collective

modes in the configuration space (Fig. 7.5c,d), standard deviation (Fig. 7.5b), and

the implied times scales (Fig. 7.6d) of pseudorotation configurations and dynamics.

However, we do not know whether these non-conservative features are caused by a

barrier crossing process along the pseudorotation coordinate or by the non-conservative

part of the force field. Therefore, I propose carrying out the Koopman analysis using

state-free non-reversible VAMPnet (SNRV) (introduced in detail in Section 7.1.3) and

w-PCA for two more systems. One of them is the 6-particle triangle OM structure

while the other is a modified 8-particle system for which the external force field is the

conservative part of the force field of the OM 8P-SMP. If the Koopman analysis result

of the 6-particle triangle OM system resembles one of the non-conservative features of

the 8P-SMP, then that means that the feature is caused by the non-conservative part

of the force field. If the Koopman analysis result of the modified 8-particle system
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(for which the external force field is the conservative part of the force field of the OM

8P-SMP) resembles one of the non-conservative features of the full 8P-SMP, then that

feature is caused barrier crossing along the pseudorotation coordinate. Therefore, by

comparing the Koopman analysis results of these two systems and the results of the

full 8P-SMP, we will obtain a better understanding of the cause of the non-conservative

features in 8P-SMP dynamics.

2. Different from the OM systems that form trigonal lattice structures, the broken sym-

metry for modes 6 and 7 shown in Fig. 7.4 for the 8P-SMP is too large to be considered

a perturbation. From irreducible representation analysis, we can find that modes 6 and

7 correspond to the B representation of the C4 point group after circularly polarized

field-induced symmetry breaking. Therefore, before symmetry breaking, the structure

has D4 symmetry and either mode 6 or 7 should correspond to irreducible representa-

tion B1 (with a mirror symmetry axis) and the other should correspond to B2 (with

an anti-symmetric mirror axis). However, modes 6 and 7 shown in Fig. 7.4 deviate sig-

nificantly from mirror symmetry or mirror anti-symmetry. Furthermore, modes 6 and

7 are mirror symmetry replicas of each other, but Fig. 7.5b shows that the standard

deviations of modes 6 and 7 are different. The latter means that these two modes are

more affected by the chiral symmetry breaking compared to other modes. In addition,

the standard deviations of modes 7 and 8 cross each other at around 50 K, shown by

Fig. 7.5b. This is the same threshold temperature as the crossing of translation and

pseudorotation standard deviations. Therefore, it would be important to study modes

6 and 7 by looking at their correlation with the singular functions given by SNRV.

3. Raman activity of the normal modes of molecules [158, 159] includes two parts. One

is the mode symmetry, which is studied in the Raman effect-inspired symmetry anal-

ysis introduced in Chapter 6. The other part is the selection rule; that is the vibra-

tion quantum number difference between the initial and final states can only be ±1.
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The selection rule comes from the harmonic approximation of the vibration poten-

tial along each normal mode. Therefore, it should be emphasized that the Raman

effect-inspired symmetry analysis introduced in Chapter 6 does not include the quan-

tum number difference, and thus does not include the harmonic approximation of the

modes. Therefore, the non-harmonicity of the pseudorotation mode will not affect the

Raman effect-inspired symmetry analysis so that the symmetry analysis analogous to

Raman scattering can also be applied to the 8P-SMP to study its changes of scattering

cross-section and induced-polarization along its collective fluctuation modes. By com-

paring the result of the change of scattering cross-section induced-polarization along

the collective modes of the 8P-SMP to that of the 6-particle triangle and 7-particle

6-fold symmetric OM systems, we will obtain a better understanding of the relation

between the scattering properties and the non-conservative features in the 8P-SMP

OM system.
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