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into the LVLM, along with the current ongoing response, obtaining n logits distri-
butions. Then we compute Jensen-Shannon Divergence (JSD) between each pair
of the n distributions, and select the top m pairs, providing 2m next-token candi-
dates by bi-directional contrasted logits distributions. Each of the 2m candidates
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ABSTRACT

Deep learning (DL) has made significant impacts in many domains, including computer

vision (CV), natural language processing (NLP), recommender systems, and many others.

Besides the breakthroughs made to the model architectures, data has been another fun-

damental factor that significantly impacts the model performance. This emphasis on data

has given rise to the concept of data-centric artificial intelligence (AI). Despite its growing

importance, studies focusing on developing novel data utilization algorithms that enhance

model performance without modifying its architecture are still lacking. Addressing this gap,

this thesis proposes novel data utilization algorithms that correspond to different steps of

the deep learning pipeline, ranging from data collection, formulation, to model training,

evaluation and to model inference as in many deployed applications. These algorithms aim

to improve model performance, robustness, and trustworthiness through the lens of data

utilization, while not altering model architectures or increasing computational or time costs.

In the data collection and formulation stage, we propose two novel strategies targeting

both data scarcity and abundance respectively, which are two opposite yet equally crucial

data challenges commonly found in many DL applications. Data scarcity refers to scenar-

ios when DL model is applied to real-world application domains where its labeled data is

expensive to obtain, thus demanding more careful data collection algorithms so that the

model performance is best optimized with limited data. In fact, this collection process is

often addressed through active learning (AL). In this thesis, we propose Direct Acquisition

Optimization (DAO), a novel AL algorithm that optimizes sample selections directly based

on the expected true loss reduction. On the other hand, data abundance refers to situations

when the amount of data is larger than model can learn, leading to performance saturation

and failures in scaling, such as in recommender systems, where model performance saturates

without taking full advantage of the abundant amount of user-item interaction data. In this

thesis, we propose User-Centric Ranking (UCR), an alternative data formulation strategy
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that is based on the transposed view of the dyadic user-item interactions. UCR breaks the

curse of data saturation of modern transformer-based recommender systems, enabling them

to consume larger amount of data and achieve higher performance.

In the model training stage, we demonstrate through vision-language models, arguing

that although contrastive language-image pretraining (CLIP) has set new benchmarks by

leveraging self-supervised contrastive learning on large amounts of text-image pairs, its de-

pendency on rigid one-to-one mappings overlooks the complex and often multifaceted rela-

tionships between and within the text-image data pairs, causing inefficient data utilization

during the pretraining process. In response, we develop Ranking-Consistent Language-Image

Pretraining (RankCLIP), a novel pretraining method that extends beyond the existing rigid

one-to-one matching framework of CLIP and its variants. By leveraging both in-modal and

cross-modal ranking consistency, RankCLIP improves the alignment process, enabling it to

capture the nuanced many-to-many relationships between and within each modality.

In the model evaluation stage, we identify the inadequacies of scalar-based error metrics

in evaluating DL models, as they are often too abstract to reveal model weak spots and

properties. More importantly, scalar-based metrics implicitly assume that the test data is

large enough and uniformly distributed, so that these averaged values are fair reflections

of the true model performance. However, this is sometimes not the case, as there might

not be enough test data in the first place. To this end, we propose a better test data

utilization strategy for model evaluations. More specifically, we develop Non-Equivariance

Revealed on Orbits (NERO), a novel model evaluation tool that employs a combination of

task-agnostic interactive interface and task-dependent visualizations to intricately evaluate

and interpret model behaviors through analyzing its equivariance on purposefully designed

data permutations. NERO transforms model evaluation from scalar-based, abstract metrics

to robustness-based interactive visualizations that not only evaluate model performance, but

also interpret model behaviors, promoting deeper model understanding.

xvi



Finally, in the inference stage, given the uniqueness of auto-regressive models, where

their performance can be further improved via decoding strategies, we explore how novel

data utilization leads to novel decoding algorithm that improves model performance and

trustworthiness, without the need of acquiring new data or conducting additional fine-tuning.

Specifically, we introduce Hallucination Reduction through Adaptive Focal-Contrast decoding

(HALC), a novel decoding strategy that utilizes fine-grained visual context to help pretrained

large vision-language models (LVLMs) mitigate object hallucinations (OH) and generate

more trustworthy outputs.
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CHAPTER 1

INTRODUCTION AND OVERVIEW

Artificial intelligence (AI) has been a pivotal force transforming research, industries and

altering the way people live and work [West and Allen, 2018, Jordan and Mitchell, 2015].

One of the most important components in AI is machine learning (ML), and more specifically,

deep learning (DL), which enables AI systems to automatically learn from data, identifying

complex patterns and making accurate predictions or decisions without explicit rule-based

learning procedures [LeCun et al., 2015a, Goodfellow et al., 2016]. By training on large-scale

datasets, DL models can uncover hidden relationships and gain a deep understanding of the

underlying data, allowing them to generalize and perform well on new, unseen examples.

Significant progress in DL has been made over the past decade in fields such as com-

puter vision (CV) [Voulodimos et al., 2018], natural language processing (NLP) [Otter et al.,

2020], recommender systems [Zhang et al., 2019], and many others [Dong et al., 2021]. Most

of the groundbreaking efforts were made to model architectures. For example, transform-

ers [Vaswani et al., 2017] largely replace convolutional neural networks (CNN) [O’Shea and

Nash, 2015] and recurrent neural networks (RNN) [Medsker and Jain, 2001] to enable revolu-

tionary breakthroughs in many downstream application domains [Khan et al., 2022, Chang

et al., 2023, Sun et al., 2019].

In addition to the advancements made to model architectures, another fundamental ele-

ment facilitating progress in DL is data, which serves as the fuel to the learning, decision-

making, and problem-solving capabilities of various DL models. Data-driven approaches

have contributed significantly to these areas, yielding state-of-the-art results in many tasks,

such as image classification [Rawat and Wang, 2017], object detection [Zou et al., 2023],

image captioning [Hossain et al., 2019], text generation [Iqbal and Qureshi, 2022] and click-

through rate (CTR) prediction [Wang, 2020]. And it has become even more important as

it is not only crucial in data-efficient learning [Adadi, 2021], but also an indispensable part
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of the scaling law [Hestness et al., 2017, 2019, Kaplan et al., 2020], a guidance on balancing

between data size and number of model parameters to keep overfitting under control. As

a result, in addition to the ongoing efforts on developing more advanced model architec-

tures, there is also an emerging interest focusing on better data utilization, which has been

increasingly recognized as data-centric AI [Jakubik et al., 2022, Mazumder et al., 2024].

Data-centric AI focuses on the critical role that data plays in the development and de-

ployment of DL models [Polyzotis and Zaharia, 2021], including data collection, formulation,

model training, evaluation and inference. It recognizes that high-quality, diverse, and rel-

evant data is not only essential for training DL models to accurately generalize patterns,

make informed predictions, and derive meaningful results, but also critical to better evaluate

and interpret existing complex yet often black-box models [Zha et al., 2023]. In addition,

with the rise of transformer-based [Vaswani et al., 2017, Khan et al., 2022], autoregressive

deep learning (DL) [Gregor et al., 2014] models, more thoughtful data utilization during

the inference stage can also enhance model’s performance and trustworthiness [Wang et al.,

2023a], without the need of additional data or training.

1.1 Dissertation Overview

In this thesis, we propose to prioritize data and explore novel, more effective data utiliza-

tion algorithms to enhance the performance, robustness, and trustworthiness of modern DL

models without altering their neural network architectures. As shown in Fig. 1.1, where we

have an overview of a standard model preparation pipeline consisting of four stages: data

preparation, model training, model evaluation, and model inference, novel data utilization

algorithms are introduced with respect to each stage of the pipeline.

For the data preparation stage, we propose two algorithms that target data scarcity

and abundance in Chapter 2 and Chapter 3 respectively. Specifically, in Chapter 2, we

introduce an efficient data collection algorithm targeting data scarcity for computer vision
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models, named Direct Acquisition Optimization (DAO) [Zhao et al., 2024]. As an active

learning (AL) algorithm, DAO optimizes sample selections based on expected true loss re-

duction. To be more precise, DAO utilizes influence functions to update model parameters

and incorporates an additional acquisition strategy to mitigate bias in loss estimation. This

approach facilitates a more accurate estimation of the overall error reduction, without ex-

tensive computations or reliance on labeled data. On the other hand, for data abundance,

we introduce in Chapter 3 an alternative data formulation paradigm, named User-Centric

Ranking [Zhao et al., 2023c], for transformer-based recommender models. UCR is based on

a transposed view of the dyadic user-item interactions, that is, instead of profiling users with

item embeddings, we propose to profile items with user embeddings, as a closer analogous

to the token-paragraph relationships commonly found in natural language processing (NLP)

research.

For the model training stage, in Chapter 4, we introduce RankCLIP, a novel pretraining

method that extends beyond the rigid one-to-one matching framework of existing contrastive

language-image pretraining (CLIP) and its variants. Specifically, by leveraging both in-

modal and cross-modal ranking consistency, RankCLIP improves the text-image alignment

process, enabling it to capture the nuanced many-to-many relationships between and within

each modality.

For the model evaluation stage, in Chapter 5, we illustrate a more comprehensive,

visualization-based analysis pipeline, Non-equivariance Revealed On Orbits (NERO) [Zhao

et al., 2023a] which assesses model equivariance to address the inadequacies of scalar-based

error metrics in evaluating ML models.

And at the last stage of the pipeline, in Chapter 6, we illustrate Adaptive Focal-Contrast

Decoding (HALC) [Chen* et al., 2024a], a real-time decoding algorithm that enhances the

trustworthiness of the large vision-language models (LVLM) through mitigating object hal-

lucinations (OH).
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Figure 1.1: Modern deep learning pipeline simplified into four stages: data preparation,
model training, model evaluation, and model inference. In this thesis, we introduce five novel
algorithms that enhance model performance by optimizing data utilization, each tailored to
a specific stage of the pipeline.

1.2 Publications Relevant to this Dissertation

The technical contributions of this dissertation and its chapters draw upon content from

the following conference publications and technical reports. Asterisks (*) in the list indicate

co-first authorship and are alphabetically ordered.

• Zhuokai Zhao, Yibo Jiang, and Yuxin Chen. Direct Acquisition Optimization for

Low-Budget Active Learning. In arXiv preprint arXiv:2402.06045, 2024. (Chapter 2)

• Zhuokai Zhao, Yang Yang, Wenjie Hu, and Shuang Yang. Breaking the Curse

of Quality Saturation with User-Centric Ranking. In 29th SIGKDD Conference on

Knowledge Discovery and Data Mining, 2023. (Chapter 3)

• Yiming Zhang*, Zhuokai Zhao*, Zhaorun Chen, Zhili Feng, Zenghui Ding, and Yin-

ing Sun. RankCLIP: Ranking-Consistent Language-Image Pretraining. In arXiv

preprint arXiv:2404.09387, 2024. (Chapter 4)
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Kindlmann. Evaluating Machine Learning Models with NERO: Non-Equivariance Re-

vealed on Orbits. arXiv preprint arXiv:2305.19889, 2023. (Chapter 5)

• Zhaorun Chen*, Zhuokai Zhao*, Hongyin Luo, Huaxiu Yao, Bo Li, and Jiawei Zhou.

HALC: Object Hallucination Reduction via Adaptive Focal-Contrast Decoding. In

International Conference on Machine Learning (ICML), 2024. (Chapter 6)

The following publications and technical reports are also relevant, with contents focusing on

data-centric approaches in enhancing model performance and trustworthiness, or including

necessary background knowledge which led to the completion of this thesis. However, they

will not be exclusively discussed or presented with details in this dissertation.

• Zhuokai Zhao, Harish Palani, Tianyi Liu, Lena Evans, and Ruth Toner. Multi-

Modality Guidance Network For Missing Modality Inference. In IEEE International

Conference on Multimedia and Expo (ICME), 2024.

• Zhaorun Chen*, Zhuokai Zhao*, Zhihong Zhu*, Ruiqi Zhang, Xiang Li, Bhiksha

Raj, and Huaxiu Yao. AutoPRM: Automating Procedural Supervision for Multi-step

Reasoning via Controllable Question Decomposition. In Annual Conference of the

North American Chapter of the Association for Computational Linguistics (NAACL),

2024.

• Zhaorun Chen*, Zhuokai Zhao*, Wenjie Qu, Zichen Wen, Zhiguang Han, Zhihong

Zhu, Jiaheng Zhang, and Huaxiu Yao. PANDORA: Detailed LLM Jailbreaking via

Collaborated Phishing Agents with Decomposed Reasoning. In ICLR Workshop on

Secure and Trustworthy Large Language Models, 2024.

• Zhaorun Chen, Siyue Wang, Zhuokai Zhao, Chaoli Mao, Yiyang Zhou, Jiayu He, and
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6



CHAPTER 2

DATA COLLECTION UNDER SCARCITY

Referring back to Fig. 1.1, this chapter elaborates on how better data utilization strategy can

enhance the process of data preparations. Admittedly, data preparation is a wider topic that

includes many sub-areas such as data collection [LeCun et al., 2015a], data cleaning [Ilyas and

Chu, 2019], data annotation [Mosqueira-Rey et al., 2023], data integration [Doan et al., 2012],

among others [Zheng and Casari, 2018]. But in this chapter we focus on the data collection

and annotation aspects of the preparation. More specifically, we focus on optimizing the

data collection process in domains where unlabeled data is plentiful but annotations are

costly. Our goal is to establish criteria that identify and prioritize the most informative or

beneficial data points for annotation. By doing so, we aim to enhance model performance

while adhering to a limited annotation budget.

In fact, these concerns and goals are well recognized by a concept known as active learning

(AL), which has gained prominence in integrating data-intensive ML models into domains

with limited labeled data, and has been a focus in ML research for decades in mitigating

data scarcity. However, its effectiveness diminishes significantly when the labeling budget is

low. In this chapter, we first empirically observe the performance degradation of existing AL

algorithms in the low-budget settings, and then introduce Direct Acquisition Optimization

(DAO), a novel AL algorithm that optimizes sample selections based on expected true loss

reduction.

The chapter is organized as follows: we introduce the problem and its general back-

ground with more discussions in §2.1, then we provide essential technically related works

in §2.2. We present the empirical study results demonstrating existing methods failing in

extremely low-budget scenarios in §2.3, which is a direct motivation to our research, followed

by a detailed illustration of the proposed method, DAO, in §2.4. We conduct experiments

demonstrating DAO’s effectiveness in low-budget settings, outperforming state-of-the-arts
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approaches across seven benchmarks in §2.5, and then discuss ablation studies regarding the

effect of each component of DAO in §2.6. At the end we conclude this chapter in §2.7.

2.1 Introduction

Active learning (AL) explores how adaptive data collection can reduce the amount of data

needed by machine learning (ML) models [Settles, 2009, Ren et al., 2021]. It is particularly

useful when labeled data is scarce or expensive to obtain, which significantly limits the

adaptability of modern deep learning (DL) models due to their data-hungry nature [van der

Ploeg et al., 2014]. In these cases, AL algorithms selectively choose the most beneficial

data points for labeling, thereby maximizing the effectiveness of the training process even if

the data is limited in number. In fact, AL has been broadly applied in many fields [Adadi,

2021], such as medical image analysis [Budd et al., 2021], astronomy [Škoda et al., 2020], and

physics [Ding et al., 2023], where unlabeled samples are plentiful but the process of labeling

through human expert annotations or experiments is highly cost-intensive. In these contexts,

judiciously selecting samples for labeling can significantly lower the expenses involved in

compiling the datasets [Ren et al., 2021].

Many active learning algorithms have emerged over the past decades, with early seminal

contributions from [Lewis, 1995, Tong and Koller, 2001, Roy and McCallum, 2001], and a

shift that focuses more on deep active learning - a branch of AL that targets more towards

DL models in more recent years [Huang, 2021]. Depending on the optimization objective,

AL algorithms can be classified into two categories. The first category includes heuristic

objectives that are not exactly the same as the evaluation metric, i.e. error reduction.

Examples in this category are diversity [Sener and Savarese, 2017], uncertainty [Gal et al.,

2017], and hybrids of both [Ash et al., 2019]. Second category includes criteria that is

exactly the same as the evaluation metric, where notable approaches include expected error

reduction (EER) [Roy and McCallum, 2001] and its modern follow-up works [Killamsetty
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et al., 2021, Mussmann et al., 2022].

Despite the popularity of the first type of AL algorithms, we show in §2.3 that these

methods often suffer heavily in low-budget settings, where the total (accumulative) sampling

quota is less than 1% of the number of unlabeled data points, making them less suitable for

the extreme data scarcity scenarios. In terms of the methods from the second category, their

higher running time and reliance on the availability of a validation or hold-out set remain

significant limitations, constraining their applicability in many data-scarcity scenarios as

well. For example, EER [Roy and McCallum, 2001] re-trains the classifier for each candidate

with all its possible labels, where in each time also evaluates the updated model on all the

unlabeled data, making its runtime intractable especially for deep neural networks. And

GLISTER [Killamsetty et al., 2021], despite being much more computationally efficient,

requires a labeled, hold-out set for its sample selection process, formulated as a mixed discrete-

continuous bi-level optimization problem, to be optimized properly.

While these constraints might not be a huge limitation a few years ago, it poses a more

important challenge currently as we are adopting deep learning models to more areas, where

labeled data may be extremely expensive to acquire. More importantly, it is also worth

noticing that under these scenarios, the highly limited labeled data should have been better

utilized for training than being reserved for AL algorithms.

Above limitations highlight a critical gap between the capabilities of current AL method-

ologies and the urgent demands from real-world applications, underscoring the need for

developing novel AL strategies that can operate both relatively efficient while presenting

little to none reliance on the labeled set. To this end, we introduce Direct Acquisition Op-

timization (DAO), a novel AL algorithm that selects new samples for labeling by efficiently

estimating the expected loss reduction. Compared to EER and GLISTER, DAO solves the

pain points of prohibitive running time and the reliance on a separate labeled set through

utilizing influence function [Ling, 1984] in model parameters updates, and a more accurate,
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efficient unbiased estimator of loss reduction through importance-weighted sampling.

To summarize, the contributions of this chapter are: (1) an empirical analysis of existing

AL algorithms under low budget settings; (2) a novel AL algorithm, Direct Acquisition

Optimization (DAO), which optimizes sample selections based on expected error reduction

while operating efficiently through influence function-based model parameters approximation

and true overall reduced error estimation; and (3) thorough experiments demonstrating

DAO’s superior performance in the low-budget settings, out-performing current popular AL

methods across seven benchmarks.

2.2 Related Work

2.2.1 Active Learning

AL has gained a lot of attraction in recent years, with its goal to achieve better model

performance with fewer training data [Settles, 2009, Schröder and Niekler, 2020, Ren et al.,

2021]. There have been different selection criteria including uncertainty, diversity, query-

by-committee, version space and information-theoretic heuristics [Liu et al., 2022, Zhan

et al., 2022]. The uncertainty-based approaches are arguably the most popular and easi-

est to implement, which includes selection criteria such as least confidence [Lewis, 1995],

minimum margin [Scheffer et al., 2001, Roth and Small, 2006, Citovsky et al., 2021], maxi-

mum entropy [Joshi et al., 2009, Settles, 2009] and others [Gal et al., 2017]. At their core,

these methods select points where the classifier is least certain. However, uncertainty-based

methods can be biased towards the current learner. Diversity-based methods [Settles, 2009,

Bilgic and Getoor, 2009, Guo, 2010, Luo et al., 2013, Elhamifar et al., 2013, Mac Aodha

et al., 2014, Yang et al., 2015, Sener and Savarese, 2017, Sinha et al., 2019, Agarwal et al.,

2020, Wu et al., 2021], on the other hand, aim to select the most representative samples of

the dataset. In addition, query-by-committee [Seung et al., 1992, Abe, 1998] and version
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space-based [Mitchell, 1982] methods, keep a pool of models, and then select samples that

maximize the disagreements between them. Information-theoretic methods [Hoi et al., 2006,

Barz et al., 2018] typically utilize mutual information as the criterion. Hybrid method that

combines both uncertainty and diversity criteria, such as BADGE [Ash et al., 2019], has also

been developed to take advantage of both worlds. As shown later in the paper, we visually

observe that the selections of our proposed DAO, although not explicitly optimized towards

any of these heuristics, display characteristics of an hybrid approach.

2.2.2 EER-based Acquisition Criterion

Alternatively, EER was proposed to select new training examples that result in the lowest

expected error on future test examples, which directly optimizes the metric by which the

model will be evaluated [Roy and McCallum, 2001]. In essence, EER employs sample selec-

tion based on the estimated impact of adding a new data point to the training set, rather

than evaluating performance against a separate validation set, meaning that it does not in-

herently require a validation hold-out set. However, its necessity to retrain the model for

every possible candidate sample and every possible label renders its cost intractable in the

context of deep neural networks [Budd et al., 2021, Škoda et al., 2020, Ding et al., 2023].

More recent look-ahead EER-based AL algorithms [Mussmann et al., 2022] focus on address-

ing this efficiency concern. However, these methods either rely on a small set of validation

data to be used for the evaluation of the expected loss reduction [Killamsetty et al., 2021],

or can still be quite slow when the size of labeled and unlabeled sets are large [Mohamadi

et al., 2022]. In this paper, we present DAO, a novel AL algorithm that improves upon

EER through optimizations on both model updates as well as loss estimation, efficiently and

effectively broadening the applicability of EER-based algorithm.
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2.3 Low-Budget Active Learning: A Motivating Case Study

In this section, we provide an empirical analysis to demonstrate that commonly used heuristic-

based AL algorithms do not work well under very low-budget settings. Specifically, we an-

alyze (1) uncertainty sampling methods including least confidence [Lewis, 1995], minimum

margin [Scheffer et al., 2001], maximum entropy [Settles, 2009], and Bayesian Active Learning

by Disagreement (BALD) [Gal et al., 2017]; (2) diversity sampling methods such as Core-

Set [Sener and Savarese, 2017] and Variational Adversarial Active Learning (VAAL) [Sinha

et al., 2019]; and (3) hybrid method such as Batch Active learning by Diverse Gradient

Embeddings (BADGE) [Ash et al., 2019].

We test the above methods on the CIFAR10 [Krizhevsky et al., 2009] dataset starting

with an initial labeled set with size |Linit| = 10, and conducted 50 acquisition rounds where

after each round B = 10 new samples are selected and labeled. We use ResNet-18 [He et al.,

2016] as our training model across all methods. And we repeated the acquisitions five times

with different random seeds. The results are visualized in Fig. 2.1, where we plot the relative

performance between each method and random sampling acquisition through a diverging

color map.

Aligning with the general perceptions that low-budget [Mittal et al., 2019, Hacohen et al.,

2022] and cold-start [Zhu et al., 2019, Chandra et al., 2021] AL tasks are especially chal-

lenging, we empirically observe that almost all popular AL algorithms fail to outperform

the naive random sampling when acquisition quota is less than 1% (500 out of 50,000 in the

case of CIFAR10) of the unlabeled size. More specifically, when the quota is less than 0.2%

(less than 100 data points for CIFAR-10), all methods fail to reliably outperform random

sampling (as the beginning of each heatmap in Fig. 2.1 are almost all blue), which greatly

motivates the development of DAO. We also include the more conventional line plot of the

empirical analysis which may provide more detailed information of each run in Fig. 2.2.
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Figure 2.1: Existing methods fail to outperform random sampling with small budgets. This
figure shows the relative performance between multiple methods and random acquisition.
Within each subplot, x axis represents the accumulative acquisition size, while y axis indi-
cates runs initiated with different random seeds. White color indicates on-par performance
with random, blue indicates worse, and red indicates better.

2.4 Methodology of DAO

Different from the heuristics-based AL algorithms that optimize criteria such as diversity or

uncertainty, DAO is built upon the EER formulation with the selection objective being the

largest reduced error evaluated on the entire unlabeled set. More specifically, DAO majorly

improves upon two aspects: (1) instead of re-training the classifier, we employ influence

function [Cook and Weisberg, 1982], a concept with rich history in statistical learning, to

formulate the new candidate sample as a small perturbation to the existing labeled set, so

that the model parameters can be estimated without re-training; and (2) instead of reserving
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Figure 2.2: Relative performance between existing popular AL methods and random acqui-
sition. horizontal axis represents the accumulative size of the labeled set, while vertical axis
indicates relative performance in percentage.

a separate, relatively large labeled set for validation [Killamsetty et al., 2021], we sample a

very small subset directly from the unlabeled set and estimate the loss reduction through

bias correction.

Essentially, when considering each candidate from the unlabeled set, we optimize the

EER framework on two of its core components, which are model parameter update and

true loss estimation. Additionally, we upgrade EER, which only supports single sequential

acquisition, to offer DAO in both single and batch acquisition variants by incorporating

stochastic samplings to the sorted estimated loss reductions. We illustrate our algorithmic

framework in Fig. 2.3. In the following parts of this section, we first introduce a more formal

problem statement in §2.4.1, and then dive into each specific component of DAO from §2.4.2

to §2.4.5.
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2.4.1 Problem Statement

The optimal sequential active learning acquisition function can be formulated as selecting a

budget number of samples xtrain
t from the current unlabeled set Ut at each round t such that

xtrain
t = argmin

xSi⊂Ut−1

E(ySi |f∗,xSi)
[
Ltrue(ft|xSi ,ySi

)
]

(2.1)

where f∗ represents an optimal oracle that maps from any subset of the unlabeled data

xSi ∈ Ut−1 to their ground-truth labels ySi , and ft|xSi ,ySi
is the model that has been trained

on the union of the current labeled set Lt−1 and the current unlabeled candidates xSi ∈ Ut−1.

In addition, Ltrue(ft|xSi ,ySi
) = 1

|Ut−1,i|
∑

x∈Ut−1,i
ℓ(x; ft|xSi ,ySi

) represents the loss estimator

that can predict the unbiased error of ft|xSi ,ySi
, where ℓ denotes the loss function. It is

numerically the same as if ft|xSi ,ySi
has been tested on the entire unlabeled set Ut−1,i, where

Ut−1,i = Ut−1 \{xSi}. Such formulation represents the optimal AL criterion and aligns with

any existing sequential active learning algorithm — of which the goal is to select the new

data points that can most significantly improve the current model performance [Roy and

McCallum, 2001].

Unfortunately, Eq. (2.1) cannot be directly implemented in practice. Because, first, we

do not have access to the optimal oracle f∗ to reveal the labels ySi of xSi ⊂ Ut−1; second,

even if we had f∗ and therefore ySi , we cannot afford the cost of retraining model ft−1 on

each Lt−1 ∪ xSi to obtain the updated ft|xSi ,ySi
; and third, we do not have the unbiased

true loss estimator Ltrue, which demands evaluating ft|xSi ,ySi
on the entire Ut−1,i.

Therefore, the goal of DAO is to solve the above challenges and efficiently and accurately

approximate Eq. (2.1) for the sample selection strategy. It is also worth noting that, when

xtrain
t represents a set of newly acquired data points, the above formulation becomes eligible

for batch active learning, which is more suitable for deep neural networks [Huang, 2021].

15



2.4.2 Label Approximation via Surrogate

In this section, we address the first challenge when approximating Eq. (2.1). As we do not

know the true label or true label distribution p(y|x, f∗) of each unlabeled sample x, the best

we can do is provide an approximation for p(y|x). To this end, we introduce the concept of a

surrogate [Kossen et al., 2021], which is a model parameterized by some potentially infinite

set of parameters θ. Specifically, p(y|x) can be approximated using the marginal distribution

π(y|x) = Eπ(θ)[π(y|x, θ)] with some proposal distribution π(θ) over model parameters θ. In

other words, we have:

p(y|x) ≈
∫

θ
π(θ)π(y|x, θ) dθ (2.2)

As the sample selection process continues, new labeled points should also be used to train

and update the surrogate model π(θ) for better approximation of the true outcomes.

Although ideally, a more capable surrogate is preferred for better ground truth approx-

imations, we acknowledge that the choice of surrogate model can be very sensitive to the

computational constraints. Therefore, if running time is at center of the concerns during

sample acquisitions, using ft at step t also as the surrogate could be an efficient alternative,

as we don’t need to update a second model, nor do we need to run forward pass on the both

models. However, this will come with the cost that πt never disagrees with ft, which causes

performance degradation for the unbiased true loss estimation, which will be illustrated with

more details in §2.4.4. Therefore, in short, we do not recommend replicating ft as surrogate

in practice, unless the computational constraint is substantial.

2.4.3 Model Parameters Update without Re-training

At acquisition round t, suppose we have labeled set Lt−1 and unlabeled set Ut−1 as the

results from the previous round t − 1, and new sample xi ∈ Ut−1 that is currently under

consideration for acquisition, the goal of this section is to estimate the parameters of model

16



Labeled 
Subset

Model 
Estimation

<latexit sha1_base64="F17lfqlwyKDbbf/4v9VTqWpxH5Q=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8cIxgSSJcxOZpMhs7PDTK8QQj7CiwdFvPo93vwbJ8keNLGgoajqprsr0lJY9P1vr7Cyura+UdwsbW3v7O6V9w8ebZoZxhsslalpRdRyKRRvoEDJW9pwmkSSN6Ph7dRvPnFjRaoecKR5mNC+ErFgFJ3U7ESizzLdLVf8qj8DWSZBTiqQo94tf3V6KcsSrpBJam078DWGY2pQMMknpU5muaZsSPu87aiiCbfheHbuhJw4pUfi1LhSSGbq74kxTawdJZHrTCgO7KI3Ff/z2hnG1+FYKJ0hV2y+KM4kwZRMfyc9YThDOXKEMiPcrYQNqKEMXUIlF0Kw+PIyeTyrBpfVi/vzSu0mj6MIR3AMpxDAFdTgDurQAAZDeIZXePO09+K9ex/z1oKXzxzCH3ifP2XYj6A=</latexit>[
Power 

AcquistionEER 
Estimation

<latexit sha1_base64="clL2TQWkFvMVQJKx4TCLAX4zuXU=">AAACAnicbVBNS8NAEN34WetX1JN4CRbBU0lEqseiF48V7Ac0IWy2m3bpZhN2J2IJwYt/xYsHRbz6K7z5b9y0OWjrg4HHezPMzAsSzhTY9rextLyyurZe2ahubm3v7Jp7+x0Vp5LQNol5LHsBVpQzQdvAgNNeIimOAk67wfi68Lv3VCoWizuYJNSL8FCwkBEMWvLNQ3eEwYURBexnboRhFITZQ+6z3Ddrdt2ewlokTklqqETLN7/cQUzSiAogHCvVd+wEvAxLYITTvOqmiiaYjPGQ9jUVOKLKy6Yv5NaJVgZWGEtdAqyp+nsiw5FSkyjQncWRat4rxP+8fgrhpZcxkaRABZktClNuQWwVeVgDJikBPtEEE8n0rRYZYYkJ6NSqOgRn/uVF0jmrO4164/a81rwq46igI3SMTpGDLlAT3aAWaiOCHtEzekVvxpPxYrwbH7PWJaOcOUB/YHz+AGVBmBg=</latexit>

✓̂xi<latexit sha1_base64="qiFTvzu60TM4yOonDigxt8RSJy0=">AAAB9XicbVBNS8NAFHypX7V+VT16WSyCp5KIVI9FLx4rmLbQxrLZbtqlm03Y3agl5H948aCIV/+LN/+NmzYHbR1YGGbe482OH3OmtG1/W6WV1bX1jfJmZWt7Z3evun/QVlEiCXVJxCPZ9bGinAnqaqY57caS4tDntONPrnO/80ClYpG409OYeiEeCRYwgrWR7tN+iPXYD9KnbMCyQbVm1+0Z0DJxClKDAq1B9as/jEgSUqEJx0r1HDvWXoqlZoTTrNJPFI0xmeAR7RkqcEiVl85SZ+jEKEMURNI8odFM/b2R4lCpaeibyTykWvRy8T+vl+jg0kuZiBNNBZkfChKOdITyCtCQSUo0nxqCiWQmKyJjLDHRpqiKKcFZ/PIyaZ/VnUa9cXtea14VdZThCI7hFBy4gCbcQAtcICDhGV7hzXq0Xqx362M+WrKKnUP4A+vzB1ALkw8=</latexit>xi

<latexit sha1_base64="0nFUnURMOcO5J/VAjo30pdngl/Y=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseiF48V7Qe0oWy2m3bpZhN2J0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCajhUijeRIGSdxLNaRRI3g7GtzO//cS1EbF6xEnC/YgOlQgFo2ilB9MX/XLFrbpzkFXi5aQCORr98ldvELM04gqZpMZ0PTdBP6MaBZN8WuqlhieUjemQdy1VNOLGz+anTsmZVQYkjLUthWSu/p7IaGTMJApsZ0RxZJa9mfif100xvPYzoZIUuWKLRWEqCcZk9jcZCM0ZyokllGlhbyVsRDVlaNMp2RC85ZdXSeui6tWqtfvLSv0mj6MIJ3AK5+DBFdThDhrQBAZDeIZXeHOk8+K8Ox+L1oKTzxzDHzifP1yEjd4=</latexit>si

<latexit sha1_base64="HQd6T1x+DWnCecq/3Xyf1pmmiH4=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vj04rGC/YA2lM1m067dZMPupFBK/4MXD4p49f9489+4bXPQ1gcDj/dmmJkXpFIYdN1vZ219Y3Nru7BT3N3bPzgsHR03jco04w2mpNLtgBouRcIbKFDydqo5jQPJW8Hwbua3RlwboZJHHKfcj2k/EZFgFK3U7I5ChaZXKrsVdw6ySryclCFHvVf66oaKZTFPkElqTMdzU/QnVKNgkk+L3czwlLIh7fOOpQmNufEn82un5NwqIYmUtpUgmau/JyY0NmYcB7Yzpjgwy95M/M/rZBjd+BORpBnyhC0WRZkkqMjsdRIKzRnKsSWUaWFvJWxANWVoAyraELzll1dJ87LiVSvVh6ty7TaPowCncAYX4ME11OAe6tAABk/wDK/w5ijnxXl3Phata04+cwJ/4Hz+AM8Bj00=</latexit>...

<latexit sha1_base64="HQd6T1x+DWnCecq/3Xyf1pmmiH4=">AAAB7XicbVBNS8NAEJ34WetX1aOXxSJ4KolI9Vj04rGC/YA2lM1m067dZMPupFBK/4MXD4p49f9489+4bXPQ1gcDj/dmmJkXpFIYdN1vZ219Y3Nru7BT3N3bPzgsHR03jco04w2mpNLtgBouRcIbKFDydqo5jQPJW8Hwbua3RlwboZJHHKfcj2k/EZFgFK3U7I5ChaZXKrsVdw6ySryclCFHvVf66oaKZTFPkElqTMdzU/QnVKNgkk+L3czwlLIh7fOOpQmNufEn82un5NwqIYmUtpUgmau/JyY0NmYcB7Yzpjgwy95M/M/rZBjd+BORpBnyhC0WRZkkqMjsdRIKzRnKsSWUaWFvJWxANWVoAyraELzll1dJ87LiVSvVh6ty7TaPowCncAYX4ME11OAe6tAABk/wDK/w5ijnxXl3Phata04+cwJ/4Hz+AM8Bj00=</latexit>...

<latexit sha1_base64="MDKFtDjvYYd7auhUlL+8bBHK9jI=">AAACF3icbVC7TsMwFHXKq5RXgJHFokJiihKECmMFC2OR6ENqo8pxblqrjhPZDlIV9S9Y+BUWBhBihY2/wW0zQNsjWzo6515f3xOknCntuj9WaW19Y3OrvF3Z2d3bP7APj1oqySSFJk14IjsBUcCZgKZmmkMnlUDigEM7GN1O/fYjSMUS8aDHKfgxGQgWMUq0kfq20wtgwEROzRtqUun1Vh0QYVHQt6uu486Al4lXkCoq0Ojb370woVkMQlNOlOp6bqr9nEjNKAczMFOQEjoiA+gaKkgMys9ne03wmVFCHCXSXKHxTP3bkZNYqXEcmMqY6KFa9KbiKq+b6ejaz5lIMw2CzgdFGcc6wdOQcMgkUM3HhhAqmfkrpkMiCdUmyooJwVtceZm0Lhyv5tTuL6v1myKOMjpBp+gceegK1dEdaqAmougJvaA39G49W6/Wh/U5Ly1ZRc8x+gfr6xfUPp3c</latexit>8
>>>
>>>
>>>
><
>>>
>>>
>>>
>:Unlabeled Pool

Figure 2.3: Schematic of the algorithmic framework of DAO.

ft|xi,yi that could has been obtained after training ft−1 on the combined dataset {Lt−1∪xi}.

In other words, if we suppose the conventional full training converges to parameters θ̂xi , we

have:

θ̂xi = arg min
θ∈Θ

1

|Lt−1|+ 1

∑

x∈{Lt−1∪xi}
ℓ(x; θ) (2.3)

where recall that ℓ(x; θ) denotes the loss of θ on x. The core of our approach is that, instead

of re-training as showed in Eq. (2.3), we can approximate the effect of adding a new sample

as upweighting the influence function by 1
|Lt−1|+1

[Koh and Liang, 2017] and then directly

estimate the updated model parameters.

Following Cook and Weisberg [1982], we have the influence function defined as:

Iup,params(xi) :=
dθ̂ϵ,xi
dϵ

∣∣∣∣
ϵ=0

= −H−1
θ̂
∇θℓ(xi; θ̂) (2.4)

where H
θ̂

is the positive definite Hessian matrix [Koh and Liang, 2017]. Next, we can

estimate the model parameters after adding this new sample xi, as:

θ̂xi − θ̂ ≈ 1

|Lt−1|+ 1
Iup,params(xi)

= − 1

|Lt−1|+ 1
H−1
θ̂
∇θℓ(xi; θ̂)

(2.5)
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where ∇θℓ(xi; θ̂) could be approximated as the expected gradient of sample xi: By a slight

abuse of notation of the training loss function ℓ, we denote

∇θℓ(xi; θ̂) ≈
K∑

k=1

∇θℓ(xi, ŷk; θ̂) · p̂k (2.6)

In Eq. (2.6), ŷk and p̂k represent model’s label prediction and likelihood (e.g. confidence)

respectively while K represents the total number of classes in the ground truths.

In practice, the inverse of H
θ̂

cannot be computed due to its prohibitive O(np2 + p3)

runtime [Liu et al., 2021], with p being the number of model parameters. The computation

unavoidably becomes especially intensive when f is a deep neural network model [Fu et al.,

2018]. Luckily, we have two optimization methods, conjugate gradients (CG) [Martens et al.,

2010] and stochastic estimation [Agarwal et al., 2017] at our disposal.

Conjugate gradients. As mentioned earlier, by assumption we have H
θ̂
≻ 0 and∇θℓ(x

′; θ̂)

as a vector. Therefore, we can calculate the inverse Hessian vector product (IHVP) through

first transforming the matrix inverse into an optimization problem, i.e.

H−1
θ̂
∇θℓ(xi; θ̂) ≡ arg min

t
tTH

θ̂
t− vT t (2.7)

and then solving it with CG [Martens et al., 2010], which speeds up the runtime effectively

to O(np).

Stochastic estimation. Besides CG, we can also efficiently compute the IHVP using the

stochastic estimation algorithm developed by Agarwal et al. [Agarwal et al., 2017]. From

Neumann series, we have A−1 ≈ ∑∞i=0(I − A)i for any matrix A. Similarly, suppose we
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define the first j terms in the Taylor expansion of H−1
θ̂

as

H−1
θ̂,j

=

j∑

i=0

(I −H
θ̂
)i = I + (I −H

θ̂
)H−1

θ̂,j−1 (2.8)

we have H−1
θ̂,j
→ H−1

θ̂
as j → ∞. The core idea of the stochastic estimation is that the

Hessian matrix H
θ̂

can be substituted with any unbiased estimation when computing H−1
θ̂

.

In practice, we sample nihvp data points from the existing labeled set Lt−1 and use∇2
θℓ(xi; θ̂)

as the estimator of H
θ̂

[Liu et al., 2021]. Notice that since nihvp is usually very small (in our

experiments we used nihvp = 8), it does not create a constraint on the size of the current

labeled set, which does not interfere with the low-budget settings.

Finally, we can approximate the model parameters after the addition of xi as

θ̂xi = θ̂ − 1

n+ 1
H−1
θ̂
∇θℓ(xi; θ̂) (2.9)

which does not require any re-training. And we will demonstrate in §2.6.1 that this parameter

update strategy provides much better approximations than the naive single backpropagation

as seen in the existing AL literature [Killamsetty et al., 2021].

2.4.4 Efficient Unbiased Loss Estimation

Referring back to Eq. (2.1), the last challenge that we need to address is to gain access to the

unbiased true loss estimator Ltrue. In other words, we want to predict the true performance

of ft|xi,yi on the unlabeled set Ut,i without exhaustive testing. Strictly, such evaluation

cannot be drawn until ft|xi,yi is evaluated on the entire unlabeled set Ut,i. However, this is

infeasible in practice.

Such approximation is typically carried out in other approaches [Killamsetty et al., 2021,

Mussmann et al., 2022] by randomly sampling a labeled validation set V at the beginning of
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the entire acquisition process, which will later be used for evaluations in all the subsequent

acquisition episodes. Despite the simplicity as well as being i.i.d., which makes the estimated

loss unbiased by nature, this approximation method suffers from large variance as the size of

V is usually much smaller than U , which unavoidably hurts the acquisition performance. It

is also contradictory to the goal of AL in general, especially under the low-budget settings,

as discussed in §2.1.

Different from the existing works, we propose to sample a subset C from current Lt−1
in each acquisition round based on an alternative acquisition function, and then correct the

bias in the loss induced from this acquisition function. In the meantime, we also want to

keep the variance low, so that the final corrected loss enjoys both low bias and low variance,

which is more preferable than the zero bias but high variance that the random i.i.d. sampling

has.

Specifically, continuing with the notations from §2.4.1, let C = {xt,1, . . . ,xt,m, . . . ,xt,nC},

where C ⊂ Ut−1, be the subset containing nC samples selected for this true loss estimation

at each round t. Farquhar et al. [2021] shows that if xt,m is sampled in proportion to the

true loss of each data point, the bias originated from this selection can be corrected through

the Monte Carlo estimator R̂LURE
1. Following our notations, it takes the form:

R̂LURE =
1

nC

nC∑

m=1

vmℓ
(
xt,m; f

)
(2.10)

where recall that ℓ denotes the loss of f , and the importance weight vm is

vm = 1 +
|Ut−1| − nC
|Ut−1| −m

(
1

(|Ut−1| −m+ 1)q∗t (m)
− 1

)
(2.11)

with q∗t (m) being the acquisition distribution of index m at round t. Importantly, the

variance can be significantly reduced if the acquisition distribution q∗t (m) is proportion to

1. LURE stands for Levelled Unbiased Risk Estimator
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the true loss of each data point. Again, this is not feasible as we do not have access to the

labels for Ut−1. However, following Kossen et al. [2021], we can approximate q∗t (m) with

qt(m) = −
∑

y

π(y|xt,m) log f(xt,m) (2.12)

for classification tasks when the loss function is the cross-entropy loss, and where π is con-

veniently just our surrogate discussed in §2.4.2. Referring back to the discussion we had on

choosing a good surrogate π, with f(x) being designed to approximate p(y|x) as well, the

surrogate π should ideally be different from f so that more diversity is introduced in the

acquisitions.

To put all the components together, our loss correction process involves selecting samples

in C based on

xt,m ∝ −
∑

y

πt−1(y|x) log ft−1(y|x) (2.13)

where πt−1 is the surrogate model π at round t − 1. Finally, the corrected loss si can be

approximated using R̂LURE as

si =
1

nC

nC∑

m=1

v̂mℓ
(
xt,m; ft

)
(2.14)

where v̂m, which depends on the choice of xt,m, is the approximated version of the original

vm defined in Eq. (2.11). Specifically, v̂m takes the form

v̂m = 1 +
|Ut−1| − nC
|Ut−1| −m

(
1

(|Ut−1| −m+ 1)qt(m)
− 1

)
(2.15)

where qt(m) is the acquisition function defined in Eq. (2.13).
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2.4.5 Batch Acquisition via Stochastic Sampling

In §2.4.1, we briefly discussed that when xtrain
t represents a set of data points (instead

of a single one), the formulation in Eq. (2.1) essentially represents the batch active learning

scenario. Suppose the acquisition budget per round is k, although selecting the top k samples

with the lowest estimated losses (or highest expected error reduction) is straightforward, this

approach is sub-optimal. This is because top-k acquisition, while effective to some degree

due to its greedy nature, overlooks the crucial interactions among data points in batch

acquisitions. Specifically, while aiming to select the most informative unlabeled points, top-k

acquisition may lead to redundant choices, diminishing the overall benefit of the acquisition.

Inspired by Kirsch et al. [2021], we propose to similarly perturb the original ranking of the

estimated true losses so that the batch sampling provides better acquisitions when the most

informative data points may be duplicated. Suppose at acquisition episode t, we rank the set

of estimated true loss of each unlabeled data point in ascending orders as {l̂true,i}xi∈Ut−1
,

such that l̂true,i ≤ l̂true,j ,∀i ≤ j and xi,xj ∈ Ut−1, we can perturb the ranking with three

strategies: soft-rank, soft-max, and power acquisition, to improve batch performance from

the naive top-k sampling.

Soft-rank acquisition. Soft-rank acquisition relies on the relative ordering of the scores

while ignoring the absolute score values. It samples the data point ranked at index i with

probability psoftrank(i) = i−β , where β is the “coldness" parameter and is kept as 1 through-

out all the experiments. It is not hard to notice that psoftrank(i) is invariant to l̂true,i, as long

as the relative ranking remains the same. More conveniently, with sampled Gumbel noise

ϵi ∼ Gumbel(0; β−1), taking the top-k data points from the perturbed ranked list

l̂softrank
true,i = − log i+ ϵi (2.16)

is equivalent to sampling psoftrank(i) without replacement [Huijben et al., 2022].
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Soft-max acquisition. In contrast to soft-rank, soft-max acquisition uses the actual

scores, i.e., the estimated true losses, instead of their relative orderings. However, this

acquisition does not rely on the semantics of the actual values, resulting in the transformed

true loss simply being:

l̂softmax
true,i = l̂true,i + ϵi (2.17)

where ϵi remains the same Gumbel noise as in the soft-rank acquisition. Statistically, choos-

ing the top-k data points from this perturbed ranked list is equivalent to sample from

psoftmax(i) = eβi without replacement.

Power acquisition. While neither soft-rank or soft-max acquisitions take the semantic

meaning of the actual score values into account when designing the acquisition distribution,

power acquisition uses the value directly when determining the perturbed values. Specifically,

the power acquisition perturbs the scores as

l̂
power
true,i = log l̂true,i + ϵi (2.18)

where again ϵi is the Gumbel noise, and choosing the top-k indices from this new list is equiv-

alent to sampling from ppower(i) = iβ without replacement. Combining all the components,

the pseudocode of DAO is summarized in Algorithm 1.

2.5 Experiments

We evaluate DAO on seven classification benchmarks including digit recognition datasets

MNIST [LeCun et al., 1998], Street-View House Numbers recognition (SVHN) [Sermanet

et al., 2012], object classification datasets STL-10 [Coates et al., 2011], CIFAR-10, CIFAR-

100 [Krizhevsky et al., 2009], as well as domain-specific datasets Fashion-MNIST [Xiao et al.,

2017] and Stanford Cars (Cars196) [Krause et al., 2013].
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Algorithm 1 Direct Acquisition Optimization (DAO)
input Episode t, unlabeled set Ut−1, labeled set Lt−1, model ft−1, surrogate πt−1, budget

k, nihvp (§2.4.3), and nC (§2.4.4)
output Acquisition set At = {xtrain

t,1 , . . . ,xtrain
t,k } ▷ Eq. (2.1)

1: Approximate p(y|x) for all x ∈ Ut−1 ▷ §2.4.2, Eq. (2.2)
2: Initialize array S where |S| = |Ut−1|
3: for i = 1 to |Ut−1| do
4: Let Ut,i = Ut−1 \ {xi}
5: Randomly sample nihvp data points from Ut,i
6: Approximate parameters of ft|xi,yi ▷ §2.4.3, Eq. (2.9)
7: Acquire nc samples from Ut,i ▷ §2.4.4, Eq. (2.13)
8: Compute si and add to S ▷ §2.4.4, Eq. (2.14)
9: end for

10: Sort S in ascending order
11: if k > 1 then
12: Perturb S ▷ Methods showed in §2.4.5
13: end if
14: Return top-k samples in S as At

2.5.1 Experimental Setup

Baselines. To ensure fair comparisons, besides baseline methods that we empirically sur-

veyed in §2.3, we also include other state-of-the-arts AL methods, including Deep Bayesian

Active Learning (DBAL) [Gal et al., 2017] and GLISTER [Killamsetty et al., 2021], where

GLISTER is a direct competitor that also optimizes the EER framework.

For all the baselines, we used the default/recommended parameters and their official im-

plementations if publically available. In terms of earlier works such as least confidence [Lewis,

1995], minimum margin [Scheffer et al., 2001], and maximum entropy [Settles, 2009], we used

the peer-reviewed deep active learning framework DeepAL+ [Zhan et al., 2022]. All experi-

ments are repeated ten times with different random seeds.

Implementation details. Throughout the experiment section, we set ResNet-18 [He

et al., 2016] as the model f to be trained from scratch. We employed VGG16 [Simonyan and

Zisserman, 2014], initialized with random weights, as our surrogate π. We used stochastic
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estimation [Agarwal et al., 2017] when estimating the updated model parameters, as dis-

cussed in §2.4.3. We choose nihvp = 8 when approximating the unbiased estimator of H
θ̂
,

and set nC = 16 for biased loss correction as in §2.4.4.

2.5.2 Digit Recognition

First, we demonstrate DAO’s effectiveness through two digit recognition benchmarks: MNIST [Le-

Cun et al., 1998] and SVHM [Sermanet et al., 2012]. MNIST is a collection of handwritten

digits consisting of 60k training and 10k test images, while SVHN is a more challenging

dataset containing over 600k real-world house numbers images taken from street views. Both

datasets contain 10 classes corresponding to digits from 0 to 9.

Based on the insights from §2.3, we define a general rule of low-budget setting as one

image per class, which translates to initial label size |LMNIST
init | = 10 and per-episode budget

BMNIST = 10 for MNIST. Given that SVHN is more challenging, and there are ten times

more unlabeled images than in MNIST (600k vs. 60k), we experiment both |LSVHN
init | =

10, BSVHN = 10 and |LSVHN
init | = 100, BSVHN = 100 for SVHN. The results are showed in

Fig. 2.4b and 2.4c.

2.5.3 Object Classification

Next, we assess DAO on more general and complex object classification tasks. STL-

10 [Coates et al., 2011] is a benchmark dataset derived from labeled examples in the Ima-

geNet [Deng et al., 2009]. Specifically, STL-10 contains 5k labeled 96×96 color images spread

across 10 classes, as well as 8k images in the test split. CIFAR-10 [Krizhevsky et al., 2009]

contains a collection of 60k 32x32 color images in 10 different classes, with 6k images per

class. CIFAR-100 is similar to CIFAR-10, but covers a much wider range, containing 100

classes where each class holds 600 images.

Continuing with the low-budget setting (1 image per class), we have |LSTL-10
init | = 10,
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Figure 2.4: Experiment results comparing DAO with existing AL algorithms across seven
benchmarks. In all subplots, horizontal axis represents the accumulative size of the labeled
set, while vertical axis indicates classification accuracy.

BSTL-10 = 10 for STL-10, |LCIFAR-10
init | = 10, BCIFAR-10 = 10 for CIFAR-10 and |LCIFAR-100

init | =

100, BCIFAR-100 = 100 for CIFAR-100. The results are showed in Fig. 2.4d, 2.4e and 2.4f

respectively.

2.5.4 Domain Specific Tasks

The last part of our experiments involves case studies on applying DAO to domain-specific

tasks, which simulates many real-world applications. Specifically, we use FashionMNIST [Xiao

et al., 2017] and StanfordCars [Krause et al., 2013], also known as Cars196, in this experi-

ment. FashionMNIST is structure-wise similar to MNIST, comprising 28×28 images of 70k

fashion products from 10 categories, with 7k images per category. The training set contains

60k images, while the test set includes the rest. StanfordCars is a large collection of car im-

ages, containing 16,185 images with a near-balanced ratio on the train/test split, resulting

in 8,144 and 8,041 images for training and testing. There are 196 classes in total, where each
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class consists of the year, make, model of a car (e.g., 2012 Tesla Model S). The results of

both datasets are showed in Fig. 2.4g and 2.4h.

2.5.5 Discussion

From Fig. 2.4, we notice that the proposed DAO outperforms popular AL state-of-the-

arts by a clear margin across all seven benchmarks. Especially, with SVHN, when the

budget is extremely low (B = 10, which is 0.0017% of the unlabeled size), DAO leads the

performance by a very large gap, indicating its superior capability in the low-budget setting.

Such performance does not degrade much as the budget constraint is relaxed. As shown

in Fig. 2.4c, DAO still performs relatively well. The only experiment that DAO does not

improve as much is the StanfordCars. However, the accuracy improvement from DAO is

more smooth and has less variance, indicating better robustness when applied to the more

challenging (StanfordCars has 196 classes) applications.

2.6 Component Analysis and Ablation Studies

We now analyze specific components of DAO and conduct ablation studies on the strategies

proposed for model parameters approximation (§2.6.1) and true loss prediction (§2.6.2).

2.6.1 Accuracy on Model Approximation

First, we assess if estimating the model parameters updates through modelling the effect

of adding a new sample as upweighting the influence function provides a more accurate

model performance approximation than using single backpropagation as seen in the exist-

ing work [Killamsetty et al., 2021]. Specifically, we conduct the experiments on CIFAR-

10 [Krizhevsky et al., 2009], with initial labeled size |LCIFAR-10
init | = 100 (randomly sampled

from the train split), per-episode budget BCIFAR-10 = 1, and number of acquisition episode
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E = 25. We compare the updated models performance (accuracy) on the test split of CIFAR-

10. Different from the experiments in §2.5, we do not apply any AL algorithm when acquiring

the sample in each round. Instead, we randomly choose B sample in each acquisition round

from the unlabeled set and then update the models through both methods with the same

selected sample.

To access the difference between models updated with our influence function-based method

and single backpropagation, we compute the mean squared error (MSE) between the perfor-

mance of each model and the model updated by conventional full training, which is defined

in Eq. (2.3).

Based on the result showed in Fig. 2.5a, we see that the proposed method provides more

accurate (smaller mean and median) and more robust (smaller std.) model approximations

than single backpropagation, contributing to the performance gain we observe in §2.5.

2.6.2 Bias Correction vs. Random Sampling

Next, we conduct ablation studies on replacing the proposed loss estimation (§2.4.4) with the

average loss of randomly sampled data points. More specifically, we replace the estimated loss

si from averaging the corrected loss (Eq. (2.10)) of the acquired samples via an alternative

acquisition criteria (Eq. (2.13)) with averaging losses of the samples acquired uniformly, i.e.,

at round t, we have srandom
i = 1

Mrandom

∑Mrandom
m=1 ℓ(xt,m; ft) where xt,m ∼ U(1, |Ut,i|). We

choose two Mrandom = 16 and 256, where former provides a direct comparison with our

proposed loss estimation approach, and latter represents a brute-force solution that works

relatively well but is often infeasible in practice due to intensive running time.

The results are showed in Fig. 2.5b. We see that the proposed method performs even

better than the conventional random-sampling loss estimation with large sampling size, while

computationally being only 1/8 of the run time. Additionally, the variance of our method

is much smaller, indicating more robust loss estimation, which translates to more robust
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Figure 2.5: (a): MSE of the predictions accuracy on the test split of CIFAR-10 between
models updated by single backpropagation, influence function, and the fully trained model.
(b): Ablation results where the proposed loss estimation is replaced by the random sampling
estimation defined in §2.6.2.

acquisition performance.

2.6.3 Different Batch Acquisition Strategies

We conducted additional ablation studies comparing various stochastic sampling methods

as detailed in §2.4.5. For all experiments, we used the same low-budget setting as discussed

in §2.5.3. As shown in Fig. 2.6, the proposed DAO, even when simply selecting the top

k samples without applying any of the stochastic strategies, outperforms existing methods.

Performance further improves with the implementation of these sampling strategies. How-

ever, it is important to note that we have not designed specific sampling strategies for our

algorithm; instead, we utilized existing methods to showcase the efficacy of DAO framework.
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Figure 2.6: CIFAR-10 experiment results on (a): DAO without batch acquisition strategy
(using naive top-k selection) and with other sampling strategies (softmax and softrank, as
discussed in §2.4.5); (b): DAO without sampling (top-k) vs. existing AL algorithms; (c):
DAO with softrank sampling vs. existing AL algorithms; (d): DAO with softmax sampling
vs. existing AL algorithms; In all subplots, horizontal axis represents the accumulative size
of the labeled set, while vertical axis indicates classification accuracy.

2.6.4 Interpreting DAO with Other AL Criteria

In this section, we analyze the criterion optimized by DAO and compare it to common criteria

such as diversity and uncertainty, using visual representations of the data samples collected

by DAO. As shown in Fig. 2.7, throughout multiple acquisition rounds, the data selected

by DAO demonstrate notable diversity with uniform distribution across the sample space.

However, in contrast to traditional uncertainty-based methods, selections within a single

round by DAO also incorporate elements of uncertainty. This hybrid approach explains the

performance improvements observed in §2.5 over algorithms that solely focus on diversity or

uncertainty. Unlabeled and newly acquired data, in this case, images, or their latent space

embeddings, are first dimensionally-reduced and then visualized in Fig. 2.7. We see that,

DAO-selected data exhibit characteristics of diversity across the sample space over multiple

acquisition rounds, while display uncertainty characteristics within single round.
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Figure 2.7: Visualizations of DAO acquisitions with dimensionality reduced from (a): raw
images; and (b): latent space image embeddings.

2.7 Conclusions and Future Work Directions

In this chapter, we introduced Direct Acquisition Optimization (DAO), a novel algorithm

designed to optimize sample selections in low-budget settings. DAO hinges on the utilization

of influence functions for model parameter updates and a separate acquisition strategy to

mitigate bias in loss estimation, represents a significant optimization of the EER method

and its modern follow-ups. Through empirical studies, DAO has demonstrated superior

performance in low-budget settings, outperforming existing state-of-the-art methods by a

significant margin across seven datasets.

Looking ahead, several promising directions for future research can be explored. First,

further exploration into the scalability of DAO in larger and more complex datasets will be

crucial. Second, an in-depth investigation into the influence function’s behavior in different

model architectures could yield insights that further refine and enhance the DAO framework.
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And finally, integrating DAO with other machine learning paradigms, such as unsupervised

and semi-supervised learning, could lead to the development of more robust and versatile

active learning frameworks.
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CHAPTER 3

DATA UTILIZATION UNDER ABUNDANCE

On the opposite of scarcity, data abundance is another challenge in efficient and effective

data utilization, and has attracted more research attention since the development of large

models. In fact, data abundance plays a critical role in the development of large models,

particularly when viewed through the lens of scaling laws [Hestness et al., 2017, 2019, Kaplan

et al., 2020], which predict that as the size of a model increases – measured in parameters,

the number of layers, or the computational resources dedicated to training – the model’s

performance on various tasks should generally improve [Hestness et al., 2019, Kaplan et al.,

2020].

Although the interplay between data abundance and model size is nuanced and varies

across different types of models, successful scaling is undoubtedly contingent on having

sufficient amount of data. Because without enough data, large models risk overfitting, where

they learn the training data too well, including its noise and anomalies, which detracts from

their ability to generalize to new, unseen scenarios [Kaplan et al., 2020]. Despite the scaling

success we observe in CV [Dosovitskiy et al., 2020, Wang et al., 2023b] and NLP [Brown

et al., 2020b, Bai et al., 2022b, Achiam et al., 2023] domains, certain types of models, such

as recommender models, do not have performance improved when scaled with increased size

and data, even if their model architectures share a lot of similarities with the NLP models,

possibly due to complexities and time-shift distributions in the user-item interactions which

make the models unable to learn the large, comprehensive dataset over a longer period of

time [Zhao et al., 2023c].

In fact, a key puzzle in search, ads, and recommendation is that the ranking model can

only utilize a small portion of the vastly available user interaction data. As a result, increas-

ing data volume, model size, or computation FLOPs will quickly suffer from diminishing

returns. We frame this problem as an ineffective data utilization under abundance, which
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leads recommender models to performance saturation and failures in scaling, even if the

amount of data is sufficient, even abundant in some cases. More specifically, as shown later

in this chapter, we find that one of the root causes may lie in the so-called item-centric for-

mulation (ICR), which has an unbounded vocabulary and thus uncontrolled corresponding

model complexity. To mitigate quality saturation, we introduce an alternative formulation

named user-centric ranking (UCR), which is based on a transposed view of the dyadic user-

item interaction data. We show that this formulation has a promising scaling property,

enabling us to train better-converged models on substantially larger data sets.

The chapter is structured as follows: §3.1 starts by introducing the issue and its broader

context with further details discussed. In §3.2, we review essential technical literature re-

lated to the topic. §3.3 outlines existing ICR formulation and discusses its limitations and

implications when training with larger datasets, leading to the development of our proposed

UCR. This is followed by §3.4, where we detail our implementation as well as the unique

technical challenges that differentiate between ICR and UCR. §3.5 describes experiments

that illustrate the effectiveness of UCR on both public and real-world production data,

where it surpasses its ICR counterpart when applied to the same recommender model. We

then analyze the different settings and additional ablation studies in §3.6. And finally we

conclude UCR and this chapter in §3.7.

3.1 Introduction

Scaling has been one of the main themes in deep learning and the key driving force be-

hind many eye-opening breakthroughs in the past decade, especially in computer vision

(CV) [Dosovitskiy et al., 2021, Feichtenhofer et al., 2022, Wang et al., 2022a], natural lan-

guage processing (NLP) [Devlin et al., 2018, Brown et al., 2020a, Chowdhery et al., 2022],

and multi-modality modeling [Ramesh et al., 2021a, Yu et al., 2022, Radford et al., 2021a].

In these areas, scaled-up big models were able to improve the corresponding quality metrics
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by orders of magnitude compared to the state-of-the-art of their previous generations. For

example, on ImageNet [Deng et al., 2009], the ViT [Dosovitskiy et al., 2021] model reduced

the image classification error rate, compared to the first super-human model ResNet-152 [He

et al., 2016], by more than half [Dosovitskiy et al., 2021]. This scaling success, however,

has not yet happened in ranking (e.g., search, ads, recommendation systems). This seems

both surprising and mysterious given that ranking represents and important aspect of the

AI industry.

In a typical scaling scenario, one important condition is that the model should have the

capability to utilize more data, so that increasing data volume and computing will continue to

improve model quality. When it comes to ranking, we notice that even with an abundant or

even infinite amount of data (i.e., massive user engagement activities constantly accumulating

in systems like Google ads, Facebook news feed, YouTube video recommendation, etc.), the

ranking models typically can only utilize a small portion (i.e., a few days to a few weeks of

logged data). Increasing training data volume, model size, or computation FLOPs can only

lead to very little quality improvement. This is known as the “quality saturation” problem.

To be fair, the quality of every machine learning model will eventually saturate, sooner

or later. What makes it unique in ranking is that the quality saturation happens too soon.

Considering the important role that ranking models play and their business impact, a rea-

sonable expectation is that a ranking model should be able to utilize at least a few months

of training data.

We examined this problem and found that one of the root causes may lie in the formu-

lation. With an analogy to NLP, the current ranking formulation predicts dyadic responses

(e.g., ads click-through) by casting ‘items’ as ‘tokens’ and ‘users’ as ‘documents’, a paradigm

called “item-centric ranking”. This is actually an ill-posed formulation because the model

size or the number of parameters to learn will grow linearly as data volume increases. As

a remedy, we introduce an alternative formulation called “user-centric ranking” based on a
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transposed view, which casts ‘users’ as ‘tokens’ and ‘items’ as ‘documents’ instead. We show

that this formulation has a number of advantages and shows less sign of quality saturation

when trained on substantially larger data sets.

The proposed methods have been tested in a variety of our production systems with

significant metric wins, including search, ads, and recommendation. These systems are quite

diverse in nature (e.g, different interaction interfaces, items of very different types) and can

be regarded as representative of many ranking systems in the industry, yet our findings

are quite consistent. Our reported experiment results are primarily based on one production

surface, which has six different tasks (including both positive and negative engagements, and

both immediate and deferred reward feedback), and the comparison and trend are consistent

across all these tasks. In addition to offline results, we also report online live experiment

results. Furthermore, to improve the reproducibility of our findings, we also include results

on a public data set and plan to open-source our implementation code for public access.

3.2 Related Work

The past decade has witnessed tremendous successes achieved by deep learning models that

are growing in scale exponentially over time. In CV, big model architectures have been

widely used for image classification and object detection tasks. The neural architectures have

evolved from Convolutional Neural Networks (CNNs) with a handful of layers [Krizhevsky

et al., 2012], to ResNet who has more than 100 layers and 100 million parameters [He

et al., 2016], to recent gigantic Transformer-based models that contain hundreds of billions

of parameters [Dosovitskiy et al., 2021]. The trend is even more prominent in NLP, especially

in the few years of post-BERT era [Vaswani et al., 2017, Devlin et al., 2018]. A surge of

state-of-the-art models are emerging with ever growing sizes, complexities, and new levels of

capabilities, e.g, GPT-3 and GLaM [Du et al., 2022a] are among the largest language models

to date and have demonstrated impressive performance in various NLP tasks [Brown et al.,
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2020a, Chowdhery et al., 2022].

It is a bit surprising that, unlike the other areas, scaling has not gained much success in

ranking, even though it is the biggest industry for AI and there is no shortage of training

data [Ferrari Dacrema et al., 2019]. Ranking models used to be dominated by the “two-

tower” architectures, where the user-side and the item-side were modeled independently with

separate architectures in the early stage known as the two towers; and fusion or interaction

between the two sides happens at a relative late stage [Cheng et al., 2016, Huang et al., 2013,

He et al., 2017]. Recently, “single-tower” architectures based on Transformer emerged and

quickly became the new state of the art [Vaswani et al., 2017, Zhou et al., 2018]. However,

compared to other areas, these models are notably simpler, for example, they are using only

a single (or a few, if Transformer is also used in interaction sub-arch) layer of Transformer

block, and even though these models could be big in size (e.g, 1 trillion parameters), the

majority of the parameters are sparse-id based embeddings, only a tiny fraction of which are

active for each prediction.

The current common practice in ranking is to model each user based on the sequence

of historically interacted items. The representation of user interests can be learned from

historical behaviors, and the likelihood of a potential engagement is assessed based on the

affinity of the target item with respect to historical interactions. These models provide an

item-centric perspective to utilize the dyadic user-item interaction data; we call it item-

centric because learnable embeddings are allocated for items but not users. We show that

this formulation could be the cause of quality saturation. The proposed user-centric ranking

is the first to provide an alternative formulation based on a transposed view of the dyadic

interactions. We show that it can help to alleviate quality saturation in ranking. We want

to note that our contribution is to introduce this new formulation, not a specific neural

architecture. These two are orthogonal, in fact, any state-of-the-art item-centric ranking

model can be converted to its user-centric counterpart using the new formulation.
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It is important to capture the complex relationships between users and items to improve

ranking accuracy in ranking systems. Using user information corresponding to a target item

is a natural choice. One example is graph-based recommendation models [Wang et al., 2019c,

Chen et al., 2020a], which represents users and items as nodes in a bipartite graph. The

graph model learns to generate user and item embeddings for recommendation through the

process of embedding, propagation, and prediction. Our approach of user-centric ranking

models user-item interaction in a different way and targets for replacing or complementing

the current item-centric ranking models that suffer from quality saturation. There are other

attempts to alleviate the changing inventory problem, such as meta learning approaches [Car-

valho et al., 2008, Wang et al., 2022b]. The goal of meta learning for ranking is to improve

robustness and/or fairness of ranking models caused by unintended data biases. In contrast,

we aim to address the quality saturation problem caused by inventory dynamics.

3.3 Ranking Formulations

In ranking, we are concerned with modeling dyadic responses. Given a set of users U and a

set of items I, the goal is to predict yt(u, i) for any given user u ∈ U and item i ∈ I at time

t. In different contexts, y can have different semantic meanings, e.g., click-through of an ad,

conversion of a transaction, following an account, or finishing watching a video. Ranking

models are trained on historical interaction data in the format of D = {(u, i, t, y)}, which

can be thought of as a bipartite graph between U and I.

An interesting note is that ranking bears a lot of similarities with NLP, because NLP

data can be thought of as dyadic interactions between ‘documents’ and ‘tokens’. In fact, a

lot of ranking techniques are inspired by progresses in NLP [Sun et al., 2019, Hidasi et al.,

2015, Zhou et al., 2018].
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Figure 3.1: (a): An example of one-tower ranking model; (b): A hybrid ranking model
containing both a user-centric and an item-centric sub-architecture.

3.3.1 Item-Centric Ranking

Fig. 3.1a shows one example of single-tower item-centric architectures. The key idea, with

an analogy to NLP, is to think of items as tokens and users as documents, i.e., each user

is modeled by a list of items that they engaged with, in chronological order according to

the time of engagements. When multiple types of engagements are involved (e.g., in video

recommendations, engagements could include clicks, video completion, likes, follow-author,

etc.), they can be organized into multiple channels, one for each engagement type.

For each channel, items in the engagement history are first mapped to their embeddings,

positions are encoded based on relative time-stamps, and multi-head attentions are applied

on top. The aggregation output is then concatenated with all other features, on top of

which an interaction sub-architecture (e.g., Deep & Cross Network (DCN) [Wang et al.,

2021] or self-attention [Vaswani et al., 2017]) is employed to encode higher-order nonlinear

interactions among different feature groups. And finally, a number of task heads (e.g.,

one MLP for each engagement prediction task) provide the output probabilities. Because

of the daunting scale in ranking, these ranking architectures are highly-simplified versions
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compared to what are commonly used in NLP, noticeably: 1) only one layer of attention is

typically used; 2) instead of full-sized self-attention, the aggregation is based on the so-called

“targeted attentive pooling", i.e., when predicting yt(u, i), the engagement history of user

u is aggregated by attending only w.r.t. the target item i (i.e., the embedding of item i

is used as query in the attention function). The latter is similar to document/paragraph

representation in NLP, where the aggregation is by attending to the special symbol ‘CLS’.

This formulation is called “Item-Centric Ranking” (ICR) to reflect that items are allocated

free-parameter embeddings to be learned in training whereas user embeddings are derived

by aggregating item embeddings.

3.3.2 User-Centric Ranking (UCR)

Why do ranking models saturate so fast? Why doesn’t this happen to NLP models given

that they bear lots of similarities? When we carefully compare these two settings, we notice

an important difference. In NLP, the vocabulary size (i.e., total number of tokens) is often

fixed; given a neural architecture, the number of parameters is constant when we increase

the training data. This is, however, not the case in ranking when item-centric formulation

is used.

In particular, especially in the so-called “creator economy”, where the inventory of items

are highly dynamic: new items are being created constantly (e.g., tens of millions of posts/videos

are created on Facebook/Instagram every day) and items are time-sensitive and ephemeral

(e.g., each post/video has a short life-span ranging from a few days to a few weeks). In this

setting, because the item inventory grows linearly over time |I| = O(t), for any given neural

architecture, the number of model parameters will grow unboundedly in O(t) (due to the use

of per-item embeddings). As a result, when we increase the training data (e.g., to use more

days of logged interactions), because of the linear growth in model size, the per-parameter

data density will not grow, and hence using more data will not make the model converge
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better (e.g., lower the variance). In fact, this is a setting that we rarely see elsewhere.

Based on this observation, we propose an alternative formulation called “User-Centric

Ranking” (UCR), which is based on a transposed view of the user-item interactions. Using

the NLP analogy again, UCR casts ‘users’ as ‘tokens’ and ‘items’ as ‘documents’; free-

parameter embeddings are learned for users, and item embeddings are derived by aggregation.

For mature ranking systems in double-sided markets, it is typical to see an increase in

inventory, while the user set U remains relatively consistent; thus, the model size (i.e., the

number of parameters) of these ranking systems will stay stable as we increase training data.

Our expectation is that with this formulation, when we scale up training data the consistent

growth of per-parameter data density should translate to better model convergence.

In a typical setting where user set is capped while both the inventory size and the training

data set size grow linearly over time, it can be shown the asymptotic error rate (i.e, the

expected distance between the optimal value of model parameter θ∗ and its actual value θ̂)

for each of the formulations is as follows [Nguyen et al., 2018]:

• Item-centric ranking: E[||θ∗ − θ̂t||2] = Const

• User-centric ranking: E[||θ∗ − θ̂t||2] = O(1t )

As training data grow, asymptotically UCR converges at a sub-linear rate (at most), while

ICR cannot be improved further, which explains the quality saturation we have observed.

From an intuitive perspective, UCR could be advantageous over ICR. In ICR, because

items are ephemeral, so are their embeddings (i.e., an item embedding will soon become

irrelevant and useless as that item exits the system). In UCR, we are continuously accumu-

lating and improving our knowledge about every user by refining its embedding over time as

long as that user keeps on interacting with the system.

Any SoTA item-centric ranking model can be converted to its user-centric counterpart

using the new formulation. Note that the example architecture in Figure 1(a) applies to
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both item-centric and user-centric. The key difference is whether users or items are used as

keys for embedding look-ups (i.e, the ‘sparse-id’ and ‘target-id’ in the figure).

3.3.3 Hybrid Models

It is also possible and actually straightforward to have a hybrid formulation, i.e., to imple-

ment models that include both a user-centric and an item-centric attentive pooling compo-

nents. Fig. 3.1b shows how the example architecture in Fig. 3.1a looks like in the hybrid

formulation. Such hybrid models will have similar “parameter explosion” problem as item-

centric models. We will compare all these different model formulations in our experiments.

3.4 Implementation

3.4.1 Item-Centric Ranking

Item-centric id-lists represent the engagement history of each user. Although the number of

items that one user can interact within one day is hardly over a few hundreds, the list of

distinctive items and their embeddings gets accumulated very quickly over time, especially

considering that the same item is rarely recommended to the same user again. A sampling

strategy is needed in order for each engagement list to not exceed certain length. In our

implementation, we limit the length to 1024 at max, by only including the most recent

engagements. In our experiment, this method is referred to as “IC-Sampling”.

3.4.2 User-Centric Ranking

One of the challenges for implementing UCR is to handle the distribution skewness. In

an item-centric setting, the number of items one user can interact with tends to be evenly

distributed (e.g., daily engagements range from a few to a few hundred), whereas in the

new setting, the distribution is more irregular, e.g., some items can attract millions of users
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to engage with while others can get only a few. This means that for some items it is no

longer feasible to fit the entire list of engaged users in memory during training/inference.

We explore three different approaches:

• Sampling. In this implementation, we simply down-sample the list of engaged users

of an item to a fixed-size sub-list uniformly using reservoir sampling. Note that in

practice, if we sample for each item only once, instead of resampling for each user-

item interaction, this will introduce an artificial bias. This method is referred to as

“UC-Sampling."

• Aggregation. Another approach is to summarize a long sequence of engaged users

to a shorter list, e.g., by clustering the users and using cluster-id in replacement of

user-id. In our implementation, the clusters are obtained by applying the Louvain

algorithm [Blondel et al., 2008] to the user-item interaction graph. Our implementation

provides the functionality to incrementally update the clustering structure over time

with constraints on cluster size and re-mapping ratio. This method is referred to as

“UC-Clustering".

Note that this problem is only a concern for a very small subset of the most popular items,

for which most ranking models already have good prediction accuracy. For the vast majority

of items in our case, the engagement users are below the 1024 length limit.

3.4.3 Parameter Hashing

Another technical challenge is memory management when working with large-scale ID spaces

such as user-ids U and item-ids I. Considering that we are learning embedding vectors, one

for each distinctive ID, the extremely large cardinalities (i.e., in the order of billions) of

these ID spaces imply that the memory requirement as well as the index to map IDs to their

address can be quite a challenge. Especially for item-centric ranking, the number of item
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IDs can grow unboundedly to infinity.

One common approach to address this problem is to implement feature hashing, i.e., to

maintain a constant hash space for these IDs and allocate one embedding vector for each

distinctive “hashed ID". This is of course not ideal. The existence of hash collisions means

that we are forcing certain random IDs to share the same embedding vectors. This is not

necessarily a bad thing when the collision rate is at a reasonable level, because feature

hashing provides a type of regularization effect to the embedding parameters similar to

dropout. However, for unbounded ID spaces such as I in user-centric ranking, the collision

rate is expected to grow linearly over time (i.e, O(t)), and can be arbitrarily large and no

longer negligible. In contrast, in user-centric ranking, the ID space U is bounded and hence

collision rate is under control.

3.4.4 Aggregation Operators

We implement two aggregation operators, sum-pooling and targeted attentive pooling. The

former aggregates the list of associated IDs by the sum or mean of their corresponding

embeddings. Sum-pooling is computationally inexpensive and easy to implement. However,

it has very limited expressive capability (e.g., the operator itself is parameter-less) and needs

to rely on the interaction arch to encode complex interactions. Moreover, especially when

the list is long, using an unweighted sum could deteriorate the signal-to-noise ratio and make

the prediction less accurate. By attending to the target user (item), attentive pooling can

adaptively adjust how much weight an embedding could get based on not only the relevancy

of the current item (user) at hand but also the relevance of other competing entities. This

aggregation is especially powerful when the list contains entities of diverse topics (e.g., a

user’s engagement history could contain items in different categories), for which the multiple

distribution modes would be inevitably collapsed into one if sum-pooling is used. Attentive

pooling is also more robust and tolerant to noises, outliers or corruptions in the ID list.
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3.5 Experiments

3.5.1 On Public Data

A major goal of UCR is to improve the scaling capability of ranking models due to the curse

of quality saturation caused by growing item inventories. To test our findings, data sets need

to be both (1) substantially large-scale and (2) based on dynamic inventory as in real-world

systems. Unfortunately, public data cannot meet the requirement: they do not have the

desired scale, nor do they have the needed dynamics (matrix completion settings with fixed

users & items). We notice that this is a common issue in the community. Notably, recent

works on scaling, including those in NLP and CV are based on dedicated data sets. The

matter is even worse in the area of ranking, because published data is not only too small

in scale but also lacks many vital characteristics that real-world systems possess, making

findings on such toy data sets less reliable when being generalized to real world. However,

to improve the reproducibility of our results, we tested our methods on one public data set

for demonstration purposes.

Data. The MovieLens-20M data set is a popular benchmark in recommendation sys-

tems [Harper and Konstan, 2015]. It contains 20-million ratings from 138, 493 users on

27, 278 movies. In our experiments, we follow a protocol similar to that of [Zhou et al.,

2018]: ratings of 4-star or above are treated as positive and the rest as negative; for each

user, the most recent N (N = 512) positively-rated movies are used as item-centric channels

of that user; similarly, the M (M = 512) users who historically rated a movie positively are

used as user-centric channels of that movie. As we mainly compare the difference between

ICR and UCR, we do not include other categorical features, such as genre.

Results. We tested the DIN [Zhou et al., 2018] architecture (Fig. 3.1a in the three different

formulations (i.e, ICR, UCR, hybrid) with ‘Attention-pooling’ as aggregation operator. A
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Table 3.1: Evaluation results (AUC) on MovieLens data.

ICR UCR Hybrid
DIN with Attentive Pooling 0.712 0.731 0.737

4:1 split is used for training and testing. The evaluation results in terms of AUC (i.e, area

under ROC curve) are reported in Table 3.1.

Note that MovieLens is a static data set. It does not have the inventory dynamics that

real-world systems have, and hence we will not be able to see parameter explosion on this

data set. From Table 3.1, our observation is that UCR is at least on par with or slightly

better than ICR, while hybrid performs the best possibly because it uses more signals than

either of them.

3.5.2 On Real-World Production Data

Data. We further experiment on real-world production data. For offline evaluation, we

created a “lab data set” by sampling the production log of a real-world short-form video

recommendation system. Our data set contains about 24 million users and their engagement

activities in the time range of 60 days (from late July to early October of 2022). In total,

the data set contains about 28 billion examples (engagement activities) involving 1 type of

negative and 5 types of positive engagements.

Metric. We use Normalized Cross-Entropy (NCE) as the primary evaluation metric [He

et al., 2014]. NCE is defined as the cross-entropy loss of the model prediction p normalized

by the entropy of the label y.

NCE(p, y) =
CrossEntropy(p, y)

Entropy(y)
(3.1)

NCE is widely used as the gold standard offline metric for engagement probability (e.g, CTR)

prediction tasks because of its high consistency with online engagement metrics.
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Parameter Growth. In both ICR and UCR, the total number of parameters that a

model has can be expressed as const + n × d, where the constant part is mostly related to

model architectures, while n and d denote the total number of distinctive sparse-ids and the

dimensionality of each embedding vector. In our data set, as is common in most ranking

systems, the cardinality of the user set tends to be bigger than that of the item set for any

given day, |U| > |It+1| − |It|, where It is the accumulative item set on day t. However, that

comparison is quickly reversed as time goes by because |It| grows linearly in O(t).

Fig. 3.2 shows the model size growth over time for both ICR and UCR models. We only

plotted the curves for the case with sampling and attentive pooling, but the trend is similar

for all other variants. While it is true that for the first few days the ICR model has fewer

parameters, it constantly adds parameters every day as new item IDs emerge. As a result,

the ICR model size grows almost linearly over time. In contrast, the UCR model, although

has a bit more parameters initially, the model size stays relatively stable over time.

Considering these two models are trained using the same amount of dyadic interaction

data, the drastic contrast of the parameter growth can have profound impacts on model

quality. For example, at the end of the 60-day window, the ICR model is 21x larger in size

than its UCR counterpart. This means that ICR consumes 21x more memory, or when

parameter hashing is used the collision rate is 21x higher; at the same time, on average, each

ID embedding receives 21x less training data in ICR as compared to in UCR.

UCR Results. We compare IC-Sampling and UC-Sampling with the two aggregation

operator options. All the models are trained recurrently and evaluated on a daily basis using

the first ~10K examples of the next day. Because we have six tasks and correspondingly

six engagement history channels in our data set, each task (and the engagement channel) is

evaluated independently. The results are reported in Fig. 3.3, where only the results on ‘Task

1’ are shown (results on other tasks are very similar); all the NCE numbers are normalized

by the NCE of the IC-Sampling sum pooling model on day 1, and relative NCEs are used
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Figure 3.2: The growths of model size (the total number of parameters) over time for ICR
and UCR models.

in the plot.

We can observe that UC-Sampling demonstrates a clear gain over IC-Sampling, with the

gap increasing rapidly from day 1 to day 10, and then slowly converging till the end. The

performance matches our hypothesis that UCR accumulates and refines the understanding

of each user, which helps with better recommendations as the data scales up. However, we

did not notice the gain increase through the end of the experiments. We believe that this is

because UCR excels more on active users due to its nature of aggregating user embeddings

to profile engaged items, but falls short on less active users. We will come back to address

more about this issue in §3.5.2.

We also compare the impact of the two aggregation operators in ICR and UCR. As shown

in Fig. 3.3, attentive pooling consistently performs better than sum pooling in UCR. With

more data, the gap is also increasing. After 60 days of training, UCR attentive pooling get
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Figure 3.3: Comparison of ICR and UCR models in offline evaluation. Models are trained
recurrently on a daily basis and evaluated on future 10K activities using NCE (lower is
better).

0.44% gain over the sum pooling alternative. In contrast, the advantage of attentive pooling

in ICR is very minimal.

This also proves our hypothesis in §3.4.4. In ICR, the item ID is not well trained due

to the linearly increased ID space. As a result the attention score between history item and

target item does not learn useful signals, and attentive pooling falls back to mean (sum)

pooling. In UCR, user ID space is stable, and all ID embeddings could be optimized. This

finding verifies the potential to solve the quality saturation problem using UCR with more

training data.

Hybrid method results. We also compare the hybrid method with UCR and ICR. Be-

cause the consistently superior performance of sampling over clustering as reported before,

we only experimented with the sampling implementation. The results are shown in Fig. 3.4.
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Table 3.2: Multi-task relative NCE percentage (%) change between ICR (baseline), UCR
and Hybrid models implemented with attention pooling. Baseline setting is denoted as “-".

Task
Day 7 Day 14 Day 30 Day 60

IC UC Hybrid IC UC Hybrid IC UC Hybrid IC UC Hybrid
1 - -2.58 -2.88 -1.73 -4.01 -4.32 -3.01 -4.90 -5.21 -3.48 -5.18 -5.31
2 - -2.71 -2.94 -0.46 -3.23 -3.42 -0.45 -3.24 -3.44 -0.44 -3.19 -3.32
3 - +1.84 -2.04 -7.52 -7.60 -10.38 -10.96 -12.64 -14.29 -11.98 -13.98 -12.78
4 - -2.86 -3.08 -0.31 -3.23 -3.41 -0.08 -3.03 -3.23 -0.05 -2.96 -3.08
5 - -2.88 -3.14 -0.66 -3.61 -3.88 -0.79 -3.77 -4.00 -0.81 -3.73 -3.88
6 - -3.09 -3.28 -0.86 -3.97 -4.14 -1.19 -4.34 -4.53 -1.28 -4.38 -4.47

It seems that the hybrid method has very similar performance as the UCR counterpart,

albeit slightly better. This phenomenon is pretty consistent. We observe that the hybrid

method achieves the best NCE results across all the tasks. Considering that the hybrid

architecture, as shown in Fig. 3.1, includes both an UCR sparse sub-arch and an ICR sparse

sub-arch, the results are partly as expected (i.e., it should have the advantages of both UCR

and ICR) and partly surprising (i.e., it has the same parameter explosion problem as ICR).

Multi-task evaluation results. In our previous evaluations, we use one single task and

one single engagement history channel. In this section, for both ICR and UCR, we use all

the available engagement signal channels (one for each engagement type) and jointly train

the model on all of the six tasks. This multi-channel and multi-task setting allows the model

to capture correlations among different tasks as well as between the signal channel and the

task loss corresponding to different engagement types, which cannot be done in the previous

setting. The results are reported in Table 3.2, where the NCE is calculated relative to the

NCE of the ICR model at day 7. We observe that overall UCR models show clear gains when

compared to ICR counterparts across all the tasks; moreover, the hybrid model consistently

performs the best at all of the tasks, although the difference with the UCR models is very

marginal.
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Figure 3.4: Comparison of the hybrid model with its UCR and ICR counterparts.

Segment analysis. We segment users into five buckets based on their activeness (e.g.,

number of engagements within a given time window). In Fig. 3.5a, we show the NCE

differences between one UCR model (UC-Sampling) and one ICR model (IC-Sampling) for

each user segment. We can see that, although UCR performs better than ICR overall, the

gain mostly come from more active users. For less active users (e.g., engagement counts

< 10), UCR actually performs worse than the ICR baseline. This explains why the hybrid

methods tend to perform the best because it leverages both components to provide the better

of the two worlds. As a validation, Fig. 3.5b shows the similar analysis of the Hybrid model

over ICR, and we can see it provides gains across all the user segments.

3.5.3 Online Results

Based on the encouraging results on the sampled lab data, we took the step forward to

productionize the proposed techniques in our recommendation system. On the full-scale
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Figure 3.5: Distribution of NCE gains over ICR on different user activeness segments (neg-
ative means better).

production data, we observed up to 0.6% NCE gains compared to the production ICR model

when UCR models were trained with the standard workflow using a few days of training data

without any architecture changes. The best version was then tested live in the production

system.

A number of infrastructure optimizations were done to make this happen. For example,

we optimize the batching algorithm to put the same user’s data in one batch for ICR, so

the sum (attention) pooling of the item-centric features only needs to be computed once

and then could be shared within the batch. For UCR, we do the similar operation to

batch the same video’s data together. With the improvement on data locality, we can

lower down the memory consumption, and in turn improve the throughput for both training

and serving. Also, by using full-precision for training and lower-precision (e.g., FP16) for

inference, we were able to improve the inference performance (both throughput and latency)

without significant regression in prediction quality (e.g., NCE) and reduce the number of

GPUs required for serving by almost half. The online A/B experiments showed that quite
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significant wins were achieved across a wide range of topline metrics, in particular, one of the

key business metrics, video watch time was improved by 3.24%. An important observation

during our productionization process is that the offline NCE gain can be further enlarged

when we increase the amount of training data. In addition, if we scale up both training

data and model complexity, we could potentially obtain an outsized gain in terms of NCE

in offline evaluation.

3.5.4 Open Questions and Discussions

We are motivated to address the quality saturation problem in ranking. Our expectation is

that the UCR formulation should provide somewhat a remedy. However, from our experi-

ment results, this is only partially validated. In particular, we did see UCR models lead to

consistently better NCE than their ICR counterparts; we also saw a tendency of improving

NCE gain as we increase the training data. Nonetheless, the NCE gap between UCR and

ICR is not as big as we expected, and also that gap is being enlarged at a much slower speed,

far too slow if we compare it with the model parameter or collision rate growth curves. This

is kind of surprising.

In an attempt to understand the discrepancies, we have a few plausible explanations.

Firstly, we notice there’s a nontrivial discrepancy between the full-scaled production data

and our sampled lab data. The scaling characteristics of UCR models are significantly

better on production data than what we observed. This is partly related to the sampling

algorithm we used to generate this data set, and partly related to the nonlinearity between

the complexity that the data manifests and the scale at which the problem is examined.

Secondly, in the aforementioned areas where scaling has led to tremendous success, in-

cluding CV and NLP, the concepts we try to model are often static. In other words, there’s

usually a ground-truth model in hindsight and the goal of training is to approach that

ground-truth. However, in ranking it is fundamentally different. There is drastic and fre-
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Figure 3.6: Prediction quality (NCE) of pre-trained models over the next 24 hours indicates
there is a strong distribution drift in the data.

quent distribution drift due to the highly dynamic two-sided ecosystem and the interactive

highly counterfactual nature of the engagement process. Because of the distribution drift,

there is no ground-truth model (or you could say the optimal model is a moving target

instead of static). For example, Fig. 3.6 shows how a pre-trained static model performs in

the next 24 hours after it was trained. We can see a very significant deterioration of the

prediction NCE as the model becomes increasingly outdated. In a situation where the dis-

tribution is drifting dynamically, a model that scales well and does not saturate quickly in a

static context may not always scale well. To fully combat the obstacles for scaling ranking

models, deep understanding of and the ability to control such dynamics are critical.

Last but not the least, our current study is limited, without any changes to the model

architecture. We observed, especially for the smaller-scale lab data set, the absolute NCE

values are quite small and may be close to their limits for the architecture we used. At the
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same time, we noticed that ranking model’s architectures are significantly simpler than what

are commonly used in NLP and CV, which is of course a practical choice given the scales

in ranking. We believe that by using significantly more expressive architectures, we will be

able to improve the scaling property further.

3.6 Ablation Studies

3.6.1 Sampling vs. Clustering

In UCR, one of the key aspects to ensure good performance is to construct better and more

representative engaged user lists for each item, especially for those extremely popular items

that gain millions of user interactions. We implemented two of the approaches presented in

§3.4.2, namely UC-Sampling and UC-Clustering. Fig. 3.7 shows the comparison between

these two approaches. As can be seen, UC-Sampling seems to dominate UC-Clustering in

terms of NCE consistently across the entire time span and all the tasks involved. We want

to point out that this may not be definite as the performance highly depends on the choice

of implementation, e.g., the incremental Louvain algorithm [Blondel et al., 2008] used in our

experiments. If a better algorithm is used, the result can be different.

3.6.2 Parameter Search

To better understand how different configurations impact model performance, we conduct a

set of parameter sweep experiments. For this analysis, we set the number of training data

to be 30 days for all the runs. In addition, we use IC-Sampling and UC-Sampling with the

same single-task setting in our experiments.

Hash size. Parameter hashing maps user IDs or item IDs to embedding vectors by applying

a hash function. Though being space-efficient, it is essential to have a large enough hash space
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Figure 3.7: Comparison of the two implementation methods for UCR: sampling vs clustering.

so that a high collision rate between these IDs can be avoided. In this experiment, we further

examined how hash size affects model performance by varying it from the default value of

20 million. As hash size affects both IC and UC ranking, we test both IC-Sampling and

UC-Sampling as well as using both sum pooling and attentive pooling model architectures.

The results are reported in Table 3.3. Overall, increasing the hash size leads to a better

model performance. This trend is more evident for UCR. For example, increasing the hash

size from 1M to 30M for UC-Attn results in a 1.71% reduction in relative NCE. One reason

why UCR benefits more than ICR is that UCR has much fewer embedding vectors, the

reduction in hash collision is more dramatic for UCR when increasing hash size.

Embedding dimensionality. We conduct another ablation study on the dimensionality

of the embedding vectors. Our default embedding dimension is 192, and we tune it between
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Table 3.3: Relative NCE percentage (%) change from different models with varying hash
sizes. Baseline setting is denoted as “-".

1M 5M 10M 20M 30M
IC Sum +0.08 +0.04 +0.01 - +0.02
IC Attn +0.12 +0.05 +0.05 +0.07 +0.06
UC Sum -0.04 -0.73 -1.07 -1.43 -1.53
UC Attn -0.24 -1.13 -1.48 -1.84 -1.95

Table 3.4: Relative NCE percentage (%) change from different models with varying feature
dimensions. Baseline setting is denoted as “-".

96 192 384
IC-Sampling -0.05 - +0.01
UC-Sampling -1.39 -1.91 -2.37

96 and 384. Results are illustrated in Table 3.4. We can see that IC-Sampling is not

able to utilize a larger embedding dimension, and its performance is worse when the largest

dimensionality is used. On the other hand, UC-Sampling shows consistent improvements

when higher dimensional embeddings are used.

3.7 Conclusion

We suspected that the item-centric formulation of ranking models may be contributing to

the quality saturation problems. We introduced user-centric ranking as an alternative formu-

lation. We showed that in general, UCR models have a stable model size (i.e., total number

of parameters) that will not grow as we increase training data. On a lab data set of sampled

production data, we observed that UCR models yield consistently better prediction quality

and have slightly better scaling property. We did not believe that this fundamental problem

in ranking has been fully solved. We listed a number of open problems from our study and

hope they can spark further investigations.
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CHAPTER 4

ROBUST REPRESENTATION LEARNING FROM NOISY

MULTIMODAL DATASET

While a novel, thoughtful data formulation specific to user-item interactions, as we have

shown in Chapter 3, can help transformer-based recommender models become capable of

learning large, abundant amount of data that often undergoes severe time-distribution shifts,

such formulation is hard to be extended to other domains, such as multimodal, vision-

language models, which are trained with large web-sourced text-image pairs [Jabeen et al.,

2023]. In fact, web-sourced large datasets offer a unique vantage point for training large-

scale multimodal DL models, particularly through self-supervised learning approaches. These

datasets, often vast and varied, mirror the complexity and diversity of the real world, pro-

viding a rich canvas for models to learn from. However, their inherent noise also presents

significant challenges. In this chapter, we explore both the opportunities and challenges

that arise from using noisy, web-sourced large datasets in self-supervised training of vision-

language models.

Among the ever-evolving development of vision-language models, contrastive language-

image pretraining (CLIP) [Radford et al., 2021a] has set new benchmarks in many down-

stream tasks such by leveraging self-supervised contrastive learning on large amounts of text-

image pairs. However, its dependency on rigid one-to-one mappings overlooks the complex

and often multifaceted relationships between and within texts and images. To this end, we

introduce RankCLIP, a novel pretraining method that extends beyond the rigid one-to-one

matching framework of CLIP and its variants. By leveraging both in-modal and cross-modal

ranking consistency, RankCLIP improves the alignment process, enabling it to capture

the nuanced many-to-many relationships between and within each modality. Through com-

prehensive experiments, we demonstrate the enhanced capability of RankCLIP in effec-

tively improving performance across various downstream tasks, notably achieving significant
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gains in zero-shot classifications over state-of-the-art methods, underscoring the potential of

RankCLIP in further advancing vision-language pretraining.

The chapter is organized as follows: §4.1 introduces the problem and its wider context,

with additional details provided. §4.2 reviews critical technical literature, including a general

discussion on language-image pretraining, as well as learning to rank, which are both perti-

nent to the proposed RankCLIP. We illustrate the methodology details in §4.3, and in §4.4,

we present the experimental results demonstrating RankCLIP’s superior performance on

various settings including zero-shot classification, robustness to natural distribution shifts,

classification with linear probing, and zero-shot image-text retrieval. §4.5 conducts abla-

tion studies on components and data sizes. Additional analysis focusing on modality gap,

alignment, and uniformity are studied in §4.6. Finally, we conclude the chapter in §4.7.

4.1 Introduction

In the realm of computer vision (CV) [Voulodimos et al., 2018], natural language pro-

cessing (NLP) [Chowdhary and Chowdhary, 2020], and multimodal deep learning [Jabeen

et al., 2023, Zhao et al., 2023b], the alignment between visual and textual modalities [Singh

et al., 2022, Chen et al., 2024] has emerged as a cornerstone for downstream applica-

tions, ranging from image captioning [Ghandi et al., 2023] to zero-shot classification [Pour-

panah et al., 2022]. Contrastive Language-Image Pretraining (CLIP) [Radford et al., 2021b]

marks a significant advancement in this field, demonstrating incredible performance from

training on large amounts of text-image pairs to create self-supervised models that under-

stand [Hendrycks et al., 2021a,b, Chen* et al., 2024b] and generate [Ramesh et al., 2021b,

Crowson et al., 2022] descriptions of visual contents. Despite its superior performance,

CLIP’s reliance on strict one-to-one mappings between images and texts overlooks the nu-

anced and often many-to-many relationships inherent in the real-world data [Chun, 2023],

leaving rooms for further improvements.
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Following the success of CLIP and its contrastive learning paradigm, numerous recent

works have been developed and built upon the original CLIP. More specifically, these en-

hancements focus on optimizing data efficiency through intrinsic supervision within the text-

image pairs [Li et al., 2021b], as well as improving general performance, including zero-shot

classification and retrieval accuracy, via cross-modal late interaction mechanism [Yao et al.,

2021], hierarchical feature alignment [Gao et al., 2022], additional geometric consistency reg-

ularization [Goel et al., 2022], additional self-supervised learning [Mu et al., 2022], adaptive

loss [Yang et al., 2023], hierarchy-aware attentions [Geng et al., 2023], and softer cross-modal

alignment [Gao et al., 2024].

However, in spite of the improvements, these methods do not fully recognize the many-

to-many relationships between and within the image and text modalities, or leverage it

to further enhance the model’s understanding of complex visual-textual information. For

example, while the existing pretrained model, such as CLIP, is able to correctly classify dog

from cat and airplane, as shown in Fig. 4.1, they can not necessarily learn that dog and

cat are supposed to be more similar than dog and airplane in terms of both in-modal (i.e.,

dog text and cat text are more similar than dog text and airplane text) and cross-modal

(i.e., dog text and cat image are more similar than dog text and airplane image) similarity.

Because it is rooted from the current contrastive loss that only the correct pairs are identified

while the rest of the unmatched pairs are treated the same, resulting in a large amount of

information not used and unknown to the model during the training process.

Moreover, although very recent work such as SoftCLIP [Gao et al., 2024] proposes to

relax this hard-label relationship, it focuses only on the fine-grained cross-modal similarity,

and use it as the softened target. Under its setting, continuing with the earlier example,

the cross-modal similarity between the dog image and cat text will be smaller than the

similarity between the matched pairs (e.g., dog image and dog text), but larger than some of

the unmatched pairs, such as the dog image and airplane text. However, they miss on the
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A joyful, curly-furred doodle dog
with a white and light brown coat

sitting on the grass

A relaxed tabby cat with a
gray coat lying on its back on

a cat perch

A white commercial airplane in
flight against a backdrop of blue

sky and fluffy white clouds

A joyful, curly-furred doodle dog
with a white and light brown coat

sitting on the grass

A relaxed tabby cat with a
gray coat lying on its back on

a cat perch

A white commercial airplane in
flight against a backdrop of blue

sky and fluffy white clouds

(a) CLIP (b) RankCLIP

Figure 4.1: An overview comparison between (a) CLIP and (b) RankCLIP. Three text-
image pairs (dog, cat, and airplane) are shown, where matched pairs share the same-color
boundary line, i.e., red for dog, blue for cat, and magenta for airplane. Pairwise cross-
modal relationships are indicated by solid lines, while pairwise in-modal relationships are
denoted by the dotted (image-image) and dashed (text-text) lines respectively. In (a) CLIP,
as all the unmatched pairwise information, both in-modal and cross-modal, are treated
the same during training, the model does not learn that dog and cat are more similar to
each other in terms of both image and text modality than airplane. On the other hand,
this problem is fixed with RankCLIP through training with ranking consistency, as more
secondary relationships were grasped, achieving deeper level of understanding.

in-modal relationships, which could also be very informative, as the dog and cat may both

have "coat" in their images, as well as in the corresponding texts. We hypothesize that the

similarity relationships between text-text, image-image, and image-text should be consistent,

based on the observation that similar images are more likely to have similar corresponding

texts, and vice versa.

Recognizing the many-to-many relationships inherent in the real-world data, as well as the

rich information contained both in-modal and cross-modal, we propose Ranking-Consistent

Language-Image Pretraining, or RankCLIP in short, which leverages ranking consistency

as a proxy to characterize the similarity level consistency between and within the text-

image pairs in addition to the matched pairs during the self-supervised contrastive training.

More specifically, ranking consistency builds upon simple observations that similar texts

often correspond to similar images, such as the dog, cat and airplane example discussed
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above and shown in Fig. 4.1, and can be used to represent secondary similarity relationships

(i.e., relationships between the unmatched pairs) to help model learn for free in addition

to the matched pairs. And this is conveniently achieved through incorporating the ranking

consistency as an additional loss term added to the contrastive loss function, without the

need of including any additional external modules, so that this new loss function can be seen

as a drop-in improvement to many existing methods, including the one focusing more on

data-efficiency [Li et al., 2021b], which may help achieve better performance in both aspects.

The main contributions of this chapter are: (1) RankCLIP, a novel contrastive language-

image pretraining method that leverages ranking consistency to recognize and utilize the

many-to-many relationship of the real-world data to achieve better performance in down-

stream tasks such as zero-shot classification and retrieval accuracy; and (2) through extensive

experiments conducted on multiple datasets, we demonstrate RankCLIP ’s effectiveness on

improving pretraining model performance without the need of any additional data or extra

computational resources.

4.2 Related Work

4.2.1 Vision-Language Pretraining

Vision-language pretraining has witnessed significant advancements over the past years. De-

spite the large number of different approaches [Chen et al., 2023b, Du et al., 2022b, Long

et al., 2022], they can be predominantly divided into two categories [Goel et al., 2022], which

are generative and contrastive. Of the two, generative models are not described further here

since they have little methodological connection to the proposed RankCLIP.

In terms of the contrastive approaches, models such as CLIP [Radford et al., 2021b],

ALIGN [Jia et al., 2021] and their combined scaled-up version, BASIC [Pham et al., 2023],

have revolutionized contrastive learning applied to text-image pairs, showcasing remarkable
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abilities in zero-shot classification and robustness. Many follow-up works have then been

proposed continuing the success of CLIP and its contrastive learning paradigm. Li et al.

[2021b] introduced DeCLIP, which is a more data-efficient training approach that improves

zero-shot performance with fewer data by leveraging intrinsic supervision within the text-

image pairs. Meanwhile, FILIP [Yao et al., 2021] enhances the expressiveness between image

patches and textual words upon CLIP through a cross-modal late interaction mechanism

that provides finer alignment between the tokens from the two modalities.

Encouraged by the improvements, Gao et al. [2022] further proposed PyramidCLIP using

hierarchical feature alignment between visual and textual elements across different seman-

tic levels to improve both efficiency and performance of the pretrained model. Besides,

SLIP [Mu et al., 2022] combines self-supervised learning and CLIP pre-training to enhance

visual representation learning and demonstrates additional accuracy improvements across

multiple benchmarks. And Goel et al. [2022] introduced a framework, CyCLIP, that aug-

ments CLIP with additional geometric consistency regularizers for cycle consistent represen-

tation learning, aiming to improve the performance and robustness on both standard and

distribution-shifted benchmarks.

Very recently, Yang et al. [2023] introduces an adaptive pre-training model, ALIP, that

integrates both raw text and synthetic captions for language-image alignment, employing

dynamic adjustment mechanisms to enhance pre-training efficiency and performance on

downstream tasks. HiCLIP [Geng et al., 2023] enhances the CLIP model by integrating

hierarchy-aware attentions into both its visual and language branches, enabling it to pro-

gressively uncover semantic hierarchies in images and texts in an unsupervised manner. And

SoftCLIP [Gao et al., 2024] relaxes CLIP’s strict one-to-one constraint, achieving a softer

cross-modal alignment by introducing a softened target generated from fine-grained cross-

modal alignments.

Compared with existing approaches, RankCLIP further exploits the many-to-many re-

63



lationships inherent in each batch of the text-image pairs and encourages the model to learn

not only the matched pairs, but also the unmatched pairs that share either high or low simi-

larities through incorporating both in-modal and cross-modal ranking consistencies into the

contrastive training objective. More importantly, unlike all existing approaches, RankCLIP

focuses on global optimization that considers the rankings of all the images and texts as a

whole within each batch, instead of pairwise similarities as seen in the existing works.

4.2.2 Learning to Rank

Among the initial development in learning to rank (LTR) is the pairwise approach, which

computes losses based on the relative ordering of item pairs [Burges et al., 2005, Joachims,

2002, Liu et al., 2009]. Despite the computational efficiency and scalability of pairwise

losses, they fall short by not accounting for the global ranking context, often leading to

suboptimal ranking outcomes [Liu et al., 2009, Burges, 2010]. To address these limitations,

list-wise approaches such as ListNet [Cao et al., 2007] and ListMLE [Xia et al., 2008] were

proposed, focusing on optimizing the entire ranking sequence instead. More specifically,

these strategies employ Plackett-Luce (PL) ranking models [Luce, 2005, Plackett, 1975] to

enhance the likelihood of achieving the most accurate item ordering. In RankCLIP, we

incorporate ListMLE [Cao et al., 2007] as part of our training objective to optimize both

in-modal and cross-modal ranking consistencies.

4.3 Methodology

4.3.1 CLIP Preliminaries

CLIP [Radford et al., 2021b] has been a prominent method for learning detailed multimodal

representations through the alignment of images and texts. Given a set D = {(Ij , Tj)}Nj=1 of

N image-text pairs, where Ij denotes an image and Tj is the corresponding text, the goal is to
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learn representations that map semantically similar images and texts closer in the embedding

space, while dissimilar pairs are distanced apart. More specifically, the foundational CLIP

model employs two encoders: an image encoder fI : I → Rm that processes raw images into

visual embeddings and a text encoder fT : T → Rn which encodes textual data into text

embeddings. Then both the text and visual features are projected to a latent space with

identical dimension. Formally, the embeddings for a text-image pair (Ij , Tj) are denoted as

vk = fI(Ij) and tj = fT (Tj), respectively. The embeddings are then normalized to lie on an

unit hypersphere by enforcing l2-norm constraint:

v̂j =
vj
∥vj∥2

, t̂j =
tj
∥tj∥2

. (4.1)

so that the magnitude information is erased and only direction is preserved.

To align the image and text representations, a contrastive loss function, typically a variant

of the InfoNCE loss Oord et al. [2018], which optimizes the similarity of the matched pair

against unmatched pairs, is utilized, i.e.:

LCLIP = − 1

2N

N∑

j=1

[
log

exp(v̂⊤j t̂j/τ)∑N
k=1 exp(v̂

⊤
j t̂k/τ)︸ ︷︷ ︸

1

+ log
exp(t̂⊤j v̂j/τ)∑N
k=1 exp(t̂

⊤
j v̂k/τ)︸ ︷︷ ︸

2

]
(4.2)

where the first term 1 contrasts images with the texts, the second term 2 contrasts

texts with the images, and τ denotes a temperature scaling parameter that adjusts the

concentration of the distribution. The optimization of Eqn. (4.2) results in embeddings

where the cosine similarity between matched image-text pairs is maximized in comparison

to unmatched pairs, thus achieving the desired alignment in the joint embedding space.

Despite the efficacy of CLIP in learning correlated multimodal embeddings, it inherently

relies on strict pairwise matched comparisons and fails to capture the more complex, fine-

grained nature of semantic similarity within and across modalities that are generally treated
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as unmatched. This observation motivates the development of RankCLIP, which innovates

beyond binary pairwise contrasts to consider holistic listwise consistency within and across

modalities.

4.3.2 RankCLIP

The key insight of RankCLIP is to more efficiently leverage the many-to-many relationships

inherent in the real-world data that are usually underrepresented as secondary similarity

relationships, which is less explored by previous self-supervised contrastive methods Radford

et al. [2021b], Gao et al. [2024]. Thus to incorporate the latent consistency, RankCLIP seeks

not only to discern whether a pair of image and text are a match but also to understand their

relative semantic similarity to other pairs in the dataset by considering ranking consistency.

Ranking Model Formulation.

RankCLIP leverages the Plackett-Luce (PL) ranking model Plackett [1975], Luce [2005],

Guiver and Snelson [2009] to estimate the probability distribution over rankings for image-

text pair (Ii, Tj), so that the consistency in their relative ordering w.r.t. a reference ranking

can be measured. Specifically, for a given data pair (e.g. image-image, text-text, image-text),

we calculate its in-/cross-modal cosine similarity dj to serve as the score m(dj) to measure

the alignment of its ranking w.r.t. another reference ranking yref. Following Plackett [1975],

we first sort the reference ranking in a descending order to construct the optimal ranking

y∗, and assume that the ego ranking y is sampled from y∗. Thus the probability that item

dj is ranked kth in the ego ranking y from a set of items D is the score of em(dj) divided by

the sum of scores for the items that have not been placed yet:

π(d | y1:k−1,yref, D) =
em(d)

∑
d′∈D\y1:k−1

em(d′)
, (4.3)
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where y1:k−1 = [y1, y2, ..., yk−1] denotes the set of items ranked before dj . Specifically, we

incorporate a decaying factor µ to scale the loss, so that the top-ranked items can obtain

higher weights:

µ =
1

log(k + 1)
(4.4)

Consequently, the probability of the entire ranking y is the product of individual placement

probabilities:

P(y,yref) =
K∏

k=1

µ · π(yk | y1:k−1,yref, D). (4.5)

RankCLIP’s objective is to maximize the consistency log-likelihood of the list ranking

in one modality towards the reference ranking (in the same/different modality), which aligns

with minimizing the negative log-likelihood loss:

LPL = − logP(y,yref) (4.6)

where y can be in either modality. Specifically, RankCLIP considers in-modal and cross-

modal consistency with Eq. (4.6), respectively.

In-modal Consistency Ranking.

RankCLIP first seeks to align the semantic consistency within each modality, i.e. image-

image and text-text, such that the secondary relationships within each modality can be

more efficiently exploited (e.g. in Fig. 4.1, while dog image/text is different from cat im-

age/text, they are both more similar than to the plane image/text). Mathematically, we

can reformulate Eq. (4.6) as:

Lin-modal = − logP(ytext-text,yimage-image) (4.7)

= − logP (̂t · t̂T, v̂ · v̂T) (4.8)
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where t̂ and v̂ are the text and image batch embedding matrix, respectively. Via Eq. (4.7),

the model can efficiently leverage the nuanced in-modal relationships to learn a richer and

more structured semantic representation.

Cross-modal Consistency Ranking.

RankCLIP further prioritizes the alignment of semantic consistencies across different modal-

ities to leverage the secondary relationships between visual and textual representations (e.g.

in Fig. 4.1, while dog image/text is far from cat text/image, they are more similar than to

the plane text/image). Mathematically, we can reformulate Eqn. (4.6) as:

Lcross-modal = − logP(yimage-text,ytext-image) (4.9)

= − logP(v̂ · t̂T, t̂ · v̂T) (4.10)

Thus by optimizing Eq. (4.9), RankCLIP enhances its ability to bridge the semantic gap

across modalities by leveraging the more nuanced secondary correlations between modalities.

We can also interpret Eq. (4.9) as learning a symmetric cosine-similarity matrix to further

enforce the semantic consistency between both modalities.

RankCLIP loss.

Combining both in- and out-modal consistency, the RankCLIP loss can be formulated as:

LRankCLIP = LCLIP + λ1Lin-modal + λ2Lcross-modal (4.11)

By augmenting the pairwise contrastive loss with in-/cross-modality ranking consistency

loss, RankCLIP systematically arranges embeddings such that both global and fine-grained

secondary relationships can be fully leveraged to learn a more informative and accurate rep-
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resentations, which can better serve the subsequent multi-modal tasks (e.g. classification).

4.4 Experiments

4.4.1 Experimental Setup

Baselines.

The most direct baseline to RankCLIP is the original CLIP [Radford et al., 2021b], as

RankCLIP is built and developed upon it. In addition, to further demonstrate the supe-

rior performance of RankCLIP, we also include ALIP [Yang et al., 2023], a very recent

pretraining method that is also based on CLIP. However, ALIP shares no similarity with

RankCLIP, as it leverages synthetic captions to enhance vision-language representation

learning. More specifically, it employs a unique architecture that dynamically adjusts sample

and pair weights to mitigate the impact of noisy or irrelevant data, which is quite orthogonal

to our approach.

Pretraining dataset.

All the models present through this chapter, including CLIP [Radford et al., 2021b], ALIP [Yang

et al., 2023] and the proposed RankCLIP are pretrained on the Conceptual Captions 3M

(CC3M) dataset [Sharma et al., 2018], which contains around 3.3 million text-image pairs.

While CC3M is admittedly much smaller than CLIP’s original dataset, which hypothetically

has a pretraining data size of at least 400 millions [Ilharco et al., 2021], it is adequately com-

prehensive in creating pretrained models that have relatively strong zero-shot capabilities

for performance evaluation and comparisons. In fact, training with CC3M has been widely

adopted in many language-image pretraining research [Carlini and Terzis, 2021, Li et al.,

2021b, Tejankar et al., 2021, Mu et al., 2022, Goel et al., 2022].
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Implementation details.

For CLIP [Radford et al., 2021b], we use the official implementation released by OpenAI1.

And for ALIP [Yang et al., 2023], we also use the official implementation released by the

paper authors2. As the proposed RankCLIP essentially shares the same model architecture

(separate vision, text encoders, projection layer, and a classification head) as CLIP, we build

upon the CLIP code repository for our model construction. We set the scaling parameters

for cross-modal (λc) and in-modal (λi) ranking consistency to 1/16 and 1/16 respectively

throughout all the experiments unless otherwise noted. All CLIP, ALIP and RankCLIP

models are initialized from scratch without loading any existing weights. And the embedding

sizes for both modalities all project to 1024 across the three models.

Training parameters.

Following CLIP [Radford et al., 2021b], we adopt the ResNet-50 [He et al., 2016] and trans-

former architectures [Devlin et al., 2018] for image and text encoding, respectively. Training

is conducted from scratch over 64 epochs using a single NVIDIA A100 GPU, with a batch size

of 512, an initial learning rate of 0.0005 employing cosine scheduling, and 10,000 warm-up

steps.

4.4.2 Zero-shot Classification

Zero-shot capability is one of the most significant and iconic improvements that CLIP [Rad-

ford et al., 2021b] achieves. Thus in this section, we first evaluate the zero-shot classi-

fication performance of CLIP [Radford et al., 2021b], ALIP [Yang et al., 2023] and the

proposed RankCLIP. Following [Goel et al., 2022], we conduct our experiments on CIFAR-

10 [Krizhevsky et al., 2009], CIFAR-100 [Krizhevsky et al., 2009], and ImageNet1K [Deng

1. CLIP repository on GitHub: https://github.com/openai/CLIP.

2. ALIP repository on GitHub: https://github.com/deepglint/ALIP.
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Table 4.1: Zero-shot top-1, top-3 and top-5 classification accuracy on CIFAR-10, CIFAR-100
and ImageNet1K. RankCLIP achieves higher accuracy than CLIP with an average top-1,
top-3, and top-5 improvements of +18.95%, +12.5%, and +9.73% respectively. RankCLIP
also outperforms the state-of-the-art ALIP consistently across the datasets.

CIFAR-10 CIFAR-100 ImageNet1K
Top1 Top3 Top5 Top1 Top3 Top5 Top1 Top3 Top5

CLIP 36.35% 70.28% 85.02% 12.22% 24.93% 33.56% 12.08% 21.86% 27.48%
ALIP 35.71% 72.39% 88.77% 13.67% 27.10% 34.76% 15.62% 26.90% 32.50%

RankCLIP
37.03%

(+1.87%)
67.67%
(-3.71%)

83.09%
(-2.27%)

13.98%
(+14.40%)

27.70%
(+11.11%)

36.17%
(+7.78%)

17.02%
(+40.89%)

28.44%
(+30.10%)

33.99%
(+23.69%)

et al., 2009, Russakovsky et al., 2015] dataset.

As shown in Table 4.1, RankCLIP achieves significant advancements consistently across

CIFAR-10, CIFAR-100 and ImageNet1K over the original CLIP, resulting in an average ac-

curacy top-1, top-3 and top-5 increments of +18.95%, +12.5%, and +9.73% respectively. No-

tably, on the more challenging ImageNet1K [Russakovsky et al., 2015] dataset, RankCLIP

achieves +40.89% better top-1 accuracy than the baseline CLIP, demonstrating that the

proposed ranking consistency terms truly help induce much more effective language-image

alignment and deeper understandings with the same amount of training samples and iter-

ations. The only two places that RankCLIP falls short are the top-3 and top-5 accuracy

on CIFAR-10. However, we believe this is due to the fact that CIFAR-10 by definition is a

much simpler task, where top-3 and top-5 metrics further lower the difficulties, making it

less challenging and less demanding for model’s deeper understanding, making RankCLIP

less advantageous.

We observe that RankCLIP consistently outperforms ALIP [Yang et al., 2023] as well,

indicating that our ranking consistency helps model learn better text-image representations

and alignments, even without modifications made to synthetic captions, as proposed in ALIP.

Another trend we notice is that the most significant improvement of RankCLIP is in

the top-1 accuracy (compared to top-3 and top-5). Given the common practice in real-world

applications to prioritize the topmost option, we believe that RankCLIP stands to deliver

significant advantages in practical settings.
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Table 4.2: Linear probing top-1 accuracy on 11 downstream datasets. RankCLIP achieves
higher accuracy than CLIP with an average improvement of +2.31%. RankCLIP also
outperforms ALIP, although the improvement is marginal on average.
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CLIP 72.40% 48.43% 49.89% 26.10% 48.59% 65.20% 77.49% 49.74% 53.71% 83.59% 44.80% 56.37%
ALIP 73.87% 51.00% 58.09% 27.72% 49.74% 60.34% 73.14% 59.36% 53.98% 87.94% 38.07% 57.56%

RankCLIP
72.54%

(+0.20%)
49.16%

(+1.50%)
53.24%

(+6.71%)
24.99%
(-4.25%)

47.11%
(-3.05%)

63.37%
(-2.81%)

86.40%
(+11.50%)

54.10%
(+8.77%)

54.09%
(+3.00%)

86.10%
(+0.71%)

43.30%
(-3.35%)

57.67%
(+2.31%)

Table 4.3: Zero-shot image and text retrievals on Flickr30K and MSCOCO. RankCLIP
achieves higher accuracy than both CLIP and ALIP on most cases.

Flickr30K MSCOCO
Text Retrieval Image Retrieval Text Retrieval Image Retrieval

R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R5 R@10
CLIP 84.00% 88.70% 91.0% 8.70% 16.90% 21.20% 82.06% 85.24% 87.82% 5.04% 12.98% 18.32%
ALIP 84.40% 90.00% 92.50% 9.40% 17.60% 21.30% 82.56% 86.04% 88.26% 6.08% 13.96% 19.38%

RankCLIP
84.10%

(+0.12%)
89.40%

(+0.79%)
91.90%

(+0.99%)
8.10%

(-6.90%)
16.40%
(-2.96%)

21.70%
(+2.36%)

82.90%
(+1.02%)

85.68%
(+0.52%)

88.00%
(+0.20%)

5.60%
(+11.11%)

13.20%
(+1.69%)

18.02%
(-1.64%)

4.4.3 Robustness to Distribution Shifts

Besides the strong zero-shot performance, another highlight of CLIP [Radford et al., 2021b] is

its resilience to natural distribution shifts, showcasing how its robustness to unconventional

image types, ranging from sketches [Wang et al., 2019a] and cartoons to images adver-

sarially [Hendrycks et al., 2021b] designed to trick the models. To assess the robustness of

RankCLIP under these distribution shifts, we test CLIP [Radford et al., 2021b], ALIP [Yang

et al., 2023] and RankCLIP across four benchmarks, ImageNetV2 [Recht et al., 2019], Im-

ageNetSketch [Wang et al., 2019a], ImageNet-A [Hendrycks et al., 2021b], and ImageNet-

R [Hendrycks et al., 2021a], which are variants of the ImageNet1K dataset with different

types of distribution shifts.

As shown in Table 4.4, we see that RankCLIP achieves consistently better performance

than both CLIP and ALIP. More importantly, an examination of both the zero-shot results

(Table 4.1) and zero-shot results under distribution shifts (Table 4.4) reveals that, on aver-

age, RankCLIP achieves more significant improvements in accuracy over CLIP with top-1:
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Table 4.4: Zero-shot top-1, top-3 and top-5 classification accuracy on variants of ImageNet1K
that have natural distribution shifts. RankCLIP achieves higher accuracy than CLIP with
an average top-1, top-3, and top-5 improvements of +45.55%, +30.24%, and +25.83% re-
spectively. Notice that the average improvements are more significant than when tested on
ImageNet1K without distribution shift, indicating higher robustness of RankCLIP.

ImageNetV2 ImageNetSketch ImageNet-A ImageNet-R
Top1 Top3 Top5 Top1 Top3 Top5 Top1 Top3 Top5 Top1 Top3 Top5

CLIP 12.11% 22.66% 28.57% 3.20% 7.00% 9.83% 3.16% 8.81% 13.04% 11.34% 21.38% 27.10%
ALIP 15.62% 27.34% 32.82% 5.10% 10.37% 14.01% 3.53% 9.14% 13.61% 14.25% 25.74% 32.43%

RankCLIP
17.03%

(+40.63%)
28.60%

(+26.21%)
34.18%

(+19.64%)
5.82%

(+81.88%)
11.35%

(+62.14%)
14.87%

(+51.27%)
3.82%

(+20.89%)
9.16%

(+3.97%)
13.77%

(+5.60%)
15.74%

(+38.80%)
27.51%

(+28.67%)
34.36%

(+26.79%)

+45.55%, top-3: +30.24% and top-5: +25.83% in scenarios with distribution shifts. These

gains surpass those seen in non-shifted conditions, which are top-1: +40.89%, top-3: +30.1%,

and top-5: +23.69%, indicating that RankCLIP is more robust towards distribution shifts

than CLIP [Radford et al., 2021b]. Once again, this indicates that the introduced ranking

consistency is important for model to learn the fine-grained knowledge between texts and

images.

4.4.4 Linear Probing

In addition to the zero-shot generalization performance without and with natural distribu-

tion shifts reported in §4.4.2 and §4.4.3, we also evaluate whether the introduced ranking

consistency retains its advantages when supplemented with additional in-domain supervi-

sion. More specifically, we employ a technique widely known as linear probing [Radford

et al., 2021b], where the pretrained encoders of CLIP [Radford et al., 2021b], ALIP [Yang

et al., 2023], and RankCLIP remain unchanged, and only the logistic regression classifier

is trained using a dataset that is specific to the domain under investigation.

We evaluate on a suite of 11 standard image classification datasets as our in-domain

datasets, which include CIFAR-10, CIFAR-100 [Krizhevsky et al., 2009], Describable Tex-

tures Dataset (DTD) [Cimpoi et al., 2014], Fine-Grained Visual Classification of Aircraft

(FGVG-Aircraft) [Maji et al., 2013], Food101 [Bossard et al., 2014], German Traffic Sign

Detection Benchmark (GTSDB) [Stallkamp et al., 2012], ImageNet1K [Deng et al., 2009,
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Russakovsky et al., 2015], OxfordPets [Parkhi et al., 2012], Stanford Sentiment Treebank v2

(SST2) [Socher et al., 2013], STL-10 [Coates et al., 2011], and Street View House Numbers

(SVHN) [Netzer et al., 2011] dataset.

The results are shown in Table 4.2. We can see that RankCLIP outperforms the baseline

CLIP [Radford et al., 2021b] in most domains, yielding an improvement of 0.2% to 11.5%,

and resulting in a 2.31% accuracy increment on average. Comparing with ALIP [Yang et al.,

2023], our proposed RankCLIP also performs better on average, although the advancement

is relatively marginal.

4.4.5 Zero-shot Image-text Retrieval

In the last part of our experiments section, we assess the performance of RankCLIP on

zero-shot cross-modal retrieval tasks, which includes both image-to-text and text-to-image

retrievals. Following Goel et al. [2022], Yang et al. [2023], we conduct zero-shot image-text

retrieval using Flickr30k [Plummer et al., 2015] and MSCOCO [Lin et al., 2014] datasets.

After Karpathy split [Karpathy and Fei-Fei, 2015], the sizes of the test sets of Flickr30K and

MSCOCO are 1k and 5k respectively. It is worth noting that, as each image features five

paired captions, text retrieval is inherently less challenging than image retrieval, simply due

to the richer context provided by multiple captions.

The results are shown in Table 4.3. We observe that on average, RankCLIP outperforms

the two baseline methods. However, the advancements are less significant than previous tasks

as seen in Table 4.1, Table 4.4 and Table 4.2. We think the relatively lower improvements

may be because that the retrieval tasks require models to discern image-text similarities

across various resolutions, including different object sizes and different numbers of objects

per image. This is dramatically different from image classification tasks, which typically

involves matching a singular object to a straightforward captions. And it makes sense for

ALIP to have advantages on this task, as the additional generated synthetic captions may
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aid in alleviating this shift. In addition, ResNet-50, as the vision backbone, may not be able

to capture all the details during training, making it not only an alignment issue between two

modalities that the contrastive training paradigm could fix. Nevertheless, the on-average

improvement still indicate that, despite all the uncertainties, RankCLIP still has its advan-

tage due to deeper understanding that ranking consistency brings into the language-image

training process.

4.5 Ablation Studies

Table 4.5: Ablation zero-shot classification accuracy of cross-modal-only model
RankCLIPC and in-modal-only model RankCLIPI on CIFAR-10, CIFAR-100 and Im-
ageNet1K datasets. Bold indicates the best performance, while blue indicates the second
best.

CIFAR-10 CIFAR-100 ImageNet1K
Top1 Top3 Top5 Top1 Top3 Top5 Top1 Top3 Top5

CLIP [Radford et al., 2021b] 36.35% 70.28% 85.02% 12.22% 24.93% 33.56% 12.08% 21.86% 27.48%
RankCLIP 37.03% 67.67% 83.09% 13.98% 27.70% 36.17% 17.02% 28.44% 33.99%
RankCLIPI 37.47% 69.89% 84.53% 13.89% 27.34% 35.90% 16.66% 27.63% 33.15%
RankCLIPC 28.26% 59.65% 75.45% 13.29% 26.85% 34.71% 16.98% 28.25% 33.90%

4.5.1 Ablation on Components

To better understand the effectiveness of the proposed ranking consistency, we train two

variants of RankCLIP, where one contains only the cross-modal (RankCLIPC with λi = 0)

ranking consistency, while the other only contains the in-modal (RankCLIPI with λc = 0)

consistency. We train both RankCLIPC and RankCLIPI following the same pretraining

procedure from §4.4.1 and conduct the zero-shot classification experiment on ImageNet1K

as in §4.4.2.

The results are shown in Table 4.5, with bold font indicating the best performance,

and blue color representing the second best results. We can see that, while RankCLIP

achieves the best performance, RankCLIPC and RankCLIPI always achieve the second-
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best results, outperforming the original CLIP [Radford et al., 2021b], which can be seen

as RankCLIP without neither cross-modal or in-modal ranking consistency, by an obvi-

ous margin. More importantly, we observe that RankCLIPI , which is the model trained

with only the in-modal ranking consistency, achieves performance as good as RankCLIPC ,

underscoring the significance of in-modal consistency that is often overlooked by existing

literature [Gao et al., 2024].

(a) (b)

Figure 4.2: Ablation studies of CLIP and RankCLIP trained with different data sizes. (a):
zero-shot top-1 classification accuracy on ImageNet1K with various data sizes randomly sam-
pled from CC3M. RankCLIP consistently outperforms CLIP with significant margins. (b):
zero-shot top-1 classification accuracy on ImageNet1K (horizontal axis) and ImageNet1K-R
(vertical axis). RankCLIP demonstrates better robustness as well as general accuracy.

4.5.2 Ablation on Data Sizes

To further demonstrate the performance of RankCLIP, in this section, we ablate on the

size of the dataset and train both CLIP [Radford et al., 2021b] and RankCLIP with 500K,

750K, 1M, and 3M text-image pairs randomly sampled from CC3M dataset, following the

same training procedure detailed in §4.4.1.

Fig. 4.2(a) shows the zero-shot top-1 classification accuracy of both models tested on

ImageNet1K. We observe that RankCLIP consistently outperforms CLIP with significant

margins. More notably, stepping from 1M to 3M, we observe a higher performance increase

of RankCLIP than CLIP, indicating that RankCLIP has better potential when scaled
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to larger datasets, which is one of the most important characteristics for language-image

pretraining.

Next, we illustrate the robustness of RankCLIP with varying dataset sizes. As shown

in Fig. 4.2(b), the plot has the horizontal axis represent the top-1 accuracy on standard

ImageNet1K, while the vertical axis denotes the accuracy on the shifted ImageNet1K-R.

Ideally, a robust model would not have performance downgrade from normal to shifted.

Graphically, this is referenced as a black diagonal line denoting the y = x relationship.

Any deviations downwards from this line indicates non-perfect robustness. Besides CLIP,

another baseline is the red line fit to standard training [Miller et al., 2021], which represents

a known correlation between in-distribution and out-of-distribution generalization of models

trained on ImageNet1K. Graphically, staying above the red line indicates better robustness.

Quite significantly, we can see that our proposed RankCLIP stays well above the baseline,

and behaves very closely to the perfect y = x relationship, indicating excellent robustness

towards distribution shifts consistently across different data sizes.

4.6 Analysis

4.6.1 Modality Gap

Modality gap [Liang et al., 2022] refers to a geometric phenomenon observed in the rep-

resentation spaces of multimodal models, where different data modalities (e.g., images and

texts, in our case) are embedded at a noticeable distance from each other, despite ideally

they are supposed to be uniformly distributed in a pairwise fashion. This gap, present even

at the initialization of models and preserved through the contrastive learning process as in

CLIP [Radford et al., 2021b], remains a fundamental challenge in language-image pretrain-

ing, as it affects how different types of data are jointly modeled and understood. More recent

studies [Srivastava and Sharma, 2024, Kumar and Marttinen, 2024, Oh et al., 2024] show that
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this modality gap should be alleviated in order to improve the multimodal representation as

well as the model performance on downstream tasks.

In this section, we visualize the modality gaps of CLIP and our proposed RankCLIP.

We randomly sampled 250 text-image pairs, where each image and its corresponding text are

encoded into embedding space, and then reduced to two dimensions using UMAP [McInnes

et al., 2018a]. We also plot the histogram of all the gaps for each method as a complement.

The results are shown in Fig. 4.3. We observe that RankCLIP has significantly smaller

modality gap when compared to the original CLIP, indicating that our proposed ranking

consistency helps model learn more effectively about the text-image semantics, boosting

deeper understandings.
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(a) CLIP

(b) RankCLIP

Figure 4.3: Scatter and histograms plots illustrating modality gaps of (a) CLIP and (b)
RankCLIP.
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4.6.2 Alignment and Uniformity

Besides alleviating modality gap and learning representation space through driving closer

the embeddings of matched pairs, it is also commonly believed that a successful contrastive

learning method should as well ensure a broad and uniform distribution covering an hyper-

sphere in space [Wang and Isola, 2020]. These two goals, characterized as similarity and

uniformity, can be assessed with alignment and uniformity scores respectively. More specif-

ically, following [Goel et al., 2022] and notations defined in §4.3, we calculate the alignment

score SA, and uniformity score SU as:

SA =
1

N

N∑

j=1

ÎTj T̂j , SU = log


 1

N(N − 1)

N∑

j−1

N∑

k=1,j ̸=k

exp
−ÎTj T̂k


 (4.12)

where with N being the total number of text-image pairs, SA simply represents the av-

eraged cosine similarity between text and image embeddings, and SU essentially averages

the dissimilarity measures (exponentiated negative dot products) between all unique pairs

of text-image embeddings in the dataset, quantifying how evenly these embeddings are dis-

tributed across the space.

A high alignment score represents a strong correlation or similarity between pairs of

text-image embeddings, indicating that the images and their textual descriptions are closely

aligned in the embedding space. A high uniformity score suggests that embeddings are not

uniformly distributed; they may be clustering together or not utilizing the embedding space

efficiently, which can indicate redundancy in the representations or a lack of diversity. On the

other hand, a low uniformity score suggests that the embeddings are well spread out across

the space, indicating a diverse and efficient use of the embedding space, which is generally

desirable for tasks like retrieval, where a wide and diverse coverage of possible queries are

preferred.

As shown in Table 4.6, we observe that, although CLIP learns representations that are
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Table 4.6: Alignment and Uniformity scores of CLIP, RankCLIP, and its ablated variants
RankCLIPI and RankCLIPC .

CIFAR-10 CIFAR-100 ImageNet1K
SA SU ZS-Top1 SA SU ZS-Top1 SA SU ZS-Top1

CLIP 0.40 -0.35 36.35% 0.42 -0.35 12.22% 0.44 -0.29 12.08%
RankCLIP 0.23 -0.17 37.03% 0.26 -0.16 13.98% 0.33 -0.11 17.02%
RankCLIPI 0.24 -0.16 37.47% 0.26 -0.15 13.89% 0.32 -0.10 16.66%
RankCLIPC 0.18 -0.12 28.26% 0.18 -0.10 13.29% 0.26 -0.09 16.98%

better aligned, as evidenced by its top-ranking alignment scores, these representations fail to

achieve uniform distribution across the hypersphere, as highlighted by its significantly higher

absolute uniformity scores. On the other hand, RankCLIP, along with two of its ablated

version, RankCLIPI and RankCLIPC , presents much better balance between alignment

and uniformity, which results in improved downstream task performance as illustrated in

previous experiments as well as in the representative ZS-Top1 results in Table 4.6. We

also find the results to be informative on a higher level where it indicates that optimizing

contrastive learning towards single objective such as alignment or uniformity would not

intuitively result in higher downstream task performance.

4.7 Conclusion

In this chapter, we introduce RankCLIP, a novel language-image pretraining method that

incorporates ranking consistency into contrastive learning paradigm to pretrain models that

better understand the more complex, many-to-many relationships inherent within wildly-

sourced text-image pairs. Through a suite of comprehensive experiments across diverse

datasets and tasks, including zero-shot classification, robustness to distribution shifts, linear

probing, and zero-shot image-text retrieval, RankCLIP has not only exhibited enhanced

performance but also showcased improvements in model robustness and the understanding of

nuanced semantic similarities, outperforming the baseline CLIP as well as another state-of-

the-art approach by significant margins. Through ablation studies and additional analysis,
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we reveal the importance of each component of RankCLIP in augmenting the model’s per-

formance and semantic comprehension, thereby further illustrating that a holistic modeling

of relationships within and across modalities is imperative for the advancement of vision-

language pretraining. Moving forward, we hope the principles and methodologies introduced

by RankCLIP can inspire further research, driving the development of models that not only

excel across a wide array of tasks but also possess a deeper, more nuanced understanding of

the complex interplay between visual and linguistic data.
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CHAPTER 5

DATA UTILIZATION IN EVALUATION

Previous chapters focused on enhancing data utilization on the training aspects of the DL

pipeline, as shown in Fig. 1.1. However, data utilization not only can improve model per-

formance, but also can be more cleverly designed so that the trained DL models are more

efficiently and fairly evaluated. This is especially important when the test data used for eval-

uation is limited, causing conventional scalar-based error metrics not a fair representation of

the true model performance.

In this chapter, we introduce the Non-Equivariance Revealed on Orbits (NERO) Evalua-

tion system to address the inadequacies of scalar-based error metrics in evaluating machine

learning (ML) models. While using traditional scalar-based error metrics provides a fast

way to overview model performance, they are often too abstract to reveal model weak spots

and properties, which has become more insufficient as ML has developed rapidly over the

years. To address this issue, NERO represents a paradigm shift to a more comprehensive

analysis pipeline directly through model equivariance and robustness. Specifically, NERO

employs a combination of a task-agnostic interactive interface, and a suite of visualizations to

intricately reveal model’s equivariance, provide a deeper understanding of model behaviors,

and enhance model interpretability. We demonstrate NERO’s versatility and effectiveness

through a range of case studies, including applications like 2D digit recognition, object de-

tection, particle image velocimetry (PIV), and 3D point cloud classification. Through these

studies, we showcase how NERO can vividly illustrate varying degrees of model equivariance

and offer insightful explanations of model outputs thanks to its interactive visualizations.

Furthermore, to extend NERO’s applicability to unlabeled datasets, we propose the concept

of ‘consensus’ as a substitute for traditional ground truths, which allows for a more flexible

evaluation of model equivariance, broadening NERO’s applicability across diverse machine

learning scenarios.
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The structure of this chapter is as follows: §5.1 introduces the problem along with its

broader context. §5.2 reviews critical technical literature relevant to our study, including

equivariant neural network (ENN) and interpretable machine learning (IML). In §5.4, we

provide essential mathematical background on group theory and equivariance definitions.

We illustrate the design philosophy, component choices and functionalities of the proposed

NERO through an easy-to-understand example in §5.4, §5.5 extends NERO to three ad-

ditional real-life use cases, demonstrating the usability and meaningfulness of our proposed

interactive visualization platform. The chapter concludes with a summary in 5.6.

5.1 Introduction

Applications of machine learning (ML) have enhanced and accelerated many research areas,

especially in computer vision [Voulodimos et al., 2018]. The evaluation process in ML,

unfortunately, remains largely unchanged over the past decade, hindering interpretation and

further innovation. Model quality is typically measured with a scalar, such as accuracy

for classification tasks, precision and recall for object detection, and mean squared error

for more quantitative tasks. Though straight-forward, comparing models via scalar metrics

can miss important details, limiting insight for ML researchers, and creating ambiguities

for practitioners. Two models can be quantitatively similar on average, but respond very

differently to meaningfully changing individual inputs. For example, Fig. 5.1 illustrates two

models trained to recognize humans crossing streets. A model that responds erratically to

translating the field of view (which should only translate the predicted bounding box) may

be less trustworthy even if it performs better on average on a fixed test set.

Empirical science provides especially challenging areas for applied ML, for at least two

reasons. First, specialized instrumentation means data is expensive to gather and labor-

intensive to label. Popular ML models, however, need not only huge training, but also testing

datasets, in part due to the simplicity of their scalar metric evaluations. The gold-standard
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Model A

Training

Model B

Scalar Metric Eval Equivariance Eval (Missing)

IOU: 0.9

IOU: 0.8

IOU: 0.7

IOU: 0.6

IOU: 0.85 IOU: 0.9

Figure 5.1: An example of scalar metric being ambiguous and misleading. Suppose object
detection model A and B have been trained on the same dataset to detect human that is
crossing the street. With standard evaluation procedure, both models are tested with some
images and compared via Intersection Over Union (IOU). Model A does a slightly better job
than B. However, current result fails to characterize models in a more complete way. As
shown in the dotted box, model A might perform worse in corner yet important cases where
the person is at the edge of the image, in which model B has an advantage.
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dataset for image object detection, Microsoft COCO [Lin et al., 2015], has 328, 000 labeled

images, and the more recent Object365 [Shao et al., 2019] has over 2 million. The ubiquity

of ML for object detection justifies and amortizes the cost of creating such datasets, but

this scaling does not generally apply to experimental science. Second, scientists in particular

value robustness, predictability and interpratability in their computational tools [Oviedo

et al., 2022], in contrast to the black-box nature of deep learning. These issues have catalyzed

research in interpretable machine learning (IML) [Doshi-Velez and Kim, 2017], which seeks

to intelligibly reveal ingredients of ML model predictions.

Our work complements IML research by revealing how ML models respond to changing

inputs, in a way that is intuitive but mathematically grounded. We focus on equivariance,

which captures how changes in model inputs map to changes in outputs. In Fig. 5.1, for

example, translating the input image should consistently correspond to translations of the

output bounding box. We organize our visualization of model equivariance around a math-

ematical group of input transformations and the set of all transformations (the orbit) of a

given input. This is captured in our proposed Non-Equivariance Revealed on Orbits (NERO)

Evaluation, which shows how equivariant a model is, and the structure of its equivariance

failures. In settings where practitioners can reason about their analysis task in terms of

mathematically predictable responses to data transforms, NERO evaluation gives an infor-

mative and detailed picture of ML model performance that is missing from prior scalar

summary metrics. More importantly, NERO provides a more data-efficient way of testing

ML models, making thorough and fair evaluations possible without the acquisitions of large

datasets.

The contributions of this chapter, are:

1. NERO Evaluation, an integrated workflow that visualizes model equivariance in an

interactive interface to facilitate ML model testing, troubleshooting, evaluation, com-

parison, and to provide better interpretation of model behaviors,
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2. and consensus, a proxy for ground truth that helps evaluate model equivariance with

unlabeled data.

5.2 Related Work

5.2.1 Equivariant Neural Networks (ENNs)

Equivariant ML has become a popular research topic because models that are more equiv-

ariant have better generalization capability [Weiler and Cesa, 2021], an important goal of

applied ML research. Equivariance sometimes occurs naturally in neural networks [Olah

et al., 2020], but guaranteeing equivariance requires more dedicated efforts. Various works

focus on improving equivariance of convolutional neural networks (CNN) with respect to

rotations [Kondor et al., 2018, Weiler and Cesa, 2021], shifts [Zhang, 2019, Chaman and

Dokmanić, 2021], and scales [Ghosh and Gupta, 2019, Sosnovik et al., 2020] through net-

work architectural designs. Data augmentation during training is also effective for improving

equivariance [Chen et al., 2020b], with examples in generative models [Antoniou et al., 2018],

Bayesian methods [Tran et al., 2017], and reinforcement learning [Ratner et al., 2017, Cubuk

et al., 2019].

Existing work often implicitly assumes that more equivariant models will have lower

errors when tested on large datasets, due to the close relationship between equivariance

and robustness [Engstrom et al., 2019, Lagrave and Barbaresco, 2021]. While equivariance

is indeed a close proxy for model robustness, the absence of evaluations directly showing

model equivariance hinders more accurate understanding of model behaviors, which inspired

our work on NERO evaluation.
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5.2.2 Interpretable Machine Learning (IML)

Deep neural networks (DNN) have achieved great success in a variety of applications involv-

ing images, videos, and audio [LeCun et al., 2015b]. However, advances in DNN research

are generally more empirical than theoretical [Poggio et al., 2020]. DNN models thus still

largely work as black boxes, limiting how practitioners interpret and understand model pre-

dictions [Benitez et al., 1997, Doshi-Velez and Kim, 2017].

IML research addresses this with methods based on various strategies that can be broadly

summarized as: model components, model sensitivity, and surrogate models [Molnar et al.,

2020]. Of the three, surrogate models [Ribeiro et al., 2016, 2018a] are not described further

here since they have little methodological connection to our NERO evaluation. Visualiza-

tions for IML seek to transform abstract data relationships into meaningful visual represen-

tations [Hohman et al., 2018]. Studies have shown that interactive visualization is a key

aspect of sense-making when it comes to combining visual analytics with ML systems, which

shapes our designs in presenting NERO evaluation through an interactive interface [Chatz-

imparmpas et al., 2020].

IML via Model Components. Existing IML works that focus on model components

visualize the internals of a neural network. Abadi et al. [Abadi et al., 2016] developed the

dataflow graphs in TensorFlow [Abadi et al., 2016], which visualize the types of computations

happening within a model, and how data flows through these computations. Following this

work, Smilkov et al. [Smilkov et al., 2017] improved the dataflow graph by using visualization

cues to represent weights sent between neurons. While NERO evaluation does not visualize

model components, it employs similar visualization components.

Beyond static visualizations, Yosinski et al. [Yosinski et al., 2015] designed interactive

visualizations of learned convolutional filters in neural networks, and Kahng et al. [Kahng

et al., 2017] designed interactive system ActiVis for visualizing neural network responses to
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a subset of instances. The ActiVis interface supports viewing neuron activations at both

subset and instance level, similar to our NERO interface, though the underlying quantities

visualized and the goals differ.

IML via Feature Importance. Instead of visualizing model components, other ap-

proaches show feature importance by analyzing how model predictions change in response

to changes in input data, in a way that is agnostic to the choice of ML model. Friedman’s

Partial Dependent Plot (PDP) [Friedman, 2001] reveals the relationship between model pre-

dictions and one or two features by plotting the average change in model prediction when

varying the feature value. Goldstein et al. [Goldstein et al., 2014] built on this with In-

dividual Conditional Expectation (ICE) plots that show model prediction changes due to

changing features in individual data points, rather than the average.

More recent works visualize expected conditional feature importance [Casalicchio et al.,

2019], conduct sensitivity analysis [Štrumbelj and Kononenko, 2014], and further improve

PDP with less computation cost [Apley and Zhu, 2019]. Lundberg et al. [Lundberg and

Lee, 2017] present SHapley Additive exPlanations (SHAP) that assigns each feature an

importance value to explain why a certain prediction is made. Zhang et.al. [Zhang et al.,

2021] derived a more robust, model-agnostic method from high-dimensional representations

to measure global feature importance, which facilitates interpreting internal mechanisms of

ML models.

While NERO similarly employs data transformation and a response-recording mechanism,

it does not visualize feature importance per se. Instead, it collects model responses with

respect to data transformed by group actions as a whole, and supports visualizations at

both aggregate (group) and instance levels.

88



�(g, x)

<latexit sha1_base64="w8lLcBs/8yAukDaLKWcpy4aczyg=">AAAB5nicbVDJSgNBFHwTtxi3qEcvjUGIIGFG4nIc8OIxglkkCaGn05Np0rPQ/UYMIb/gRcSLgp/jL/g3dia5JLGgoaiq5r16XiKFRtv+tXJr6xubW/ntws7u3v5B8fCooeNUMV5nsYxVy6OaSxHxOgqUvJUoTkNP8qY3vJv6zWeutIijRxwlvBvSQSR8wSga6amTBKI8uHg57xVLdsXOQFaJMyclNw8Zar3iT6cfszTkETJJtW47doLdMVUomOSTQifVPKFsSAd8nK05IWdG6hM/VuZFSDJ1IUdDrUehZ5IhxUAve1PxP6+don/bHYsoSZFHbDbITyXBmEw7k75QnKEcGUKZEmZDwgKqKENzmYKp7iwXXSWNy4pTrVw9VEvu9ewGkIcTOIUyOHADLtxDDerAIIQ3+IQvK7BerXfrYxbNWfM/x7AA6/sPIDaLvA==</latexit>

G = SO(2)

<latexit sha1_base64="WH3fLbzOxQlx4+S+RS3ZYohzPI8=">AAAB8XicbVDLSgMxFL1TX7W+xrp0EyxC3ZSZUh8boeBCd1a0D2hLyaSZNjTzIMmIZZgPcSPiRsEf8Rf8GzPTbtp6IHA454R7z3VCzqSyrF8jt7a+sbmV3y7s7O7tH5iHxZYMIkFokwQ8EB0HS8qZT5uKKU47oaDYczhtO5Ob1G8/UyFZ4D+paUj7Hh75zGUEKy0NzOItukY9D6ux8OLH+6RcPRuYJatiZUCrxJ6TUj0PGRoD86c3DEjkUV8RjqXs2lao+jEWihFOk0IvkjTEZIJHNM42TtCplobIDYR+vkKZupDDnpRTz9HJdDe57KXif143Uu5VP2Z+GCnqk9kgN+JIBSitj4ZMUKL4VBNMBNMbIjLGAhOlj1TQ1e3loqukVa3Ytcr5Q61Uv5jdAPJwDCdQBhsuoQ530IAmEHiBN/iEL0Mar8a78TGL5oz5nyNYgPH9Byn8jxQ=</latexit>

= all

possible

28⇥ 28

images

<latexit sha1_base64="rw2o8W2U0U7kr/Ef8Z4goojJaJI=">AAACH3icbVDLSgMxFL3js46vUZdugkVwVWZK1W6EATcuK9gHdErJpBkbmnmQZIQy9GPc+Cu6EHGj0L8xM20Xbb0QcnLOyX35CWdS2fbU2Njc2t7ZLe2Z+weHR8fWyWlLxqkgtEliHouOjyXlLKJNxRSnnURQHPqctv3Rfa63X6iQLI6e1DihvRA/RyxgBCtN9S0X3SEvxGoowgxzPvE8c/FMYimZzqO5at1TLKRS395CZjoTlZO+VbYrdhFoHThzUHZLUESjb314g5ikIY0U4VjKrmMnqpdhoRjRxUwvlTTBZKSzZ8V8E3SpqQEKYqFPpFDBLvlwKOU49LUzb06uajn5n9ZNVVDvZSxKUkUjMisUpBypGOXLQgMmKFF8rAEmgukOERligYnSKzX16M7qoOugVa04tcr1Y63s3sx2ACU4hwu4AgduwYUHaEATCLzBJ/zAr/FqvBtfxvfMumHM/5zBUhjTP4PUo8I=</latexit>

X

<latexit sha1_base64="Xb1W+/JChuHIyua5qmDoHhlmye0=">AAAB3nicbVDLSgNBEOyNrxhfUY9eBoPgKexKfBwDXjwmYB6QhDg76U2GzD6Y6RVCyNWLiBcFP8lf8G+cbLwksWCgqKqhu9pPlDTkuj9ObmNza3snv1vY2z84PCoenzRNnGqBDRGrWLd9blDJCBskSWE70chDX2HLH9/P/dYzaiPj6JEmCfZCPoxkIAUnK9Xb/WLJLbsZ2Drx/kipmocMtX7xuzuIRRpiREJxYzqem1BvyjVJoXBW6KYGEy7GfIjTbL0Zu7DSgAWxti8ilqlLOR4aMwl9mww5jcyqNxf/8zopBXe9qYySlDASi0FBqhjFbN6VDaRGQWpiCRda2g2ZGHHNBdmLFGx1b7XoOmlelb1K+bpeKVVvFjeAPJzBOVyCB7dQhQeoQQMEILzCB3w6T86L8+a8L6I55+/PKSzB+foFCheIyw==</latexit>

G(x)

<latexit sha1_base64="NYxZbok9asBZqNX6kMWF7tzR1Wc=">AAAB4XicbVDLSgMxFL3xWeur6tJNsAh1U2akPpYFF7qsYB/QlpJJM21oJjMkd8RS+gFuRNwo+EP+gn/jzLSbth4IHM454d5zvUhJi47zS9bWNza3tnM7+d29/YPDwtFxw4ax4aLOQxWalsesUFKLOkpUohUZwQJPiaY3ukv95rMwVob6CceR6AZsoKUvOcNUui+9XPQKRafsZKCrxJ2TYjUHGWq9wk+nH/I4EBq5Yta2XSfC7oQZlFyJab4TWxExPmIDMck2nNLzROpTPzTJ00gzdSHHAmvHgZckA4ZDu+yl4n9eO0b/tjuROopRaD4b5MeKYkjTurQvjeCoxglh3MhkQ8qHzDCOyVHySXV3uegqaVyW3Ur56rFSrF7PbgA5OIUzKIELN1CFB6hBHTgM4Q0+4Ytw8kreyccsukbmf05gAeT7D4oHiaE=</latexit>

x

<latexit sha1_base64="FBB+M6PnQjNIZyF9uqzEA1CVuLQ=">AAAB3nicbVBNS0JBFL3Pvsy+rJZthiRoJe+FfSyFNi0V8gNUbN541cF5H8zcF4m4bRPRpqCf1F/o3zQ+3agdGDicc4Z7z/VjJQ257q+T2djc2t7J7ub29g8Oj/LHJ3UTJVpgTUQq0k2fG1QyxBpJUtiMNfLAV9jwR/czv/GM2sgofKRxjJ2AD0LZl4KTlaov3XzBLbop2DrxFqRQzkKKSjf/0+5FIgkwJKG4MS3Pjakz4ZqkUDjNtRODMRcjPsBJut6UXVipx/qRti8klqpLOR4YMw58mww4Dc2qNxP/81oJ9e86ExnGCWEo5oP6iWIUsVlX1pMaBamxJVxoaTdkYsg1F2QvkrPVvdWi66R+VfRKxetqqVC+md8AsnAG53AJHtxCGR6gAjUQgPAGn/DlPDmvzrvzMY9mnMWfU1iC8/0HOVeI6w==</latexit>

e

<latexit sha1_base64="V5UzEnrFj+a+u7J0IU0shv3OM08=">AAAB3nicbVDLSgNBEOyNrxhfUY9eBoPgKexKfBwDXjwmYB6QhDg76U2GzD6Y6RVCyNWLiBcFP8lf8G+cbLwksWCgqKqhu9pPlDTkuj9ObmNza3snv1vY2z84PCoenzRNnGqBDRGrWLd9blDJCBskSWE70chDX2HLH9/P/dYzaiPj6JEmCfZCPoxkIAUnK9WxXyy5ZTcDWyfeHylV85Ch1i9+dwexSEOMSChuTMdzE+pNuSYpFM4K3dRgwsWYD3GarTdjF1YasCDW9kXEMnUpx0NjJqFvkyGnkVn15uJ/Xiel4K43lVGSEkZiMShIFaOYzbuygdQoSE0s4UJLuyETI665IHuRgq3urRZdJ82rslcpX9crperN4gaQhzM4h0vw4Baq8AA1aIAAhFf4gE/nyXlx3pz3RTTn/P05hSU4X78dSYjY</latexit>

g

<latexit sha1_base64="Z1SkfPQSd5KLzQzYQxuXWj/91kQ=">AAAB3nicbVDLSgNBEOyNrxhfUY9eBoPgKexKfBwDXjwmYB6QhDg76U2GzD6Y6RVCyNWLiBcFP8lf8G+cbLwksWCgqKqhu9pPlDTkuj9ObmNza3snv1vY2z84PCoenzRNnGqBDRGrWLd9blDJCBskSWE70chDX2HLH9/P/dYzaiPj6JEmCfZCPoxkIAUnK9WH/WLJLbsZ2Drx/kipmocMtX7xuzuIRRpiREJxYzqem1BvyjVJoXBW6KYGEy7GfIjTbL0Zu7DSgAWxti8ilqlLOR4aMwl9mww5jcyqNxf/8zopBXe9qYySlDASi0FBqhjFbN6VDaRGQWpiCRda2g2ZGHHNBdmLFGx1b7XoOmlelb1K+bpeKVVvFjeAPJzBOVyCB7dQhQeoQQMEILzCB3w6T86L8+a8L6I55+/PKSzB+foFID2I2g==</latexit>

Figure 5.2: The group G of 2-D rotations, left, acts on the set X of images, right. An x ∈ X,
a “4” digit, is rotated to ϕ(g, x) for a g ∈ G via group action ϕ, part of the orbit G(x) ⊂ X
of all rotations of x.

5.3 Mathematical Background

5.3.1 Group Action and Group Orbit

In this section, we give a concise summary of some elements of group theory, a rich topic

meriting deeper consideration [Rotman, 2012]. A group G is a set with an operation “·”:

G×G→ G that is associative ((f ·g)·h = f ·(g·h)), with an identity element e (g·e = e·g = e),

and with inverses (g · g−1 = g−1 · g = e). A group action of group G on set X is a function

ϕ : G×X → X that transforms an x ∈ X by g, h ∈ G according to ϕ(g, ϕ(h, x)) = ϕ(g ·h, x)

and ϕ(e, x) = x. The orbit of x ∈ X under a group action ϕ is the set of all possible

transformations G(x) = {ϕ(g, x)|g ∈ G}. We use group orbits to generate a mathematically

coherent family of ML model inputs, with which (human) users of the model can predict

and reason about corresponding model outputs. For example, Fig. 5.2 illustrates a single

28 × 28 MNIST [Lecun et al., 1998] digit image x, and its orbit under the rotation group

SO(2) through the space X of all possible 28× 28 images. We currently make NERO plots

for spatial transformation group actions (shifts, rotations, flips), which have natural spatial

layouts (e.g. the circular domain of SO(2)), but we want to highlight that NERO plots
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should in principle work with any group that has an intelligible layout.

5.3.2 Equivariance

Three terms – invariance, equivariance, covariance – for describing the relationship between

changes in inputs and outputs of ML models [Marcos et al., 2017], can be introduced via a

commutative diagram (5.1).
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<latexit sha1_base64="xyBWQMNNavmpJTSmhiX2z7g4UHY=">AAAB3nicbVDLSgNBEOyNrxhfUY9eBoPgKexKRI9BLx4TMA9IQpyd9CZDZh/M9Aoh5OpFxIuCn+Qv+DdONl6SWDBQVNXQXe0nShpy3R8nt7G5tb2T3y3s7R8cHhWPT5omTrXAhohVrNs+N6hkhA2SpLCdaOShr7Dlj+/nfusZtZFx9EiTBHshH0YykIKTleqjfrHklt0MbJ14f6RUzUOGWr/43R3EIg0xIqG4MR3PTag35ZqkUDgrdFODCRdjPsRptt6MXVhpwIJY2xcRy9SlHA+NmYS+TYacRmbVm4v/eZ2UgtveVEZJShiJxaAgVYxiNu/KBlKjIDWxhAst7YZMjLjmguxFCra6t1p0nTSvyl6lfF2vlKp3ixtAHs7gHC7BgxuowgPUoAECEF7hAz6dJ+fFeXPeF9Gc8/fnFJbgfP0CJVOI5w==</latexit>

�(g)

<latexit sha1_base64="zYOGh6VXTcKYzOD5gvgk2ps9s9c=">AAAB5HicbVDLSgMxFL3xWeur6tJNsAh1U2akosuiG5cV7APaUjJppg3NZIbkjlBK/8CNiBsFv8df8G9Mp9209UDgcM4J954bJEpa9LxfsrG5tb2zm9vL7x8cHh0XTk4bNk4NF3Ueq9i0AmaFklrUUaISrcQIFgVKNIPRw8xvvghjZayfcZyIbsQGWoaSM3RSs5MMZWlw1SsUvbKXga4Tf0GK1RxkqPUKP51+zNNIaOSKWdv2vQS7E2ZQciWm+U5qRcL4iA3EJFtySi+d1KdhbNzTSDN1Kccia8dR4JIRw6Fd9Wbif147xfCuO5E6SVFoPh8UpopiTGeNaV8awVGNHWHcSLch5UNmGEd3l7yr7q8WXSeN67JfKd88VYrV+/kNIAfncAEl8OEWqvAINagDhxG8wSd8kZC8knfyMY9ukMWfM1gC+f4D4paLEA==</latexit>

�̃(g)

<latexit sha1_base64="kWrh3GrAd5QOqqu7yEiEilVoxfU=">AAAB7nicbVDLSgNBEOyNrxgfWfXoZTAI8RJ2JaLHoBePEcwDsiHMzk6SIbMPZnqFsOQ3vIh4UfBT/AX/xskmlyQWDBRVNXRX+4kUGh3n1ypsbe/s7hX3SweHR8dl++S0reNUMd5isYxV16eaSxHxFgqUvJsoTkNf8o4/eZj7nReutIijZ5wmvB/SUSSGglE00sAueyhkwDMvGYtZdXQ1sCtOzclBNom7JJVGEXI0B/aPF8QsDXmETFKte66TYD+jCgWTfFbyUs0TyiZ0xLN83Rm5NFJAhrEyL0KSqys5Gmo9DX2TDCmO9bo3F//zeikO7/qZiJIUecQWg4apJBiTeXcSCMUZyqkhlClhNiRsTBVlaC5UMtXd9aKbpH1dc+u1m6d6pXG/uAEU4RwuoAou3EIDHqEJLWCQwht8wpeVWK/Wu/WxiBas5Z8zWIH1/QeoX473</latexit>

(5.1)

The ML model hypothesis h maps from inputs X to outputs Y . For some group element

g, actions ϕ(g) and ϕ̃(g) transform X and Y , respectively. Assuming (5.1) is true for some

model (i.e., hypothesis h and transform ϕ̃(g) always reach the same output as input transform

ϕ(g) followed by h), the following definitions describe how.
The model is invariant with respect to the group action ϕ if ϕ̃ = I, the identity transform

on Y . In classification tasks, invariance means that the classification result is unchanging

while inputs are transformed in some way. A model is equivariant when the model inputs

and outputs are transformed in the same way: ϕ = ϕ̃. For example, in object detection,

where model outputs are object bounding boxes, if the object is shifted 5 pixels to the right,

an equivariant model would predict the bounding box 5 pixels to the right. Covariance

is an extension of equivariance in which ϕ and ϕ̃ are mathematically distinct (because X

and Y have distinct types), but have a semantic linkage necessitated by the structure of

group G. For example, in particle imaging velocimetry (PIV), rotating the image inputs to

a covariant model will produce an output in which both the vector field domain and the

vectors themselves are correspondingly rotated. By a slight abuse of terminology, we use
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“equivariance” in this work to refer to all three commutative diagram properties.

5.4 Methodology of NERO

Aggregated
NERO Plot

Dimension
Reduction Plot

Input Image

Individual
Detailed Plot

Individual
NERO Plot

Figure 5.3: The NERO interface has 5 sections from left to right: aggregate NERO plot,
dimension reduction (DR) plot, individual NERO plot, input image, and individual detailed
plot. Each section’s name is labeled with different colors for illustration purposes, where
the actual name labels are not part of the interface design. The sections are interactively
controlled, with linked views.

5.4.1 Overview

Diagram (5.1) describes an ideal, perfectly equivariant model. Real models, applied to real

data, often fall short of this; NERO evaluations seek to reveal how through visualizations.

Fig. 5.4 defines the NERO plot as inspired by diagram (5.1): the thickest arrows at the

center of the figure, within and between X and Y , roughly correspond to the arrows of (5.1).

Input x, however, maps to ground truth y rather than model output h(x), and the purpose
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YX

g

�̃

<latexit sha1_base64="N4x2dzmUZuVwzL3tdrtsjYeWD9k=">AAAB6XicbVDLSsNAFL2pr1pfVZduBovgqiSlosuCG5cV7AOaUiaTSTt0kgwzN0IJ/Qg3Im4U/Bl/wb9xmnZj64GBwzlnuPfcQElh0HV/nNLW9s7uXnm/cnB4dHxSPT3rmjTTjHdYKlPdD6jhUiS8gwIl7yvNaRxI3gum9wu/98y1EWnyhDPFhzEdJyISjKKVfB+FDHnuq4mYj6o1t+4WIJvEW5FaqwwF2qPqtx+mLIt5gkxSYwaeq3CYU42CST6v+JnhirIpHfO82HROrqwUkijV9iVICvVPjsbGzOLAJmOKE7PuLcT/vEGG0d0wF4nKkCdsOSjKJMGULGqTUGjOUM4soUwLuyFhE6opQ3uciq3urRfdJN1G3WvWbx6btVZjeQMowwVcwjV4cAsteIA2dICBglf4gE9n6rw4b877MlpyVn/O4Q+cr1+erI3g</latexit>

x

<latexit sha1_base64="YjYU6t98UeWvtWTs+VCOY1C084o=">AAAB3nicbVBNS0JBFL3Pvsy+rJZthiRoJe+JUUuhTUuF/AAVmzdedXDeBzP3RSJu20S0Kegn9Rf6N41PN2oHBg7nnOHec/1YSUOu++tktrZ3dvey+7mDw6Pjk/zpWcNEiRZYF5GKdMvnBpUMsU6SFLZijTzwFTb98f3cbz6jNjIKH2kSYzfgw1AOpOBkpdpLL19wi24Ktkm8JSlUspCi2sv/dPqRSAIMSShuTNtzY+pOuSYpFM5yncRgzMWYD3GarjdjV1bqs0Gk7QuJpepKjgfGTALfJgNOI7PuzcX/vHZCg7vuVIZxQhiKxaBBohhFbN6V9aVGQWpiCRda2g2ZGHHNBdmL5Gx1b73oJmmUil65eFMrFyqlxQ0gCxdwCdfgwS1U4AGqUAcBCG/wCV/Ok/PqvDsfi2jGWf45hxU43384I4jn</latexit>

h(x0)

<latexit sha1_base64="RCW4V4OhevHDRWn2It/cYCXoLSo=">AAAB4nicbVBdSwJBFL1rX2YfWj32MiSRvciuGPUo9NKjQauCiszOzurg7AczdyMR/0AvEb0U9IP6C/2bxtUXtQMDh3POcO+5XiKFRtv+tXJb2zu7e/n9wsHh0XGxdHLa0nGqGHdZLGPV8ajmUkTcRYGSdxLFaehJ3vbG93O//cyVFnH0hJOE90M6jEQgGEUjuaPKy9X1oFS2q3YGskmcJSk38pChOSj99PyYpSGPkEmqddexE+xPqULBJJ8VeqnmCWVjOuTTbMUZuTSST4JYmRchydSVHA21noSeSYYUR3rdm4v/ed0Ug7v+VERJijxii0FBKgnGZN6X+EJxhnJiCGVKmA0JG1FFGZqrFEx1Z73oJmnVqk69evNYLzdqixtAHs7hAirgwC004AGa4AIDAW/wCV+Wb71a79bHIpqzln/OYAXW9x8ZpInv</latexit>

�

<latexit sha1_base64="Q4aZwmblAxMk87uNsSmxOHPc1J4=">AAAB4XicbVDLSgMxFL2pr1pfVZdugkVwVWZKiy4LblxWsA9oS8mkmU5oJjMkd4RS+gFuRNwo+EP+gn/jzLSbth4IHM454d5zvVhJi47zSwo7u3v7B8XD0tHxyelZ+fyiY6PEcNHmkYpMz2NWKKlFGyUq0YuNYKGnRNebPmR+90UYKyP9jLNYDEM20dKXnGEmDeJAjsoVp+rkoNvEXZFKswg5WqPyz2Ac8SQUGrli1vZdJ8bhnBmUXIlFaZBYETM+ZRMxzzdc0JtUGlM/MunTSHN1LcdCa2ehlyZDhoHd9DLxP6+foH8/nEsdJyg0Xw7yE0UxolldOpZGcFSzlDBuZLoh5QEzjGN6lFJa3d0suk06tapbrzae6pVmbXkDKMIVXMMtuHAHTXiEFrSBQwBv8AlfhJNX8k4+ltECWf25hDWQ7z9Z04oq</latexit>

h

<latexit sha1_base64="4pufCE57WCWXI1+QmHBNlYCdVQw=">AAAB3nicbVBNS0JBFL2vT7Mvq2WbIQlayXti1FJo01IhP0DF5o336eC8D2buC0TctoloU9BP6i/0bxqfbtQODBzOOcO95/qJkoZc99fZ2t7Z3dvPHeQPj45PTgtn500Tp1pgQ8Qq1m2fG1QywgZJUthONPLQV9jyxw9zv/WC2sg4eqJJgr2QDyMZSMHJSvVRv1B0S24Gtkm8JSlWc5Ch1i/8dAexSEOMSChuTMdzE+pNuSYpFM7y3dRgwsWYD3GarTdj11YasCDW9kXEMnUlx0NjJqFvkyGnkVn35uJ/Xiel4L43lVGSEkZiMShIFaOYzbuygdQoSE0s4UJLuyETI665IHuRvK3urRfdJM1yyauUbuuVYrW8uAHk4BKu4AY8uIMqPEINGiAA4Q0+4ct5dl6dd+djEd1yln8uYAXO9x8gg4jX</latexit>

g

f

<latexit sha1_base64="aZOtfcAJQtut+fqGWcWQcie5870=">AAAB3nicbVBNS0JBFL2vT7Mvq2WbIQlayXti1FJo01IhP0DF5o336eC8D2buC0TctoloU9BP6i/0bxqfbtQODBzOOcO95/qJkoZc99fZ2t7Z3dvPHeQPj45PTgtn500Tp1pgQ8Qq1m2fG1QywgZJUthONPLQV9jyxw9zv/WC2sg4eqJJgr2QDyMZSMHJSvWgXyi6JTcD2yTekhSrOchQ6xd+uoNYpCFGJBQ3puO5CfWmXJMUCmf5bmow4WLMhzjN1puxaysNWBBr+yJimbqS46Exk9C3yZDTyKx7c/E/r5NScN+byihJCSOxGBSkilHM5l3ZQGoUpCaWcKGl3ZCJEddckL1I3lb31otukma55FVKt/VKsVpe3ABycAlXcAMe3EEVHqEGDRCA8Aaf8OU8O6/Ou/OxiG45yz8XsALn+w8dj4jV</latexit>

G(x)

<latexit sha1_base64="XdYnclHnAYTbFF/OgU3JT11/G8c=">AAAB4XicbVDLSgMxFL3xWeur6tJNsAh1U2akRZcFF7qsYB/QlpJJM21oZjIkd8RS+gFuRNwo+EP+gn/jzLSbth4IHM454d5zvUhJi47zSzY2t7Z3dnN7+f2Dw6Pjwslp0+rYcNHgWmnT9pgVSoaigRKVaEdGsMBTouWN71K/9SyMlTp8wkkkegEbhtKXnGEq3ZdervqFolN2MtB14i5IsZaDDPV+4ac70DwORIhcMWs7rhNhb8oMSq7ELN+NrYgYH7OhmGYbzuhlIg2or03yQqSZupRjgbWTwEuSAcORXfVS8T+vE6N/25vKMIpRhHw+yI8VRU3TunQgjeCoJglh3MhkQ8pHzDCOyVHySXV3teg6aV6X3Uq5+lgp1qrzG0AOzuECSuDCDdTgAerQAA4jeINP+CKcvJJ38jGPbpDFnzNYAvn+A4m6iaA=</latexit>

G(y)

<latexit sha1_base64="ExD4yzRDXy9Iin3AIh7XVgl8gd8=">AAAB4XicbVDLSsNAFL2pr1pfUZduBotQNyWRFl0WXOiygn1AW8pkOmmHTjJh5kYIpR/gRsSNgj/kL/g3Jmk3bT0wcDjnDPee60VSGHScX6uwtb2zu1fcLx0cHh2f2KdnbaNizXiLKal016OGSxHyFgqUvBtpTgNP8o43vc/8zgvXRqjwGZOIDwI6DoUvGMVMeqgk10O77FSdHGSTuEtSbhQhR3No//RHisUBD5FJakzPdSIczKhGwSSfl/qx4RFlUzrms3zDOblKpRHxlU5fiCRXV3I0MCYJvDQZUJyYdS8T//N6Mfp3g5kIoxh5yBaD/FgSVCSrS0ZCc4YySQllWqQbEjahmjJMj1JKq7vrRTdJ+6bq1qr1p1q5UV/cAIpwAZdQARduoQGP0IQWMJjAG3zCl8WsV+vd+lhEC9byzzmswPr+A4s1iaE=</latexit>

G

<latexit sha1_base64="5Y1i+3cONh5pA+FcBDGP7drNSfg=">AAAB3nicbVBNS0JBFL3Pvsy+rJZthiRoJe+FUkuhRS0V8gNUbN541cF5H8zcF4i4bRPRpqCf1F/o3zQ+3agdGDicc4Z7z/VjJQ257q+T2dre2d3L7ucODo+OT/KnZw0TJVpgXUQq0i2fG1QyxDpJUtiKNfLAV9j0x/dzv/mC2sgofKJJjN2AD0M5kIKTlWoPvXzBLbop2CbxlqRQyUKKai//0+lHIgkwJKG4MW3Pjak75ZqkUDjLdRKDMRdjPsRput6MXVmpzwaRti8klqorOR4YMwl8mww4jcy6Nxf/89oJDe66UxnGCWEoFoMGiWIUsXlX1pcaBamJJVxoaTdkYsQ1F2QvkrPVvfWim6RxU/RKxXKtVKiUFzeALFzAJVyDB7dQgUeoQh0EILzBJ3w5z86r8+58LKIZZ/nnHFbgfP8B8KGIuQ==</latexit>

y=f(x)

<latexit sha1_base64="2isaT5bKXvbwxSy4ptUT2aBepoc=">AAAB53icbVDLSgMxFL1TX7W+qi7dpBahbspMqehGGHDjsoJ9YKeUTJppQzOZIcmIQ+k3uBFxo+Df+Av+jem0m7YeCBzOOeHec/2YM6Vt+9fKbWxube/kdwt7+weHR8Xjk5aKEklok0Q8kh0fK8qZoE3NNKedWFIc+py2/fHdzG8/U6lYJB51GtNeiIeCBYxgbaSn1CvdeqWg8nLZL5btqp0BrRNnQcpuHjI0+sUfbxCRJKRCE46V6jp2rHsTLDUjnE4LXqJojMkYD+kk23OKLow0QEEkzRMaZepSDodKpaFvkiHWI7XqzcT/vG6ig5vehIk40VSQ+aAg4UhHaFYaDZikRPPUEEwkMxsiMsISE21OUzDVndWi66RVqzr16tVDvezW5jeAPJzBOVTAgWtw4R4a0AQCAt7gE74sZr1a79bHPJqzFn9OYQnW9x8eNouo</latexit>

y0= �̃(g, y)

<latexit sha1_base64="6XoolI2rsmLTM9Kh680prTU2WQY=">AAAB93icbVDLSsNAFL2pr1pfUTeCm6lFrCAlKRXdCAU3LivYBzSlTCbTdujkwcxECKH+ihsRNwr+hb/g3zhNu2nrgYHDOWe49x434kwqy/o1cmvrG5tb+e3Czu7e/oF5eNSSYSwIbZKQh6LjYkk5C2hTMcVpJxIU+y6nbXd8P/Xbz1RIFgZPKoloz8fDgA0YwUpLffMkuXCKd07RUYx7NHWiEZuUh1fJZd8sWRUrA1ol9pyU6nnI0OibP44XktingSIcS9m1rUj1UiwUI5xOCk4saYTJGA9pmu09Qeda8tAgFPoFCmXqQg77Uia+q5M+ViO57E3F/7xurAa3vZQFUaxoQGaDBjFHKkTTEpDHBCWKJ5pgIpjeEJERFpgoXVVBn24vH7pKWtWKXatcP9ZK9eqsA8jDKZxBGWy4gTo8QAOaQOAF3uATvozEeDXejY9ZNGfM/xzDAozvP851kb0=</latexit>

x0=�(g, x)

<latexit sha1_base64="Ca6buPHCP9ny+VtTo1MDETzYSfw=">AAAB73icbVDdSgJBGP3W/sz+trrsZkwig5BdMeomErrp0iB/wBWZHWd1cPanmVlRxOfoJqKbgt6kV+gteoTG1Ru1AwOHc87wfedzI86ksqwfI7W2vrG5ld7O7Ozu7R+Yh0c1GcaC0CoJeSgaLpaUs4BWFVOcNiJBse9yWnf791O/PqBCsjB4UqOItnzcDZjHCFZaapvm8NzJ3jpZJ+qxfPdyeNE2c1bBSoBWiT0nubtfSFBpm99OJySxTwNFOJayaVuRao2xUIxwOsk4saQRJn3cpeNk3wk601IHeaHQL1AoURdy2Jdy5Ls66WPVk8veVPzPa8bKu2mNWRDFigZkNsiLOVIhmpZHHSYoUXykCSaC6Q0R6WGBidInyujq9nLRVVIrFuxS4eqxlCsXZzeANJzAKeTBhmsowwNUoAoEBvAKH/BpPBsvxpvxPoumjPmfY1iA8fUHlU+O7A==</latexit>

NEROG,x(g) =

l(h(x0), y0) =

l(h(�(g, x)),

�̃(g, f(x)))

<latexit sha1_base64="PWqfXY9TOjEPdsBCdBOICo75BcM=">AAACQnicbVBPSyMxHP2Numutu2vV417iltUZGMqMKHoRCrKsJ3WXrQqmlEyaaYOZPyQZaRnaT+dBP4JfYS8iXhQ8mJl6qfqDwOO9l1/yXpAKrrTn3Vozs3OfPs9XFqqLX75+W6otr5yoJJOUtWgiEnkWEMUEj1lLcy3YWSoZiQLBToOL/UI/vWRS8ST+p4cpa0ekF/OQU6IN1anRdYQjovsyyg9//T0adfLf7mBk9xy0hzCuriNh9+3BhuOO8dpwY4rFaZ/bPXfgOG7JjcfYxZqLLssLySxxQ9uoTqdW9xpeOeg98F9BvVmBco47tWvcTWgWsVhTQZQ6971Ut3MiNaeCjao4Uywl9IL0WF5WMEI/DdVFYSLNiTUq2SkfiZQaRoFxFnHVW60gP9LOMx3utnMep5lmMZ08FGYC6QQVfaIul4xqMTSAUMnNDxHtE0moNq1XTXT/bdD34GSz4W81tv9s1Zubkw6gAt/hB9jgww404QCOoQUUbuAOHuHJurL+W/fWw8Q6Y73eWYWpsZ5fAG0oqeg=</latexit>

loss l

<latexit sha1_base64="G2i59JTw42Kv6WsP+oSYwIP1S80=">AAAB7nicbVDLSgMxFL1TX7U+OurSTbAIrspMqeiy4MZlBfuAtpRMmrahmcmQ3BHKUD/DjYgbBT/FX/BvzEy7sfVA4HDOCfeeG8RSGPS8H6ewtb2zu1fcLx0cHh2X3ZPTtlGJZrzFlFS6G1DDpYh4CwVK3o01p2EgeSeY3WV+54lrI1T0iPOYD0I6icRYMIpWGrrlfkhxqsNUKmMWz3LoVryql4NsEn9FKo0i5GgO3e/+SLEk5BEySY3p+V6Mg5RqFEzyRamfGB5TNqMTnubrLsillUZkrLR9EZJc/ZOjoTHzMLDJbDmz7mXif14vwfHtIBVRnCCP2HLQOJEEFcm6k5HQnKGcW0KZFnZDwqZUU4b2QiVb3V8vuknatapfr14/1CuN2vIGUIRzuIAr8OEGGnAPTWgBgwRe4QM+ndh5cd6c92W04Kz+nMEfOF+/08mPtA==</latexit>

l

<latexit sha1_base64="eo0bdKzS4BaZFnLj7xoCTPW/o0E=">AAAB3nicbVBNS0JBFL2vT7Mvq2WbIQlayXti1FJo01IhP0DF5o336eC8D2buC0TctoloU9BP6i/0bxqfbtQODBzOOcO95/qJkoZc99fZ2t7Z3dvPHeQPj45PTgtn500Tp1pgQ8Qq1m2fG1QywgZJUthONPLQV9jyxw9zv/WC2sg4eqJJgr2QDyMZSMHJSnXVLxTdkpuBbRJvSYrVHGSo9Qs/3UEs0hAjEoob0/HchHpTrkkKhbN8NzWYcDHmQ5xm683YtZUGLIi1fRGxTF3J8dCYSejbZMhpZNa9ufif10kpuO9NZZSkhJFYDApSxShm865sIDUKUhNLuNDSbsjEiGsuyF4kb6t760U3SbNc8iql23qlWC0vbgA5uIQruAEP7qAKj1CDBghAeINP+HKenVfn3flYRLec5Z8LWIHz/Qcma4jb</latexit>

Figure 5.4: An ML model has inputs X and outputs Y . G is a transformation group acting
on X with ϕ, and on Y with ϕ̃. The group element g ∈ G transforms x to x′ = ϕ(g, x);
the set of all possible transforms is the orbit G(x). The model applied to x is ŷ = h(x),
though this is not used in our method. Rather, the ground truth y ∈ Y is transformed by
g to ϕ̃(g, y), which serves as ground truth to evaluate (here with loss function l) the result
h(x′) of evaluating the model on transformed input x′. The NEROG,x plot visualizes loss
over the orbit G(x).

of the NERO plot is to visualize the gap between h(x′) and y′, where h(x′) is the model

output on transformed input x′, and y′ = ϕ̃(g, y) is the transformed ground truth y. This

illustration uses an abstract depiction of group G to schematically indicate G(x) and G(y),

but some particular spatial layout of G necessarily determines the shape of the NERO plot.

If the model is equivariant, then h(x′) = y′, so the NERO plot is a flat constant. The visual

structure of a non-constant NERO plot shows the structure of model non-equivariance over

the group orbit.

The quantity shown in a NERO plot is some scalar metric (understandable to practition-

ers) that measures the gap between h(x′) and y′, including the standard metrics of model

prediction confidence, accuracy, mean square error (MSE) and more generally speaking, er-

ror metrics. The NERO plot illustrated in Fig. 5.4 (right) is an individual NERO plot ,

as it depicts model non-equivariance along the group orbit G(x) around an individual input

sample x.

While §5.1 critiqued single scalars to summarize model results over a large dataset, infor-

mative NERO plots can also involve averaging. An aggregate NERO plot visualizes the
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average scalar metric over a dataset, or a subset of it, at each point along the group orbit

(i.e. with the same domain as the individual NERO plot), to show trends in the model’s

response to transformed inputs. Like PDP and ICE plots (§5.2.2), aggregate NERO plots

evaluate the model within some neighborhood around a given sample, but instead of varying

features in isolation, we traverse the orbit of some interpretable transform group.

To try to see degrees of freedom lost in the aggregate NERO plot, we can also treat the

individual NERO plots as n-vectors, and use dimensionality reduction. The resulting di-

mension reduction (DR) scatter plot organizes data points according to the similarity

of their patterns of non-equivariance, to help localize abnormal model behavior and identify

the connections between worse-performing cases. All of these visualizations are linked to-

gether in the interactive NERO interface that provides users with both the convenience

to see model equivariance in a high-level view across a whole dataset (through the aggregate

NERO plot), as well as navigating into detail views (through the individual NERO plot, e.g.,

a specific place in the orbit where the model has trouble).

The following subsections illustrate the components of NERO evaluation through a digit

recognition task on MNIST [Lecun et al., 1998], with the group action being continuous

rotations around the image center. More specifically, NERO evaluation is presented via an

interactive NERO interface, an example of which is in Fig. 5.3. The goal of using this task

and the MNIST dataset, is to utilize a well-known, easy-to-interpret task as an example to

make the illustrations of NERO evaluation more concretely. And NERO is not limited to

only such or similar tasks, as we will be showcasing how it could be applied to different use

cases in §5.5.

The CNN model here has six cascaded convolutional layers, six batch normalization (BN)

layers [Ioffe and Szegedy, 2015], six rectified linear units (ReLU) [Glorot et al., 2011], followed

by two fully connected layers. The detailed network architecture is illustrated in Fig. 5.5,

but we would like to point out that NERO evaluation is model-agnostic, and the purpose of
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explaining model structure is to ensure reproducibility.
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Figure 5.5: Network structure of the CNN model for digit recognition with MNIST [Lecun
et al., 1998]

For the proposed NERO evaluation to be effective, the first criterion is to ensure that the

associated NERO plots are distinguishable enough when evaluated on two models with dif-

ferent equivariance. To illustrate how NERO plots differ on equivariant and non-equivariant

models, the network in Fig. 5.5 is purposefully trained twice, first without and then with

rotational data augmentation, to create two models that differ predictably. That is, the aug-

mentation model should have better invariance, even though the total amount of training

(with or without rotation augmentation) is the same. However, we would like to note that

the reason why using data augmentations to generate different ML models is not to prove the

effectiveness of data augmentation, but to generate models with clear, controllable behavior

so that the correctness as well as expected behavior from NERO can be verified.

5.4.2 Individual NERO Plot

Individual NERO plots (Fig. 5.3 third from left) visualize model equivariance for a single

sample. The NERO metric in this case is confidence: the probability of correct classifica-

tion. Individual NERO plot displays polar plots of confidence over the image rotation angle

θ, for a particular input image of a “4” (Fig. 5.3 upper-right corner). For a model with

perfect rotational equivariance, the individual NERO plot will be a circle, while any dips
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indicate non-equivariance. The NERO plots for the original model trained without data

augmentation, and for the DA model trained with augmentation, are in blue and magenta,

respectively.

The plots confirm our expectation that the DA model is more equivariant, with the

magenta plot being a near-perfect circle, while the blue (original model) plot is highest at

small rotation angles, which proves the plot being distinguishable between different models.

For a single interactively selected rotation angle (green line in polar plot), the details of the

models’ predictions are shown as a bar chart (Fig. 5.3 lower-right corner) showing confidences

for all possible digits. Such a detail view is necessarily specific to the model task and

data type, but the NERO interface should have any visualization of individual plots, input

data sample, and model details to be adjacent. Here, the DA model (magenta) has higher

confidence in recognizing “4” and essentially zero confidence for any other digit, unlike the

original model (blue), which is highest for “4” but with non-zero confidence for other digits.

Some insights about the structure of data and task can be gleaned from individual NERO

plots, for example, the digits 6 and 9 in Fig. 5.6. For both digits, the original and DA models

perform similarly at zero or small rotations angles while the original model fails as the angle

increases (rightward lobe in blue plots), whereas the DA model performs better (though

not uniformly) over all angles (magenta plots). The individual NERO plots show that the

original model confidence falls to near zero for large angles, but the detail bar charts (Fig. 5.6

right) provide additional insight: the original model mis-classifies the 170◦-rotated 6 as 9,

and the rotated 9 as 6, consistent with these digits’ basic shapes. The DA model does not

have the same near perfect equivariance as with the “4” digit of Fig. 5.3, but the level of

equivariance here is still surprising: the DA model (magenta) gives moderate confidence of

“6” for the rotated 6, and highest confidence of “9” for the rotated 9, with lower confidence for

the incorrect digits. The performance of the DA model implies that the shapes of 6s and 9s

within MNIST are distinct enough (9s having a straighter side) that they may be correctly
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170° rotation X

Figure 5.6: The individual NERO and detail plots of original (blue) and DA (magenta)
models, for two digits rotated 170◦, “6” (top) and “9” (bottom), reveal the extent to which
data augmentation overcome the confusion between these two rotated digits.
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recognized even with rotation. This exemplifies how individual NERO plots with detail views

can not only visualize model equivariance on a single sample, but also help interpret model

characteristics. We will show more examples in §5.5 on how individual NERO plots and

detail views help visualize equivariance and provide model interpretations.

5.4.3 Aggregate NERO Plot

Aggregate NERO plots reveal over-all equivariance for a subset of a dataset, or an entire

dataset, using the same spatial orbit layout and the same visual encoding as in the individual

plots, though the scalar quantity visualized may be different. The aggregate NERO plots

on the left side of Fig. 5.3 show equivariance for 500 MNIST images, with 50 images of

each digit, using the same polar plots over the circular domain of the rotation group orbit.

The aggregate plots, however, show accuracy – the fraction of correct classifications over the

input samples – rather than the confidence shown in the individual plots. In our MNIST

example, the data augmented model (magenta) is much more equivariant for this subset of

images than the original model (blue).

Aggregate NERO plots also reveal additional properties of the task and data. Fig. 5.7

shows aggregate plots for 50 images of each digit. Digit 0 is already rotational invariant, so

both original and DA aggregate NERO plots show equivariance. The original model (blue)

aggregate NERO plot for “1” shows its 180◦ rotational symmetry with lobes at 0 and 180

degrees; the same holds for 8 and to a lesser extent for 5. The lack of rotational symmetry

of digits 2, 3, 4, and 7 are all confirmed by their blue plots. Even though NERO plots

cannot answer questions about why a model made the predictions it did (as pursued in other

interpretable machine learning work, §5.2.2), these examples suggest how aggregate NERO

plots can be used to help understand patterns of model behavior with specific input classes

over specific transforms.
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Figure 5.7: Aggregate NERO plots for the original (blue) model reflect the average rotational
symmetry of each digit.

5.4.4 Dimension Reduction (DR) Plot

Dimension reduction (DR) plots conceptually bridge the information in the aggregate and

individual NERO plots, and are thus shown in between them in the NERO interface (second

part of Fig. 5.3). The data vector underlying the individual NERO plot (all the metric values

evaluated over the group orbit) is considered as a point in some high-dimensional space, and

a dimensionality reduction method is applied to lay out the data points in a 2D scatterplot.

Our current interface supports layout via principle component analysis (PCA), independent

component analysis (ICA), as well as non-linear ISOMap, t-SNE [van der Maaten and Hinton,

2008], and UMAP [McInnes et al., 2018b]; Fig. 5.3 shows results with PCA. The intent is

that data samples with similar patterns of non-equivariance should be nearby in the DR plot,

to give an over-all sense of the varieties of non-equivariance from that model, and to highlight

any outlier inputs requiring detailed attention. The scatter plot dots are color-encoded by

either the mean or the variance of the individual NERO plot values; mean for showing trends

in over-all model performance, and variance for showing which inputs exhibited the best or

worst equivariance.

In our interactive interface, users can click on a dot of interest in the scatterplot to trigger
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Figure 5.8: DR plot color-mapped by mean confidence, annotated with some associated
individual NERO plots, with input digits shown at the top-left corners.

display (to the right) of the corresponding individual NERO and detail plots; in Fig. 5.3 the

selected point is indicated with a small red circle. Fig. 5.8 shows an expanded view of this

scatterplot, annotated with individual NERO plots for selected points. These suggest that

the DR plot is successful in presenting a navigable view of the different patterns of non-

equivariance, with similar individual plots (Fig. 5.8 left) arising from nearby points. More

distant points have distinct individual plots (Fig. 5.8 right), though in this case the similarly

shaped plots are quantitatively distant because of their different orientations.

5.4.5 NERO Interface

The previously described components of the NERO interface (Fig. 5.3) are designed with

the general logic of overview on the left and details on the right; this spatial layout is the

same across different applications, as will be shown in more case studies in §5.5. All sections

are individually controllable and interactively linked. On the left, the dataset and subset of
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interest are selected via drop-down menus, with the resulting aggregate NERO plot below.

The DR plot section supports choosing the scatterplot layout and coloring, and selection

of individual data points within the scatterplot updates individual and detail views to the

right. The individual NERO plot domain is the group orbit, and the interface permits moving

within the orbit to look at a particular transform of a single sample, with real-time updates

of the model output. In the MNIST interface, for example, clicking and dragging within the

polar plot selects and changes the rotation angle, and updates the resulting rotated digit

image and the models’ outputs from it. Our interface is implemented in PySide (Python

bindings for QT) as a desktop application, running on the same machine as the model.

5.4.6 Consensus

Although existing scalar metrics (accuracy, confidence) serve well as NERO metrics to in-

corporate easier adaptions for practitioners, NERO evaluation should ideally also work on

unlabeled data lacking ground truth. Because, as shown in Fig. 5.4, equivariance is revealed

through the gap between h(x′) and y′, which technically should not depend on the existence

of ground truth. However, given that existing metrics all require ground truth, an additional

modest contribution of this work is consensus, which serves as a proxy for ground truth in

the metric evaluation, when making NERO evaluations for models with desired equivariance

or covariance (as opposed to invariance). The consensus for input x is roughly the average

of the un-transformed model outputs on all transformed inputs within the orbit. Relative to

Fig. 5.4, we have

consensus(x) =
〈
ϕ̃(g−1, h(ϕ(g, x)))

〉
g∈G

(5.2)

The average ⟨·⟩G depends on the structure of output space Y , while G depends on the

equivariance of interest. For object detection, Y is the set of bounding boxes defined by

corners (xmin, ymin) and (xmax, ymax), and an element (tx, ty) of translation group G acts

on the bounding box by component-wise addition. In this case, (Eq. (5.2)) can be computed
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by simple arithmetic mean of the translated bounding box corners.

5.5 Experiments - Applying NERO to Various ML Cases

We illustrated in §5.4 the designs and components of NERO evaluation through a 2D digit

classification task with MNIST [Lecun et al., 1998]. As mentioned before, NERO evaluation

is model- and task-agnostic. In this section, we demonstrate how NERO could be applied to

evaluate different ML models in three different research areas: object detection (classification

and localization in 2D photographic images), particle image velocimetry (velocity measure-

ments in fluid dynamics), and point clouds recognition (classification in 3D computer vision)

in §5.5.1, §5.5.2 and §5.5.3, respectively. In all subsections, we end with qualitative feedback

from researchers in our institution who are knowledgeable in each area, but not involved in

the development of NERO evaluation.

5.5.1 Object Detection

Object detection is a staple of computer vision research, witnessing dramatic advances from

deep learning [Zhao et al., 2019, Deng et al., 2020]. Despite the great successes, recent

research discovers that object detectors can be very vulnerable to small translations [Manfredi

and Wang, 2020]. As noted in §5.1, scalar-metric evaluations give no direct insight about

equivariance, which is a natural concern for applications like autonomous driving, which

requires high equivariance not just by average.

In this section, we demonstrate how NERO could be a better evaluation pipeline. Faster

R-CNN [Ren et al., 2015] and MSCOCO [Lin et al., 2015] are used, although the creation

and display of NERO plots for this task is independent of model or dataset.

Data Preparation. The architecture of Faster R-CNN does not guarantee translational

equivariance, so models with different equivariance properties can be obtained by training

101



100%

0%

33%

66%

Figure 5.9: NERO interface for object detection, for models trained with 0% (upper row)
and 100% (lower row) jittering. Sections for aggregate, dimension reduction, individual, and
detail plots are organized as in the MNIST interface (Fig. 5.3). Two aggregate NERO plots
on left edge show intermediate jittering levels for comparison.

with datasets with different augmentations, as we show here. We selected 5 out of the 80

MSCOCO classes for demonstration: car, bottle, cup, chair and book. We selected objects

that belong to these 5 classes as key objects and cropped the original images to a 128× 128

window around these objects. As showed in Fig. 5.10, translational shifts (by between −64

and 64 pixels in both directions) are achieved by cropping with shifted bounds, so that the

key object positions change within the field of view.

To ensure interesting cropped images, the MSCOCO images are filtered with following

criteria: (1) include a key object whose ground truth class label is in the 5 selected classes;

(2) ensure that for all shifts the cropped fields of view does not extend past the original

image edges; and (3) ensure that the key object’s ground truth bounding box is not less

than 1% or more than 50% of the cropped 128× 128 region.

Model Preparation. We predict that different levels of model equivariance can be created

by different levels of random shifts, or jittering, in the training dataset of cropped images.
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Figure 5.10: Key objects are shifted by cropping the original MSCOCO image to shifted
bounds (the non-masked square).

At 0%-jittering, key objects are never shifted and stay at the center of the cropped images

for training, while at 100%-jittering key objects are shifted randomly (uniformly) within the

[−64, 64] range during training. Jitterings are performed like other data augmentations, i.e.,

cropping happens in real-time in data loaders. A model trained with 0% jittering is expected

to only do well on unshifted images, while a model from 100% jittering is expected to be

more equivariant (perform well regardless of shift).

Results. Fig. 5.9 shows the full NERO interface for models with 0% and 100% jittering. As

in the MNIST example of Fig. 5.3, equivariance of the two models is evaluated and visualized

with both aggregate and individual NERO plots, connected with dimension reduction plots,

with a different task-appropriate detail display on the right. The left edge of Fig. 5.9 also

shows aggregate NERO plots from two other intermediate jittering levels. Matching our

expectations, the amount of jittering is visually reflected in the width of the NERO plot

peak, with high equivariance in 100% jittering (lower row) evident in the wide uniform

plateau of high values in that heatmap, versus the small bright spot at 0% jittering (upper

row) indicating non-equivariance.

Aggregate NERO plots give a quick overview of model equivariance, but individual NERO

plots enable detailed investigation. For example, in Fig. 5.9, the individual NERO for the
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(a)

(b)

Figure 5.11: Individual NERO and detail plots further investigating model performance.
Top: investigating 100% jittering model’s dark spot on its individual NERO plot. Bottom:
investigating a nearby spot (input image similarly shifted) that has much better results of
from the same 100% jittering model.

100% jittering model has dark regions on the left edge, indicating worse performance at

certain shifts. A curious practitioner can simply click on those spots to scrutinize model

details, as showed in Fig. 5.11, which investigates a small change in shift between the top and

bottom row. We learn that at both shifts, the model gives three bounding box predictions,

one with a high IOU of about 0.7, but the confidence ranking of the three boxes is different

in the two locations. The individual NERO plot shows the IOU only for the most-confident

prediction, creating the dark regions. In this way, NERO plots allow practitioner to explore

and understand model edge cases.

Consensus. Consensus (§5.4.6) in this case is the average of unshifted bounding box pre-

dictions from shifted input images. Fig. 5.12 shows the individual NERO plots computed
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Figure 5.12: Consensus boxes computed from model outputs (left column), individual NERO
plots of each model computed from ground truth (middle column) and from consensus (right
column).

from ground truth and consensus. The strong similarity of the two plots suggest that, at

least for this image, the amount and structure of equivariance showed by NERO plots is

nearly the same with or without ground truth, increasing the applicability of NERO plots

for unlabeled data.

Expert Evaluation. A researcher with knowledge in both computer vision and equivariant

ML, tried our NERO evaluation for object detection. The evaluation was semi-guided,

meaning that the expert was free to explore himself after we walked him through examples

similar to those earlier in this section. The ensuing discussion focused on the NERO plot

idea itself and its value; quotes below from the expert are in italics.

It is intuitive to present equivariance with simple group theories – the expert understood
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how we transform samples along group orbits, and measure results on transformed samples.

Aggregate NERO plots are quick to look at when comparing two models – the expert felt that

NERO plots do not create excessive visual complexity for users. clicking on these dots to

locate single samples is very helpful ... – the expert said about the DR plots – ... now I

can see what are the reasons behind the different performance – the expert looking at the

corresponding individual and detail plots. After using the interface for about 10 minutes,

the expert concluded: Using equivariance as an evaluation strategy is interesting. Everyone

knows there is more going on underneath the average errors we see everyday, but we are not

able to easily, systematically capture and compare them until using NERO. I think NERO

would benefit anyone who cares about model equivariance or develops better ENN.

5.5.2 Particle Image Velocimetry (PIV)

Particle Image Velocimetry (PIV) is an important tool for physicists studying experimentally

constructed (as opposed to simulated) fluid dynamics. PIV estimates velocity flow fields

from frames of video of illuminated particles moving through a flow domain. Traditional

PIV algorithms [Westerweel, 1997, Heitz et al., 2010] work for simple flows, but researchers

are interested in the promise of ML-based methods for faster computation and complex

flows [Lee et al., 2017, Cai et al., 2019a]. However, a more thorough assessment than simple

scalar-metrics (e.g. RMSE) must be established before physicists can trust the ML-based

models. In this section, we demonstrate how NERO may just be the right tool for physicists

to thoroughly evaluate these novel scientific ML applications, through detailed information

on equivariance. As PIV is closely related to the optical flow problem in the broader computer

vision sense, we believe this example also suggests how NERO plots may work for the optical

flow models [Hur and Roth, 2020].

To demonstrate how NERO reacts distinctively between models with different equivari-

ance, we use a traditional, theoretically equivariant Gunnar-Farneback method [Farnebäck,
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Figure 5.13: The NERO interface for PIV comparing an ML method (top row) with a non-
ML method (bottom row). This has the same sections as in previous interface examples,
but with a small-multiples display of the vector field domain for each element of the discrete
orbit.

2003], and compare with a recent deep learning method, PIV-LiteFlowNet-en [Cai et al.,

2019a]. Training and testing images used for PIV-LiteFlowNet-en are obtained from the

Johns Hopkins Turbulence Database [Perlman et al., 2007].

Data Preparation. In total, 8, 794 pairs of images covering 6 different types of flows,

namely Uniform, Backstep, Cylinder, SQG, DNS, and Isotropic, are used during training.

120 image pairs are used in testing when generating the NERO plots.

Model Preparation. PIV-LiteFlowNet-en [Cai et al., 2019a] is trained with 8, 794 pairs

of particle images as explained above; Gunnar-Farneback does not require training. Both

are tested with the same test dataset consisting of 120 image pairs. Apart from performance

as measured by RMSE, we expect Gunnar-Farneback to be naturally equivariant, without
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Figure 5.14: NERO for PIV with left plotting spatially averaged error and right plotting
detailed display of the per-location error.

bias towards any flow direction. On the other hand, we expect less equivariance from PIV-

LiteFlowNet-en, even though the training and testing flow types are the same.

Results. Fig. 5.13 shows our NERO interface for comparing PIV-LiteFlowNet-en (top row)

and Gunnar-Farneback (bottom row). The top right corner shows a controllable animation of

the particle image sequence that PIV analyzes. As before, higher equivariance is showed with

brighter and more uniform NERO heatmaps; dark spots indicate non-equivariance. Despite

the similar use of a heatmap, NERO plots for PIV are richer than those used for object

detection (Fig. 5.9, Fig. 5.11). In object detection NERO plots, each pixel represents one

point in the orbit, i.e., a specific shift. Carrying the same idea to PIV would create NERO

plots like Fig. 5.14, (left) with 16 squares for each element of the (discrete) group orbit, as

indicated with symbols in each bottom right corner (F is original, F’ is time-reversed, at

all possible orientations), with the heatmap showing RMSE over the whole flow domain.

Drilling down further, Fig. 5.14 (right) and Fig. 5.13 use a small-multiple display to show

16 copies of the flow domain, to reveal the spatial locations of flow for which the model was
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least equivariant. The Show averaged NERO checkbox in the interface toggles between the

two.

As expected, Fig. 5.13 shows that Gunnar-Farneback performs consistently better, with

almost perfect equivariance. To investigate further into model outputs, the individual detail

plots include an enlarged view of the non-averaged "pixel" in the individual NERO plot, and

a vector glyph visualization overlays the predicted field on the ground truth.

Expert Evaluations. A physicist with expertise in PIV tried our NERO PIV interface

and gave qualitative feedback. We followed the same procedure as in §5.5.1.

It is very good to see so much more information than an average value, ..., for a turbulence

flow the interesting and hard part is not everywhere, often much less than the boring part,

so the average error really does not help much. – the expert likes that NERO plots show

richer information than conventional scalar metrics. Being able to locate high-variance (less-

equivariant) samples from the DR plot is great – the expert said when looking at the DR plots

– it is important to bring out the actual interesting samples to investigate – the expert thinks

the design is effective in helping user traverse through samples and locate the interesting

one. Yes, definitely, NERO would save me so much time analyzing PIV model outputs. –

the expert said when asked about if he would personally use the evaluation method in his

research.

5.5.3 3D Point Cloud Classification

Point cloud classification is a fundamental task in 3D computer vision that involves assigning

semantic labels to 3D point clouds [Grilli et al., 2017]. Among many research areas in this

area, equivariant point cloud classification is a recent development that aims to battle the

significant performance downgrade caused by rotations by taking advantage of symmetry

and invariance properties of 3D objects [Chen et al., 2021a, Luo et al., 2022, Finkelshtein
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Figure 5.15: NERO interface for 3D point cloud classification comparing Point Transformer
model trained without (top row) and with (bottom row) rotation augmentations. Interface
has the same sections as in previous examples.

et al., 2022]. In this section, we demonstrate how NERO can be applied to promote better

evaluation.

To visualize results from 3D rotations in 2D NERO plots, we conduct our NERO evalu-

ation based on a subset of rotations. More specifically, suppose each rotation is represented

via an axis-angle representation, we define each rotation axis to be a 3D vector sitting within

one of the three 2D slicing planes, namely x-y, x-z, and y-z, with the vector’s one end at

the origin. The angle in the axis-angle representation is a rotation angle between 0 and 180

degrees. The angles between the rotation axis and its horizontal axis in the plane, along with

the value of rotation angle, are visualized intuitively in a polar-coordinate plot, as showed

in both aggregate and individual NERO plots in Fig. 5.15. Point Transformer [Zhao et al.,

2021] and ModelNet40 [Wu et al., 2015] dataset are the choices of model and dataset in this

section, though such selections could be arbitrary.
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Data Preparation. We use the ModelNet10 subset of the widely adopted ModelNet40 [Wu

et al., 2015]. And by convention, we follow the same data preparation procedure as in Qi et.

al. [Qi et al., 2017].

Model Preparation. When applying deep learning models on point cloud classifications,

permutations of the point clouds orderings is another common source of invariance besides

rotations. To make this demonstration more predictable, we exclude the effect from permuta-

tions by choosing the Point Transformer [Zhao et al., 2021] model, which is by design invari-

ant to permutations thanks to its self-attention operator. To show how NERO evaluations

distinguish between a non- and equivariant model, similar to §5.4, the Point Transformer

model was trained twice, first without and then with rotation augmentation, to create two

models that differ predictably.

Results. Fig. 5.15 shows the NERO interface for the two models discussed above. As in

the MNIST example of Fig. 5.3, model invariance is evaluated and visualized via aggregate

and individual NERO plots, connected with dimension reduction plots, with a different task-

appropriate detail display on the right. Looking at the aggregate NERO plots on the left,

we can observe that the original model (top) has a bright spot at the center, indicating that

it only performs well up to small rotations (both axis and rotation angles), whilst the DA

model (bottom) has a more uniform display across the plot, indicating that it is much more

invariant to rotations.

Individual NERO plots enable detailed investigations. The specific sample showed in

Fig. 5.15 is a bathtub. And its default orientation in the dataset is vertical in terms of the

x-y plane. From the bright yellow stripe in the top individual plot, we can observe that the

original model is only able to recover after rotations along vertical (z) axis, which are much

easier, while the augmented model (bottom) recognizes the bathtub across all axis-angle

represented rotations very well.
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Expert Evaluations. We invited the same expert from §5.5.1 to give us evaluations again.

This time, we focused more on collecting how it feels going from one interface (application)

to another.

It feels very similar, I am still able to quickly navigate myself to the places I am interested

in – the expert agrees that the similar high-level interface design successfully helps researchers

quickly adapt from one application to another – it is showing evaluation results way beyond

scalar metrics, which could be very useful when evaluating and debugging model behaviors

– the expert agrees again that NERO evaluation provides more thorough and informative

results than standard scalar metrics.

5.6 Conclusions

NERO represents a novel, interactive ML evaluation system that is built on model equiv-

ariance and basic group theory to address the inadequacies of evaluating ML models with

scalar metrics. The examples we have showed in §5.4, §5.5.1, §5.5.2, and §5.5.3 demonstrate

four settings where NERO evaluations better assess model performance by revealing model

equivariance and making black-box models more interpretable. In principle, the idea of using

aggregate, dimension reduction, and individual NERO plots, linked in an interactive inter-

face, extends natively to many other areas of ML research as well, facilitating findings and

explorations of various model behaviors.
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CHAPTER 6

DATA UTILIZATION IN INFERENCE

Auto-regressive models, commonly utilized in the field of NLP, have paved the way for decod-

ing algorithms that enhance model performance during inference time without the need for

additional training or finetuning [Bond-Taylor et al., 2021]. These models generate sequences

one token at a time, predicting each subsequent token based on the tokens generated so far.

This sequential generation process is pivotal for implementing novel decoding strategies that

dynamically adjust the generation based on the context established by preceding tokens. By

leveraging the inherent structure of auto-regressive models, novel decoding algorithms can

introduce real-time adjustments and optimizations during the sequence generation process.

Such enhancements can significantly improve the model’s accuracy, coherence and trust-

worthiness in generating responses. In this chapter, we introduce a data-centric decoding

approach, showcasing how enhanced data utilization can help achieve better performance

during decoding.

While large vision-language models (LVLMs) have demonstrated impressive capabilities

in interpreting multi-modal contexts, they invariably suffer from object hallucinations (OH).

In this chapter, we introduce HALC, a novel decoding algorithm designed to mitigate

OH in LVLMs. HALC leverages distinct fine-grained optimal visual information in vision-

language tasks and operates on both local and global contexts simultaneously. Specifically,

HALC integrates a robust auto-focal grounding mechanism (locally) to correct hallucinated

tokens on the fly, and a specialized beam search algorithm (globally) to significantly reduce

OH while preserving text generation quality. Additionally, HALC can be integrated into

any LVLMs as a plug-and-play module without extra training. Extensive experimental

studies demonstrate the effectiveness of HALC in reducing OH, outperforming state-of-the-

arts across four benchmarks.

This chapter is organized as follows: §6.1 discusses the general background of LVLMs
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and how OH has been a persistent challenge. §6.2 presents a critical review of the technical

literature that includes the assessment of OH as well as more detailed discussions on the

current challenges. §6.3 provides a clear problem formulation, analyzes the root cause of OH,

and proposes a possible solution, which later leads to the detailed illustration of our proposed

HALC in §6.4. We present the theoretical analysis on the key components of HALC in

§6.5, and illustrate empirical results in §6.6. The chapter concludes with a summary in §6.8,

synthesizing the main findings and contributions.

6.1 Introduction

The confluence of natural language processing (NLP) and computer vision (CV) has un-

dergone a transformative shift over the past years with the introduction of vision-language

models (VLMs) [Long et al., 2022, Zhu et al., 2023, Liu et al., 2023b]. Although VLMs

have shown exceptional proficiency in integrating and interpreting intricate data across both

textual and visual modalities, a significant challenge emerged as the phenomenon of object

hallucination (OH), where VLMs erroneously generate hallucinated objects and descriptions

within their outputs [Rohrbach et al., 2018]. Based on the different parts of the sentences that

are being hallucinated, OH can be categorized into three types: object existence, attribute,

and relationship hallucinations [Gunjal et al., 2023, Zhai et al., 2023].

OH has been a persistent challenge since the earlier stages of the VLM development [Rohrbach

et al., 2018]. And it has been gaining increased attention, especially when recent research

indicates that even the much more sophisticated and capable large vision-language models

(LVLMs) are not immune to it [Dai et al., 2022, Li et al., 2023, Guan et al., 2023]. Nu-

merous efforts have been devoted to mitigating OH in the context of LVLMs, including a

post-hoc approach that corrects the LVLM output after completion [Zhou et al., 2023], a

self-correction pipeline for OH mitigation [Yin et al., 2023], and various decoding strategies

that are tailored towards reducing OH via better textual or visual priors utilization [Huang
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et al., 2023, Leng et al., 2023].

Despite the efforts, these approaches are not yet fully satisfying in terms of eliminating

OH. More importantly, they mainly focus on mitigating object existence hallucination, while

assuming the attribute- and relationship-level hallucinations can be consequently corrected

through autoregressive decoding. Furthermore, their reliance on more powerful external

LVLMs [Yin et al., 2023], repeated processing [Zhou et al., 2023] or additional data [Gunjal

et al., 2023] complicates their adaptations to existing LVLMs and restricts their use cases.

The importance of OH reduction combined with the limitations in existing methods under-

score the urgent need for developing novel approaches.

To this end, we introduce Object Hallucination Reduction through Adaptive FocaL-

Contrast decoding (HALC), a novel decoding strategy designed to effectively counter OH

and can be easily integrated into any open-source LVLMs such as MiniGPT-4 [Chen et al.,

2023c], LLaVA [Liu et al., 2023b] and mPLUG-Owl2 [Ye et al., 2023]. HALC addresses

all three types of OH (existence, attribute, and relationship) while preserving linguistic

quality in both local and global levels; locally, it employs an adaptive focal-contrast grounding

mechanism to locate the fine-grained optimal visual information to correct each generated

token that might be hallucinating; and globally, it incorporates a matching-based beam search

that utilizes a visual matching score to steer the generation of the final outputs to balance

both OH mitigation and text generation quality.

The main contributions of this chapter are: (1) HALC, a novel, plug-and-play decod-

ing algorithm that significantly reduces OH in LVLMs while preserving outputs generation

quality; (2) an open-sourced platform that unifies all major OH reduction baselines and

state-of-the-arts (SOTAs) [Chuang et al., 2023, Zhou et al., 2023, Yin et al., 2023, Huang

et al., 2023, Leng et al., 2023], including HALC, into one framework providing convenient

evaluations supporting major LVLM backbones [Zhu et al., 2023, Chen et al., 2023c, Liu

et al., 2023b, Dai et al., 2023] and OH benchmarks and evaluation metrics [Rohrbach et al.,
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2018, Fu et al., 2023, Li et al., 2023, Liu et al., 2023a] and (3) comprehensive experimen-

tal studies that thoroughly evaluates HALC, demonstrating its superior capability in OH

reduction over existing approaches.

6.2 Related Work

6.2.1 Object Hallucination and its Assessment

OH refers to the phenomenon where vision-language models (VLMs), including both the

earlier BERT-based models [Li et al., 2019, Radford et al., 2021b] and the more recent

LVLMs [Liu et al., 2023b, Zhu et al., 2023, Tu et al., 2023, Cui et al., 2023, Wang et al., 2024],

erroneously generate unfaithful contents. More specifically, Gunjal et al. [2023] and Zhai et al.

[2023] proposed that OH could be categorized into three types: object existence hallucination

for the creation of non-existent objects, object attribute hallucination for providing mislead-

ing descriptions, and object relationship hallucination for depicting incorrect inter-object

relationships.

The most well-adopted metric specifically designed to evaluate OH is CHAIR [Rohrbach

et al., 2018], which was motivated after Rohrbach et al. [2018] discovered that existing metrics

that measure the output’s text quality, such as CIDEr [Vedantam et al., 2015], is misleading

at representing hallucinations (higher CIDEr score may correlate with higher OH). Another

notable and more recent metric is POPE [Li et al., 2023], which transforms the assessment of

OH into a binary classification problem where metrics such as precision, recall and accuracy

are used to represent the level of OH. In our evaluations, we utilize CHAIR and propose a

new metric based on POPE, named OPOPE, for thorough assessments of OH, while keeping

the standard text generation quality metrics such as BLEU [Papineni et al., 2002], as an

additional indicator to make sure little sacrifice in quality was made when mitigating OH.
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6.2.2 Challenges and Existing Approaches

OH has been a persistent challenge over the past years [Rohrbach et al., 2018]. Despite

numerous advancements in LVLMs [Dai et al., 2022, Li et al., 2023, Zhou et al., 2024],

none of them can produce faithful outputs without suffering from some level of OH. Various

strategies have been developed to this matter. For instance, Zhou et al. [2023] and Yin et al.

[2023] proposed post-hoc and self-correction pipelines, respectively. Huang et al. [2023]

and Leng et al. [2023] developed decoding strategies emphasizing better prior utilization.

While effective, these approaches often require powerful external LVLMs or additional data,

limiting their adaptability.

Distinct from these methods, HALC offers a novel decoding strategy that effectively re-

duces OH without necessitating extra LVLMs, training, or data. Integrating a novel adaptive

focal-contrast grounding mechanism, HALC addresses both local and global contexts in OH

reduction. Its compatibility with open-source LVLMs like MiniGPT-4 [Zhu et al., 2023] and

LLaVA [Liu et al., 2023b] further enhances its applicability. And as previous approaches

often study the problem under different settings and metrics [Zhou et al., 2023, Yin et al.,

2023, Huang et al., 2023, Leng et al., 2023], to promote the development of OH reduction in

general, we implement an open-source platform which hosts both the proposed HALC and

other methods, supporting various LVLM backbones and evaluation metrics.

6.3 Background and Motivation

6.3.1 Problem Formulation

We consider an LVLMMLVLM
θ parameterized by θ, with a general architecture consisting of

a vision encoder, a vision-text interface module, and a text decoder. For an image-grounded

text generation task, given a textual query x and an input image v, v is first processed by

the vision encoder into a visual embedding, then transformed by the interface module as
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the input to the text decoder together with the query x, and finally decoded into a textual

response y autoregressively. Formally, we have

yt ∼ pθ(·|v, x, y<t) ∝ exp fθ(·|v, x, y<t) (6.1)

where yt denotes the tth token, y<t is the token sequence generated up to time step t, and

fθ is the logit distribution (unnormalized log-probabilities) produced byMLVLM
θ .

OH happens when some parts of the text generation y conflicts with the input image

v. The goal of OH reduction is to minimize the occurrence of hallucination tokens and

preserve the faithfulness to v when addressing the query x, while maintaining a high-quality

generation of text y.

6.3.2 Why Does OH Occur?

OH in VLMs can be attributed to various factors, including but not limited to the inherent

biases in the training data caused by co-occurrence [Biten et al., 2022, Zhou et al., 2023],

visual uncertainty due to model’s statistical bias and priors [Leng et al., 2023], as well as

the limitations in current models’ ability to discern context and fact accurately during the

entire output generation process [Daunhawer et al., 2021]. Studies have also shown that OH

is not random but exhibits certain patterns and dependencies, such as its co-existence with

knowledge aggregation pattern [Huang et al., 2023], and the tendency to occur with objects

positioned later in the generated descriptions [Zhou et al., 2023].

A closer examination of these analysis suggests that the autoregressive nature of the

LVLMs may be a fundamental factor contributing to their hallucinatory behaviors. Specifi-

cally, autoregressive decoding makes LVLMs progressively rely more on textual information

including both the query x and the increasing history generations y<t, while unavoidably

reducing reliance on the visual input. This imbalance results in a significant deviation from
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accurate representation of the visual input, ultimately culminating in OH with behaviors and

patterns observed in the aforementioned studies [Zhou et al., 2023, Leng et al., 2023]. This

is especially obvious when longer responses are generated, which explains the correlation

between higher OH and larger maximum token lengths, as seen in Huang et al. [2023].

6.3.3 Fine-grained Visual Knowledge Reduces OH

To mitigate the disproportionate reliance on the textual and visual information during the

autoregressive text generation, the process can be enhanced by continuously incorporating

targeted visual information. As faithful text generations should guarantee that object-related

text tokens are well grounded in the visual input, we hypothesize that the generation can

benefit from focusing more on the fine-grained visual context for different object-related

tokens. For example, for an image showing a man holding a clock on the beach as in Fig. 6.2,

the generation of the clock token can be well grounded in a smaller region of the image, which

we call a specific visual context, ideally excluding the beach which is distracting. Therefore,

our key insight in mitigating OH lies in identifying a token-wise optimal visual context to

provide the most informative visual grounding while decoding a specific token.

We verify our hypothesis through an empirical pilot study. Fig. 6.1 shows the oracle per-

formance of OH levels when we rely on optimal visual contexts for tokens through brute-force

search, with greedy decoding on the MME benchmark [Fu et al., 2023] on three categories of

OH.1 We can see that for most cases, there are optimal visual contexts where decoding from

them eliminates over 84.5% of the hallucinations. This motivates our approach of identifying

different visual contexts for object-related token generations through adaptive focal-contrast

decoding, which is introduced in detail in the next section.

1. Details of this oracle analysis can be found in Appendix A.2.2
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Figure 6.1: On average, over 84.5% of the observed existence, attribute, and relationship
hallucinations are reduced by leveraging some optimal visual context v∗. Blue bar denotes
number of hallucinated tokens on each corresponding MME sub-task, while orange bar de-
notes results when decoding from the oracle v∗.

6.4 Methodology of HALC

An overview of the proposed HALC method is shown in Fig. 6.2. It operates at the token

level during generation, with reliance on fine-grained visual information represented by sam-

ples of different visual contexts. By recomputing the token distributions from different visual

context inputs and contrasting them, object-related token probabilities are redistributed to

reduce hallucinations dynamically within the generation steps. We describe the full proce-

dures below.

6.4.1 Object-related Token Identification

To focus on the most-probable hallucination sources and optimize time efficiency, we first

identify tokens that are related to objects to be processed by HALC. In particular, at each
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Figure 6.2: An overview of HALC. As LVLM autoregressively generates texts w.r.t. an image
input (e.g. a man holding a clock on the beach), the conventional decoding method may
hallucinate the clock as surfboard. However, HALC corrects this potential hallucination by
first locating its visual grounding vd, then sample n distinctive yet overlapping FOVs (e.g.
ṽs, ṽd, ṽl). Next, all FOVs are fed back into the LVLM, along with the current ongoing
response, obtaining n logits distributions. Then we compute Jensen-Shannon Divergence
(JSD) between each pair of the n distributions, and select the top m pairs, providing 2m next-
token candidates by bi-directional contrasted logits distributions. Each of the 2m candidates
are then appended to the k ongoing beams (beam search omitted in the figure for simplicity),
resulting in 2mk response candidates. Finally, k best responses are selected according to the
global visual matching score between current text and original image, completing the current
decoding round with the hallucinating token surfboard successfully corrected to clock.

generation step t, we acquire the part-of-speech (POS) tag [Honnibal and Montani, 2017]2

of the currently generated token from the modelMLVLM
θ . If the token belongs to noun, ad-

jective/adverb/number/verb/pronoun, or preposition, which correspond to object existence,

attribute, and relationship hallucinations, respectively, we redo the current token genera-

tion with HALC. For example, as seen in Fig. 6.2, the newly generated token surfboard is

identified as it may contribute to the object existence hallucination. Notice that we do not

2. We use the small-sized spaCy English pipeline (https://spacy.io/models/en) for tagging each
complete word.
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make any assumptions on whether or not the current token is hallucinating, instead, we only

determine if the token can be prune to hallucination solely based on its syntactic category.

6.4.2 Visual Context Retrieval

To identify the fine-grained visual information for the current token, we first retrieve a visual

context window vd = (wd, hd, pd) corresponding to the token, where wd and hd are the width

and height of the visual window, and pd is the center point. Specifically, we employ a zero-

shot detector Gd such as Grounding DINO [Liu et al., 2023c] or OWLv2 [Minderer et al.,

2023] to locate the token within the original image input v. Notably, despite the most

common use case of these zero-shot detectors is to locate objects, they are trained to also

provide good visual reference for adjective or prepositional phrase. This is because during

pre-training, the objective of these detection models is to associate words in text descriptions

with specific regions in images [Liu et al., 2023c], which naturally includes attributes and

relationships besides names.

Interestingly, we find that although the current token may technically be non-existing

when it represents a hallucination (e.g., surfboard in Fig. 6.2), it can still be accurately

located by the detector in practice, especially when the detector confidence threshold is set

to lower values.

6.4.3 Adaptive Focal-contrast Grounding

While off-the-shelf detectors establish a meaningful reference vd within the original image

input v, it is often not the optimal visual context for decoding. In Fig. 6.3, we show an

example of how token probabilities representing different objects change with different visual

context windows, or field of views (FOVs) input to the vision model in MLVLM
θ . In this

generation step, the ground-truth token “clock” (we call a victim token) is hallucinated to

“surfboard”. Although direct decoding from vd does not correct the hallucination as the
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Figure 6.3: Log-likelihood of object tokens w.r.t. visual context samples in the FOV space, at
the generation step in the example of Fig. 6.2. Exponentially expanding FOVs are adopted.
While obvious objects (e.g. beach, man) are stable with high likelihood, hallucinating objects
are either noisy (e.g. book) or shift gradually with the context (e.g. surfboard). The victim
token (e.g. clock) usually display a drastically peaking pattern (local maximum).

probability of “clock” is still low, we can see that there exists a better visual context window

v1 that can correct the hallucination, and the curve corresponding to the faithful token

“clock” displays a drastically peaking pattern. This is a sharp difference from the patterns of

other tokens, which display smaller contrasts when the visual contexts vary. This observation

motivates our approach of focal-contrast grounding to adaptively adjust the object-related

token probabilities, by sampling and selecting a range of most contrasting FOVs based on

their decoding probabilities to best approximate the optimal visual contexts.

FOV sampling. We first sample a sequence of n FOVs, v1, v2, . . . , vn, based on the initial

visual context vd. There could be different approaches to come up with different FOVs
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conditioning on vd. To attain a larger coverage of the input image quickly, one strategy to

sample FOVs is through an exponential expanding function, by setting

vi = (wi, hi, pi) =
(
(1 + λ)iwd, (1 + λ)ihd, pd

)
(6.2)

where wi, hi, pi are the width, height, and center of the FOV vi.

Dynamic visual context selection. Based on the observation from Fig. 6.3, we now

select a set of FOVs based on a contrastive criterion in the text decoding space to better

approximate the optimal visual context for the current token. In particular, after obtaining

n different FOVs, we feed these visual contexts back into the model3 MLVLM
θ , resulting in n

different probability distributions pi = pθ(·|vi, x, y<t) with i = 1, 2, . . . , n. Between any two

candidate FOVs, we adopt the following distance measure for the discrepancy between their

decoded token probability distributions

d(vi, vj) = JSD(pθ(·|vi, x, y<t) ∥ pθ(·|vj , x, y<t)) (6.3)

where JSD is the Jensen-Shannon divergence, a symmetric metric that measures the differ-

ence between two distributions. With the idea that more different FOV pairs are more likely

to include the optimal visual context for the current victim token generation, we dynamically

select the top m pairs with the largest distance according to Eq. (6.3).

Contrastive decoding. After obtaining top m visual context pairs with most discrep-

ancies in influencing the token output, we contrast the decoding probability distributions

(pi, pj) within each pair in order to amplify the information residing in one visual context

over the other. This would potentially recover the victim token over the hallucinated token

as the victim token enjoys a sharper contrast in the probability comparisons, especially when

3. We directly feed the cropped image to the FOV in the model.
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one of the visual contexts under comparison is near the optimal grounding. Specifically, we

redistribute the probabilities based on the contrast in log space [Li et al., 2022b] for a given

FOV pair (vi, vj), resulting in the following distribution

pvi/vj (·|vi, vj , x, y<t) ∝ exp
[
(1 + α)fθ(·|vi, x, y<t)

−αfθ(·|vj , x, y<t)
]

(6.4)

where fθ again is the logit distribution, α is the amplification factor where larger α indicates

a stronger amplification of the differences between the distribution pair (α = 0 simplifies

Eq. (6.4) to regular decoding from vi without contrast).

Unlike existing uni-modal contrastive decoding methods [Chuang et al., 2023, Gera et al.,

2023, Shi et al., 2023] that assign an expert and an amateur distribution in the contrast by

assuming the final or context-aware layer contains more factual knowledge, in our case defin-

ing an asymmetric expert distribution among a random pair of FOVs is non-trivial. For

example, the optimal visual context usually resides midway among growing FOVs, making

either overflowing or insufficient context result in hallucination, as seen in Fig. 6.3. There-

fore, as we have no knowledge where the optimal visual context resides, for each pair of

FOVs, we propose to contrast them bi-directionally, which contains both positive (larger

over smaller-sized FOV) and negative (smaller over larger-sized FOV) contrast to preserve

the completeness of FOV representations (as shown in Fig. 6.2). Essentially, this process

results in 2m candidate tokens by individual greedy decodings which will be further selected

by the matching-based beam search algorithm next.

6.4.4 Matching-based Beam Search

While our adaptive focal-contrast grounding in §6.4.3 focuses on local token corrections at

a single generation step, we adopt a sequence-level beam search algorithm [Anderson et al.,
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2016a] to globally maintain the text generation qualities. Specifically, with a beam size

of k, at an HALC decoding step at time t, the k beam sequences would generate 2mk

token candidates for yt in total from top m focal-contrast pairs. Different from existing

beam score designs [Borgeaud and Emerson, 2019] based only on textual information, we

rely on a global visual matching score to select the top k beams from 2mk candidates, by

comparing the similarity between the current text sequence y≤t and the original image v.

This maintains a diverse but faithful set of generations within the search. In practice, we

employ the Bootstrapping Language-Image Pre-training (BLIP) model [Li et al., 2022a] for

both text and image encoding and compute their similarity scores.

Combining all components, the full procedure of HALC is summarized in Algorithm 2.

Notice that by utilizing the fine-grained visual information at different levels for a single

generation step, we admittedly trade in some computation time for correcting token hal-

lucinations. More specifically, according to Biber et al. [2000], nouns, adjectives, adverbs,

numbers, verbs, and pronouns, which are tokens that will actually pass through HALC

decoding, comprise approximately 35% of the total words in modern English (we observe

similar sparse patterns in our experiments). POS tagging is observably fast in practice (we

used the spaCy package, which is highly optimized on CPU with the smallest tagger model,

which is only 12 MB in size4). Thus we will mainly discuss the time cost w.r.t. other modules

in HALC.

For each individual token, after its original decoding, HALC will utilize the detection

module to initialize the FOV sampling, for which we use Td to represent the detector time

cost. Next, each one of the n FOVs (in our experiments, n = 4, as shown in Table A.2)

are fed back into the LVLM for decoding, resulting in n ∗ TLV LM time cost, where TLV LM

represents the LVLM decoding time for a single step (although this may increase slightly as

the sequence grows longer). Other computations on top of the multiple decodings such as

4. https://spacy.io/models/en#en_core_web_sm
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contrasting the distributions can be ignored in comparison. Therefore, in summary, without

any parallelization, for a sequence of L tokens, HALC will cost approximately:

L ∗ TLV LM + L ∗ 0.35 ∗ (Td + n ∗ TLV LM ) = L ∗ ((1 + 0.35n) ∗ TLV LM + 0.35Td) (6.5)

In practice, when n = 4 and Td is relatively much smaller than TLV LM (the detection model

Grounding DINO we used was based on the Swin-Tranformer5 with 341M parameters), we

expect HALC to cost around 2.4x of the normal greedy decoding time expense.

However, the decoding passes for the extra n FOVs can essentially run in parallel

as they do not depend on each other. With parallelization, the time cost with n FOV

decoding is equal to the time cost for 1 FOV decoding, so the expected time cost will be

only approximately 1.35x of the greedy decoding. When the detection model time can not be

ignored and in the worst case it is the same as the decoding step time (which is unlikely as the

LVLMs we experimented with are 7B), the expected time cost would be 1.7x of the normal

greedy decoding. One way to increase the HALC decoding speed is through parallelization

of decoding from different visual contexts, where we can hope to spend at worst roughly

twice of the regular decoding time at HALC steps considering the whole sequence.6

6.5 Theoretical Analysis on FOV Sampling

Based on our observation (in Fig. 6.1 and Fig. 6.3) that there exists some underlying optimal

visual context v∗ within the original image v that can largely reduce the object hallucination

at the token level, our method aims to recover this optimal visual context v∗ based on a

sampling process conditioned on vd. To do so, we first select the visual contexts, or FOVs,

by taking a sequence of FOV samples starting from the initial vd based on an off-the-shelf

5. https://huggingface.co/docs/transformers/model_doc/swin

6. As HALC does not happen at every decoding step. There are also other overhead such as visual
grounding affecting the runtime.

127

https://huggingface.co/docs/transformers/model_doc/swin


Algorithm 2 HALC Decoding

Require: LVLMMLVLM
θ , text query x, image input v, grounding detector Gd, FOV sample

size n, beam size k, number of contrast FOV pairs m.
output Model response ynew.
1: repeat
2: At every decoding step t:
3: for b = 1 to beam size k do
4: MLVLM

θ decoding, obtain current token ybt
5: if ybt ∈ {existence, attribute, relationship} then
6: Retrieve visual context vbd ← Gd(ybt , v) ▷ §6.4.2
7: end if
8: if vbd ̸= {∅} then
9: Sample n FOVs v1, . . . , vn by expanding vbd

10: else
11: Randomly sample n FOVs v1, . . . , vn from v
12: end if ▷ §6.4.3
13: Compute pair-wise JSDs d(vi, vj), ∀i ̸= j ▷ §6.4.3, Eq. (6.3)
14: Select top-m candidate pairs ▷ §6.4.3
15: for i = 1 to m do
16: Apply bi-directional contrast (pvi/vj , pvj/vi),
17: get a pair of redistributed logits ▷ §6.4.3, Eq. (6.4)
18: end for ▷ ybnew with 2m candidates obtained
19: end for
20: Select top k candidates by visual matching ▷ §6.4.4
21: if vbd ̸= {∅} and ybnew = ybt then
22: ybnew ← [IDK] ▷ ybt is hallucinating, but no correction token was found
23: end if
24: ybt ← ybnew ▷ Hallucinating token ybt corrected
25: until each beam has terminated

detector. While we cannot guarantee that the initial visual grounding vd is sufficiently

accurate to approximate v∗ (and directly using vd could result in unstable behaviors), we

could effectively certify the robustness of our FOV sampling strategy in Theorem 6.5.1. To

preserve generality, consider the sampled FOVs are taken from a distribution π(·|vd), where π

can either follow normal distribution sampling around vd, or obey an exponential expansion

sampling strategy starting from vd.

Theorem 6.5.1. Let v∗ = (w∗, h∗, p∗) be the optimal visual context. Assume there exists

a tolerable neighborhood B(v∗, ϵ) = {v̂ : ∥v̂ − v∗∥ ≤ ϵ} around v∗, such that decoding from
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visual contexts within the neighborhood is robust:

D(pθ(·|v∗), pθ(·|v̂)) ≤ δ ≪ 1, ∀v̂ ∈ B(v∗, ϵ) (6.6)

where D(·, ·) ∈ [0, 1] is a symmetric discrepancy measure between two probability distribu-

tions, such as the Jensen-Shannon divergence, or the total variation distance.

Let vd = (wd, hd, pd) be the initial detection and vd = v∗ + η with perturbation η. The

minimum deviation of token probabilities from the optimum with n samples v1, v2, . . . , vn

distributed according to π(·|vd) is denoted as

hπ(v
∗, n) = min

i=1,...,n
D (pθ(·|v∗), pθ(·|vi)) (6.7)

(a) For normal distribution sampling πg(·|vd) ∼ N (vd, σ
2I), the minimum deviation above

is bounded as

hπg(v
∗, n) ≤ δ + (1− Cg(ϵ, η;σ))

n (6.8)

where Cg(ϵ, η;σ) ∈ (0, 1) is a constant depending on ϵ, η, σ, and the upper bound goes to δ

when n→∞.

(b) For exponential expansion sampling πe(·|vd) ∼ U(r ∈ [rmin, rmax]) with samples vr =

((1+λ)rwd, (1+λ)rhd, pd) uniformly from the r-space, under the conditions (i) |pd−p∗| < ϵ

and (ii) wd/hd = w∗/h∗, the minimum deviation in Eq. (6.7) is bounded below

hπe(v
∗, n) ≤ δ + (1− Ce(ϵ, v

∗, vd;λ))
n (6.9)

where Ce(ϵ, v
∗, vd;λ) ∈ (0, 1] is a constant depending on ϵ, v∗, vd, λ, and the upper bound goes

to δ when n→∞.

The proof of Theorem 6.5.1 is detailed in Appendix A.1. The neighborhood radius ϵ

around the optimal v∗ can be roughly interpreted as a valid range of optimal visual context
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to yield the correct prediction (e.g., [v1, v2] in Fig. 6.3). Typically the detection perturbation

∥η∥ > ϵ, making vd outside of the ϵ-neighborhood of v∗. Through FOV sampling according

to some π(·|vd), the above theorem establishes a formal guarantee that at least one of the n

samples achieves good approximation of the optimal v∗ in the decoding probability space, as

the deviation is closer to δ when n grows. The normal sampling distribution, concentrated

around vd, is preferred when vd has minimal perturbations from v∗. And an exponential

expansion sampling distribution, with a more averaged coverage of the sampling space, is

preferable when less prior of the task is available. In practice of our algorithm, we take

discrete integer values of r under the exponential expansion distribution for deterministic

sampling with n = 4, acquiring good efficiency and performance.

6.6 Experiments

Table 6.1: CHAIR evaluation results on MSCOCO dataset of LVLMs with different decoding
baselines and SOTAs designed for mitigating OH. Lower CHAIRS and CHAIRI indicate
less OH. Higher BLEU generally represent higher captioning quality, although existing work
has reported weak correlation between CHAIR and text overlapping quality metrics. Bold
indicates the best results of all methods.

Method MiniGPT-4 LLaVA-1.5 mPLUG-Owl2
CHAIRS ↓ CHAIRI ↓ BLEU↑ CHAIRS ↓ CHAIRI ↓ BLEU↑ CHAIRS ↓ CHAIRI ↓ BLEU↑

Greedy 30.87±5.45 12.33±2.07 14.33±0.00 20.80±0.08 6.77±0.07 15.93±0.00 23.20±0.35 8.33±0.28 15.37±0.00
Beam Search 29.56±6.09 11.36±0.99 14.94±0.00 18.67±0.38 6.30±0.05 16.17±0.00 21.67±1.61 7.63±0.40 15.77±0.00
DoLA 30.87±2.52 11.70±0.13 14.93±0.00 21.00±0.67 6.70±0.38 15.93±0.00 24.60±0.24 8.73±0.30 15.40±0.00
OPERA 30.00±0.43 11.67±0.22 14.87±0.00 21.13±0.12 6.73±0.18 16.27±0.01 22.13±0.86 7.57±0.16 15.53±0.00
VCD 30.27±0.44 12.60±0.45 14.33±0.00 23.33±5.66 7.90±0.53 14.67±0.01 27.27±7.32 9.73±1.22 14.40±0.00
Woodpecker 28.87±2.20 10.20±0.85 15.30±0.01 23.85±4.62 7.50±0.01 17.05±0.00 26.33±1.98 8.43±0.80 16.43±0.00
LURE 27.88±2.25 10.20±0.85 15.03±0.11 19.48±2.35 6.5±0.38 15.97±0.01 21.27±0.06 7.67±0.16 15.65±0.05

HALC 17.80±0.03 8.10±0.14 14.91±0.00 13.80±0.08 5.50±0.14 16.10±0.01 17.33±4.30 7.43±0.11 16.27±0.00

Benchmarks. We evaluate HALC on three benchmarks including (1) quantitative metrics

CHAIR [Rohrbach et al., 2018] and POPE [Li et al., 2023] on MSCOCO [Lin et al., 2014]

dataset; (2) general-purposed Multimodal Large Language Model Evaluation (MME) [Fu

et al., 2023] benchmark; and (3) qualitative evaluation benchmark LLaVA-Bench [Liu et al.,
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2023a]. These experiments comprehensively assess HALC’s capability on reducing OH in im-

age captioning, visual-question answering (VQA) and more challenging tasks that generalize

to novel domains.

Baselines. To effectively evaluate HALC, besides regular greedy decoding and beam search

baselines, we further involve layer-wise contrastive decoding SOTA DoLa [Chuang et al.,

2023], as well as SOTA methods specifically designed to mitigate OH, including OPERA [Huang

et al., 2023], VCD [Leng et al., 2023], Woodpecker [Yin et al., 2023] and LURE [Zhou et al.,

2023] in our analysis. All the results are acquired and benchmarked consistently with our

unified implementation. Please refer to Appendix A.2.1 for the detailed setting of our HALC.

LVLM Backbones. Three LVLMs including MiniGPT-4 V2 [Chen et al., 2023c], LLaVA-

1.5 [Liu et al., 2023b] and mPLUG-Owl2 [Ye et al., 2023] are used for both HALC and all

aforementioned baselines except Woodpecker and LURE, where Woodpecker utilizes Chat-

GPT [Brown et al., 2020b] during its self-correction process and LURE distills an extra

reviser model from GPT-4 [Achiam et al., 2023].

6.6.1 CHAIR and POPE on MSCOCO

Following existing evaluation procedures [Huang et al., 2023, Yin et al., 2023, Liu et al.,

2023b], we randomly sampled 500 images from the validation split of MSCOCO [Lin et al.,

2014] and conduct evaluations with both CHAIR and POPE. For each metric, we repeat

the experiments five times with different random seeds and report average and standard

deviations of all the runs.

CHAIR. Caption Hallucination Assessment with Image Relevance (CHAIR) [Rohrbach

et al., 2018] is a tailored tool created to evaluate the occurrence of OH in the task of image

captioning. Specifically, CHAIR measures the extent of OH in an image description by
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determining the proportion of the mentioned objects that are absent in the actual label set.

This metric includes two separate evaluation aspects: CHAIRS , which performs assessments

at the sentence level (proportion of the hallucinated sentences over all sentences ), and

CHAIRI , which operates at the object instance level (proportion of the hallucinated objects

over all generated objects). Lower scores indicate less OH.

We prompt all methods with “Please describe this image in detail.” and the results are

illustrated in Table 6.1. Besides CHAIRS and CHAIRI , we also report BLEU [Papineni

et al., 2002] as an assessment of the text generation quality. Table 6.1 demonstrates that

our proposed HALC consistently outperforms all the existing methods by a large margin.

Notably, a major advantage of HALC is its strong robustness, as can be observed by its much

lower standard deviations, especially when compared to the non-OH specific baselines. While

Woodpecker [Yin et al., 2023] has the highest generation quality BLEU scores, this can be

largely attributed to the fact that Woodpecker adopts ChatGPT, a much more capable LLM,

to organize the final outputs, which is not exactly a fair comparison to the other methods.

We also investigate how HALC performs with longer responses, as showed in Fig. 6.4,

where we plot both the number of generated (dashed) and hallucinated (solid) objects with

randomly sample 100 images. This experiment is important to further assess HACL’s ro-

bustness, as it is commonly believed that OH happens more with objects positioned later

in the responses [Zhou et al., 2023], as well as in longer responses [Huang et al., 2023]. We

observe that HALC is the only method that can keep even smaller number of hallucinations

while the number of generated objects increases, demonstrating its superior performance and

advantageous robustness in reducing OH.

POPE. Polling-based Object Probing Evaluation (POPE) [Li et al., 2023] evaluates OH

via a streamlined approach, which incorporates a list of yes-or-no questions to prompt LVLMs

for presence of positive and negative objects. When selecting negative (non-existing) objects

for prompting, POPE provides three sampling options: random, popular, and adversarial.
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Figure 6.4: Comparing four mainstream methods on the ratio of hallucination objects
(CHAIRI) v.s. the number of max tokens. The right axis (dashed line) indicates the total
number of generated objects. HALC outperforms all other methods by maintaining a low
ratio of hallucination with the increasing of generated objects.

We refer detailed explanations of the different options to its original paper [Li et al., 2023].

One distinct difference between POPE and CHAIR is that POPE relies on interacting

with the examined LVLM directly. While this requirement is not an issue when evaluating the

decoding-based baselines, it limits its adaptation to post-hoc methods such as LURE [Zhou

et al., 2023]. It also creates larger instabilities when the examined LVLM incorporates smaller

language backbones such as LLaMA-7B [Touvron et al., 2023], which has less robust chat

capability. To these concerns, we propose offline POPE (OPOPE), which keeps the object

sampling and yes/no query strategy from POPE, but replaces the live interactions with offline

checks. Specifically, instead of querying the model with “Is there a {} in the image? ”, where

“{}” is the queried object, we first ask the examined LVLM to give its detailed descriptions

of the image, and then manually check if the sampled positive/negative objects exist in the

captions when computing the OPOPE scores.
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Table 6.2: Proposed OPOPE evaluation results on MSCOCO dataset of LVLMs with differ-
ent decoding baselines and SOTAs designed for mitigating OH. Higher accuracy, precision,
and F score indicate better performance. Bold indicates the best results of all methods.

Method MiniGPT-4 LLaVA-1.5 mPLUG-Owl2
Accuracy↑ Precision↑ Fβ=0.2 ↑ Accuracy↑ Precision↑ Fβ=0.2 ↑ Accuracy↑ Precision↑ Fβ=0.2 ↑

Greedy 66.78±1.27 90.43±25.1 85.79±18.7 70.56±1.51 91.08±20.6 87.72±16.3 69.77±1.18 91.07±17.8 87.45±13.9
Beam Search 67.22±0.74 91.20±14.4 86.57±10.8 69.87±1.37 91.72±20.4 88.01±15.97 69.20±0.90 91.90±15.1 87.91±11.7
DoLA 67.06±1.19 90.84±23.1 86.22±17.3 70.69±1.50 90.87±19.8 87.59±15.74 70.17±1.69 91.97±24.5 88.30±19.26
OPERA 67.26±1.04 90.76±20.0 86.25±15.0 69.73±1.34 91.10±19.4 87.46±15.3 69.26±0.45 93.06±8.01 88.83±6.14
VCD 65.78±0.96 90.02±20.7 85.00±15.1 70.67±1.22 91.62±16.7 88.19±13.3 69.81±0.65 92.70±11.0 88.76±8.49
Woodpecker 67.78±0.88 91.33±16.66 86.91±12.6 69.80±0.54 91.80±8.41 88.04±6.56 68.90±1.02 92.22±17.98 88.05±13.77
LURE 68.14±0.99 90.95±17.34 86.76±13.23 70.00±1.53 90.89±21.9 87.38±17.3 69.24±1.60 90.54±23.37 86.85±18.28

HALC 66.76±0.68 91.95±15.0 86.92±11.1 70.59±0.82 92.94±12.18 89.22±9.55 70.12±0.98 91.94±15.1 88.26±11.85

We also adjust the main metrics for comparison. As it is more random for descriptions

to include the exact sampled hallucinated objects, false-negative (FN) and the resulting

recall become less trustable in the offline checks. Therefore, we propose to use F-beta,

instead of F-1, as the main metric of OPOPE, so that the final score relies less on the FN.

Specifically, we have Fβ = (1+ β2) · (precision · recall)/(β2 · precision+ recall), where we use

β = 0.2 throughout our experiments. The evaluation results incorporating OPOPE is shown

in Table 6.2. All the numbers are averaged results of the three sampling methods (random,

popular and adversarial, as in the original POPE), while the complete version of the table

is shown in Appendix A.4. HALC outperforms other methods in most of the settings.

6.6.2 MME

The Multimodal Large Language Model Evaluation (MME) [Fu et al., 2023] benchmark is

a comprehensive tool designed to quantitatively compare multimodal LLMs. Following Yin

et al. [2023], Leng et al. [2023], we utilize the “existence" and “count" subsets to evaluate the

object existence hallucinations and the “position" and “color" subsets for object attribute

and relationship hallucination. Please refer to Appendix A.3 for experiment details. The

comprehensive results across six methods are reported in Fig. 6.5, where HALC significantly

outperforms all the other methods on each sub-task, indicating an overall performance gain

in reducing OH while preserving generation quality.
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Figure 6.5: Comparison across OH baselines and SOTAs on four OH-critical MME subsets.
All methods adopt MiniGPT-4 as LVLM backbone. HALC outperforms all other methods
with a large margin: existence: +10.7%; position: +18.3%; color : +19.4% and count :
+20.2% in average.

6.6.3 LLaVA-Bench Qualitative Study

LLaVA-Bench [Liu et al., 2023a] is a collection of 24 images, where each image is paired with

a detailed, manually-crafted description and carefully selected questions. The questions are

divided into three categories: simple QA (conversation), detailed descriptions, and complex

reasoning. In this experiment, we leverage LLaVA-Bench as a case study to qualitatively

compare the decoding outputs of HALC with other methods. The results are shown in

Appendix A.5.

6.7 Analysis and Ablation Studies

6.7.1 Adaptive Focal-contrast Grounding

FOV Sampling initialization. The visual context retrieval process described in §6.4.2

utilizes detector output as a key component of the adaptive focal-contrast grounding algo-
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rithm introduced in §6.4.3. However, it is important to note that HALC primarily uses the

detector output as a initialization for the field of view (FOV) sampling process, rather than

depending heavily on it. In this section, we present empirical results to compare different

methods of sampling initialization, which include random sampling (selecting a random FOV

within the image), center initialization (selecting a fixed region in the center of the image),

original image initialization (using the entire image) and detector initialization (using the

detector output). More specifically, we include an extra detector model, OWLv2 [Minderer

et al., 2024], in addition to the Grounding Dino [Liu et al., 2023c] illustrated in previous

sections.

Table 6.3: HALC performance with different sampling initialization.

Init. CHAIRS ↓ CHAIRI ↓ OPOPE ↑ POPE ↑ BLEU ↑
Random 25.6 11.8 83.33 67.67 15.10
Center 23.9 11.2 86.62 69.10 14.80
Original 27.8 12.2 85.20 68.33 15.50
G. Dino 22.0 8.8 88.20 70.67 16.40
OWLv2 23.4 10.8 84.47 67.50 15.70

As shown in Table 6.3, both random and center initialization perform better than using

the original image as the visual input. This result confirms the robustness of the proposed

FOV sampling process. Additionally, both detectors deliver better performance than the

other initializations, further demonstrating that using a detector-grounded FOV provides an

effective starting point for the subsequent conditional FOV sampling process.

Exponential Expanding ratio. Besides initialization, another important parameter used

in adaptive focal-contrast grounding is the expanding ratio λ, which determines each sam-

pling FOV as in Eq. (6.2). Thus we further analyze the performance of HALC with different

expanding ratios.
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Table 6.4: HALC performance with different expanding ratios.

λ CHAIRS ↓ CHAIRI ↓ OPOPE ↑ POPE ↑ BLEU ↑
0.2 22.0 8.5 86.45 69.63 16.60
0.4 18.0 7.6 87.33 70.20 16.10
0.6 22.0 8.8 88.20 70.67 16.40
0.8 28.0 9.6 86.45 69.63 14.80
1.0 26.0 8.9 84.32 69.63 14.70

Table 6.4 demonstrates that an expanding ratio of 0.6 is optimal. We hypothesize that

the poorer performance associated with smaller or larger expanding ratios is due to that

smaller ratios increase the number of FOV samples, which presents greater challenges for

the global beam search. On the other hand, larger ratios decrease the granularity of the

FOV in the image, potentially leading to more severe hallucinations.

6.7.2 Global Beam Search

Beam sizes. As is common with all beam search algorithms, beam size k is a major

hyperparameter. Thus here we examine the performance of HALC w.r.t. different values of

k.

Table 6.5: HALC performance with different values of beam size k.

k CHAIRS ↓ CHAIRI ↓ OPOPE ↑ POPE ↑ BLEU ↑
1 36.0 14.6 88.20 70.49 15.40
2 22.0 8.8 88.74 70.67 16.40
3 26.0 9.8 87.65 70.67 15.40
5 29.6 11.1 86.33 70.14 15.70
8 33.3 13.8 87.73 70.14 15.50

Table 6.5 shows improved performance as the beam size initially increases from one. How-

ever, when the beam size reaches or exceeds two, the number of FOV samples also increases,
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making it more challenging for the global beam search module to select the optimal visual

context from all the samples, thus leading to a higher rate of hallucination. Furthermore,

as the beam size continues to increase, the variance of HALC’s performance also increases,

indicating that it will be more difficult to select the top candidate as the global matching

model also suffers from hallucination.

Scoring methods. Finally, we compare the BLIP and CLIP scoring models with random

selection to rank the beams.

Table 6.6: HALC performance with different scoring methods.

CHAIRS ↓ CHAIRI ↓ OPOPE ↑ POPE ↑ BLEU ↑
Random 26.6 12.8 85.45 68.45 15.20
BLIP 22.0 8.8 88.20 70.67 16.40
CLIP 23.4 10.0 87.67 71.96 15.60

As shown in Table 6.6, different scoring methods do not lead to large variations and they

all outperform random selection.

6.8 Conclusion

We present HALC, a novel decoding algorithm designed to mitigate OH in LVLMs. HALC

operates on both local and global levels, integrating a robust adaptive focal-contrast ground-

ing mechanism to better utilize fine-grained visual information for correcting hallucinated

tokens, and a specialized beam search algorithm that promotes further visually matched

generations. Comprehensive experiments demonstrate that HALC effectively reduces OH,

achieving SOTA performance while preserving sequence generation quality, and can be con-

veniently integrated into existing LVLMs without additional training or data. A benchmark-

ing tool was also built to support convenient comparisons across all available OH reduction

strategies comprehensively.
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CHAPTER 7

CONCLUSION

7.1 Overview of Dissertation Contributions

This dissertation has explored several critical aspects of data utilization in DL, emphasizing

on improving model robustness, efficiency, and trustworthiness. Key contributions include

the development of Direct Acquisition Optimization (DAO, Chapter 2) for efficient data

collection in environments with limited labeling resources; User-Centric Ranking (UCR,

Chapter 3) to improve data formulation in data-abundant situations such as training recom-

mender systems with large amount of user-item interactions; and RankCLIP (Chapter 4), a

novel pretraining method that enhances the robustness of vision-language models by incorpo-

rating ranking consistency. Additionally, this dissertation has proposed NERO (Chapter 5),

an evaluation tool that leverages interactive visualizations to provide a nuanced analysis of

model behaviors, and HALC (Chapter 6), a decoding strategy that significantly mitigates

object hallucinations in language models, thereby increasing the trustworthiness of their

outputs.

7.2 Implications of Findings

The methodologies developed in this dissertation advance the field of data-centric AI by

providing tools that not only enhance the performance of DL models but also contribute

to their interpretability and reliability. DAO and UCR demonstrate that effective data

utilization strategies can drastically optimize between model performance and dataset, in-

cluding both scarcity and abundance cases. RankCLIP offers a framework for leveraging

complex multimodal relationships, enhancing the generalization capabilities of AI systems

across diverse domains. NERO introduces a paradigm shift in model evaluation, moving be-

yond traditional metrics to a more nuanced understanding of model behavior across varied
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scenarios. HALC underscores the importance of context and fine-grained visual information

in generating reliable and meaningful outputs from language models.

7.3 Future Research Directions

While the approaches developed herein represent significant advancements, they also open

several avenues for further research. Future investigations could focus on enhancing the scala-

bility of DAO and UCR across larger datasets and diverse domains. Extending RankCLIP

methodologies to additional forms of multimodal data could further underscore its utility

and adaptability. Enhancements to NERO could involve accommodating a wider variety of

data sets and model architectures, thus broadening its applicability. Additionally, further

refinement of HALC could explore its efficacy in reducing hallucinations across other types

of generative models, broadening its impact.
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APPENDIX A

ADDITIONAL PROOF AND RESULTS OF HALC

A.1 Proof of Robust Certification of FOV Sampling in

Theorem 6.5.1

This section proves theoretical analysis on the robustness of HALC in approximating the

optimal visual context v∗ via sampling in the FOV space (Theorem 6.5.1). With certain

assumptions on v∗ and vd, we focus on demonstrating the certified robustness on the decoding

token probability distribution compared with that from the optimal visual context v∗, when

sampling different FOVs based on vd which is initially determined by an detector Gd.

The objective of HALC is to approximate the unknown optimal visual context for a

decoding step, thereby mitigating hallucination and enhancing the truthfulness of the LVLM

outputs. We approach the optimal proxy by sampling a series of n FOVs in the original image

v, starting from vd according to some sampling function π(·|vd). We focus on bounding the

minimum deviation of the decoding token probabilities from the optimum among the n FOV

samples, with the hope that we can always find some sample that is close to the optimal

v∗ during this process. And as the sample size n becomes larger, the minimum deviation

becomes smaller, indicating that we can better cover the optimal visual context v∗ within

the samples.1

Proof. Let v∗ = (w∗, h∗, p∗) be the optimal visual context, represented by a 3-tuple of its

width, height, and center point. The corresponding optimal token decoding probability dis-

tribution is pθ(·|v∗), where θ denotes the parameters of the LVLM MLVLM
θ , and we ignore

the condition on the textual query x and previously generated tokens y<t for simplicity.

1. The subsequent selection of the best sample is another question, which is not concerned in this proof.
We theoretically justify the existence of an “optimal” sample in the proof here, and HALC selects such a
sample by contrasting FOV pairs based on the observation illustrated in Fig. 6.3.
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We rely on a symmetric discrepancy measure D(·, ·) ∈ [0, 1] to compare the disparity be-

tween two probability distributions, such as the Jensen-Shannon divergence, or the total

variation distance. We assume that the model prediction is robust around v∗ against small

perturbations. In particular, we assume that there exists a tolerable small ϵ-neighborhood

B(v∗, ϵ) = {v̂ : ∥v̂ − v∗∥ ≤ ϵ} around v∗, such that

g(v∗, v̂) = D(pθ(·|v∗), pθ(·|v̂)) ≤ δ ≪ 1, ∀v̂ ∈ B(v∗, ϵ) (A.1)

Essentially, for any visual context window (or FOV) close enough to v∗, the output token

probability disparity is tiny, which is likely to result no difference in greedy decoding.

From the FOV detector Gd, the output visual context is denoted as vd = (wd, hd, pd),

which is in general not the optimal. We assume vd = v∗ + η in the 3-tuple vector space,

where η is the perturbation vector from the optimal. The detection perturbation is often

large enough with ∥η∥ > ϵ, making vd outside of the ϵ-neighborhood of v∗.

vd → v∗: If we directly use the detector output vd as an approximation of the optimal

visual context v∗, the output distribution deviation from the optimum, measured by g(v∗, vd),

is often unpredictable, when vd does not fall in the hypothetical tolerable region B(v∗, ϵ).

An example can be seen as the inaccurate detection vd in Fig. 6.3 results in the wrong token

prediction book. This prompts the need for our proposed FOV sampling approach with the

hope to find samples close to the optimal v∗.

π(·|vd) → v∗: Thus we consider sampling conditioned on vd in the FOV space to enhance

the robustness of optimal visual context approximation, hoping to find some sample that

is close to the optimal. To do this, we obtain an upper bound on the minimum deviation

from the output distribution among a collection of FOV samples. Assume π(·|vd) ∈ Ω is an

arbitrary sampling function conditional on the initial FOV detection vd, where Ω denotes

the sampling space over all potential visual contexts in the entire image v. π can either
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be a deterministic sampling function, or a stochastic sampling process with a probabilistic

distribution over Ω. Suppose we acquire n samples v1, v2, . . . , vn according to π(·|vd), we

denote the minimum deviation of the resulted token probability from that of the optimal

visual context v∗ as

hπ(v
∗, n) = min

i=1,...,n
g(v∗, vi) = min

i=1,...,n
D (pθ(·|v∗), pθ(·|vi)) (A.2)

where D is the aforementioned symmetric discrepancy measure between two probability

distributions, which is within the range of [0, 1]. Having a small value of hπ(v∗, n) would

indicate that we can find some visual context that is close to the optimal v∗ through n

samples.

We proceed to estimate the minimum deviation hπ(v
∗, n) from the optimal visual context

v∗ with n samples. We introduce a partition based on the occurrence of two probabilistic

events: the event A where at least one of the samples falls into the ϵ-neighborhood B(v∗, ϵ)

close to v∗, and its complement. Let us denote the probability of at least one sample falling

within B(v∗, ϵ) as P (A), and the complementary event’s probability as P (¬A) = 1− P (A).

Hence, we can express the minimum divergence hπ(v
∗, n) as a marginalization over these

events:

hπ(v
∗, n) = P (A) · [hπ(v∗, n)|A] + P (¬A) · [hπ(v∗, n)|¬A] (A.3)

Recognizing that for the one sample in the vicinity of v∗ in the event of A, its decoding

token probability deviation from the optimal is bounded by δ ≪ 1 based on our assumption.

Hence we have

hπ(v
∗, n) ≤P (A) · δ + P (¬A) · 1 ≤ δ + P (¬A) (A.4)
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Next, we consider two instances of the sampling function π(·|vd) that yield an upper bound

for hπ(v
∗, n).

Normal Distribution Sampling. Suppose sampling from π follows a stochastic process

following a normal distribution around vd. We denote this sampling process as πg(·|vd) ∼

N (vd, σ
2I), where we assume a variance of σ2 for each element of the visual context repre-

sentation (width, height, center) independently. For ṽ ∈ Ω, the probability of sampling ṽ

following the multivariate normal distribution is

q(ṽ; vd, σ
2I) =

1√
(2πσ2)s

exp

(
− 1

2σ2
(ṽ − vd)

⊤(ṽ − vd)

)

where s = 3 is the dimension of the FOV representation vector. The probability of event

¬A happening, which is none of n FOV samples falling within the ϵ-neighborhood of v∗, is

P (¬A) = P (∥v1 − v∗∥ > ϵ) ∧ P (∥v2 − v∗∥ > ϵ) ∧ · · ·P (∥vn − v∗∥ > ϵ) (A.5)

= P (∥ṽ − v∗∥ > ϵ)n (A.6)

= P (∥ṽ − (vd − η)∥ > ϵ)n (A.7)

From the normal distribution assumption of ṽ, we know that ṽ − (vd − η) also follows a

normal distribution N (η, σ2I). Therefore,

P (¬A) = (1− P (∥ṽ − (vd − η)∥ ≤ ϵ))n (A.8)

=

(
1−

∫

ν:∥ν∥≤ϵ
1√

(2πσ2)s
exp

(
− 1

2σ2
(ν − η)⊤(ν − η)

)
dsν

)n

(A.9)

=
(
1− Cg(ϵ, η;σ)

)n (A.10)
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where we use Cg(ϵ, η;σ) ∈ (0, 1) to denote the constant value given ϵ, η, and σ. Following

Eq. (A.4), we now have

hπg(v
∗, n) ≤ δ + (1− Cg(ϵ, η;σ))

n (A.11)

where the second term goes to 0 as n is increasing to larger values.

Exponential Expansion Sampling. Now suppose sampling from π follows an expo-

nential expanding process, where a sample can be expressed as vr = (wr, hr, pr) = ((1 +

λ)rwd, (1 + λ)rhd, pd) with an expanding factor λ (assuming λ > 0 without loss of gener-

ality) and some r.2 Essentially, the sample space comprises all fields of view (FOVs) that

maintain the same aspect ratio (i.e. wd/hd) and the same center pd with vd. Assume

the sampling is uniform among all possible FOVs in the sample space, which we denote as

πe(·|vd) ∼ U(r ∈ [rmin, rmax]), where rmin and rmax correspond to the smallest FOV al-

lowed (such as a few pixels) and the largest FOV possible (i.e. the entire original image v),

respectively.

For this sampling distribution, we introduce two moderate assumptions regarding the

initial detection vd. First, the center of the detection is relatively close to the optimum, such

that |pd−p∗| < ϵ. Second, The detection vd and the optimum v∗ share the same aspect ratio,

meaning wd/hd = w∗/h∗. This assumption is reasonable since the optimum is unknown,

and we can assume it adheres to the aspect ratio used by a standard detector.

We begin by deriving the range of r such that vr falls into the small neighborhood B(v∗, ϵ)

2. Besides expansion, this could also be an exponential shrinking process when r is negative. We abuse
the use of “expansion” for both.
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around v∗. We need

∥vr − v∗∥ ≤ ϵ (A.12)

=⇒ (wr − w∗)2+(hr − h∗)2 + (pr − p∗)2 ≤ ϵ2 (A.13)

=⇒ [(1 + λ)rwd − w∗]2+[(1 + λ)rhd − h∗]2 + (pd − p∗)2 ≤ ϵ2

(A.14)

...

=⇒ (w2
d + h2d)

(
(1 + λ)r − wdw

∗ + hdh
∗

(w2
d + h2d)

)2

≤ ϵ2 − (pd − p∗)2 − h2dh
∗2

(w2
d + h2d)

(
wd

hd
− w∗

h∗
)2

(A.15)

= ϵ2 − (pd − p∗)2 > 0 (A.16)

Denoting constants Ca =
ϵ2−(pd−p∗)2
(w2

d+h2d)
and Cb =

wdw
∗+hdh

∗

(w2
d+h2d)

, we get the range of r such that

vr ∈ B(v∗, ϵ) as

max

(
rmin,

log(Cb −
√
Ca)

log(1 + λ)

)
≤ r ≤ min

(
rmax,

log(Cb +
√
Ca)

log(1 + λ)

)
if Cb >

√
Ca

(A.17)

Or rmin ≤ r ≤ min

(
rmax,

log(Cb +
√
Ca)

log(1 + λ)

)
if Cb ≤

√
Ca

(A.18)

We further denote this range as r ∈ [Cmin(ϵ, v
∗, vd;λ), Cmax(ϵ, v

∗, vd;λ)], with rmin ≤

Cmin(ϵ, v
∗, vd;λ) < Cmax(ϵ, v

∗, vd;λ) ≤ rmax. Based on the independent uniform sam-

pling assumption, the probability of the event ¬A that none of the n samples fall into the

ϵ-neighborhood around the optimum B(v∗, ϵ) is

P (¬A) =
(
1− Cmax(ϵ, v

∗, vd;λ)− Cmin(ϵ, v
∗, vd;λ)

rmax − rmin

)n

= (1− Ce(ϵ, v
∗, vd;λ))

n (A.19)
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where we use Ce(ϵ, v
∗, vd;λ) ∈ (0, 1] to denote the constant value depending on ϵ, v∗, vd, λ.

Following Eq. (A.4), we then have

hπe(v
∗, n) ≤ δ + (1− Ce(ϵ, v

∗, vd;λ)))
n (A.20)

where the second term goes to 0 as n is increasing to larger values.

Discussion. In the above, we demonstrated that beginning with the initial detected visual

context vd, under certain mild conditions, acquiring n samples according to a distribution

π(·|vd) is an efficient method for identifying a sample that leads to a small bounded deviation

in the token decoding probabilities from those derived from the optimal visual context v∗.

The more samples acquired, the tighter the bound is. This provides a simple and robust way

of approximating the optimum.

Different sampling distributions have distinct characteristics. For normal distribution

sampling πg(·|vd) ∼ N (vd, σ
2I), the variance parameter σ2 determines the spread of the

samples and thus the likelihood of approximating the optimal v∗ within B(v∗, ϵ). For expo-

nential expansion sampling πe(·|vd) ∼ U(r ∈ [rmin, rmax]) with samples vr = ((1+λ)rwd, (1+

λ)rhd, pd), the parameter λ controls the rate of growth for the sampled visual contexts. In

practice, we apply discrete integer values of r to acquire different samples efficiently, thus λ

affects the sample coverage of the visual information around v∗.

The choice of the sampling distribution π is contingent upon factors such as the quality of

the detector Gd, the LVLM backboneMLVLM
θ , the textual query x, and the visual input v.

Specifically, the continuous normal distribution is advantageous for concentrated sampling

around vd, which is particularly effective when the detection perturbation η is small (meaning

vd is near v∗). In contrast, exponential expansion sampling covers an extended range of

visual contexts quickly, which is preferable when limited context information is obtained. In

scenarios where significant underestimation or overestimation in Gd detection is present, the
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exponential expanding strategy can discover the optimal visual context more effectively.

A.2 HALC Experimentation Details

A.2.1 Experimental Setups

The overall experiment settings is reported in Table A.1. While the regular greedy decoding

follows this setting, the beam search variant in our experiment essentially applies a token-

wise beam search based on accumulated probability scores of the previous tokens y<t. We

use the default code for implementation of these two baselines in HuggingFace Transformer-

sRepository [Wolf et al., 2020].3

Table A.1: Overall Experiment Settings

Parameters Value

Maximum New Tokens (CHAIR) 64

Maximum New Tokens (POPE) 64

Maximum New Tokens (MME) 128

Top-k False

Top-p 1

Temperature τ 1

The complete hyper-parameters for HALC in our experiments in §6.6 is reported in

Table A.2. Specifically, there are four major hyper-parameters that can actively adjust the

effectiveness of HALC to adapt to different task settings:

1. FOV Sampling Distribution: Typically, a normal distribution, which concentrated

around vd, provides a tighter bound under minimal perturbations, while an exponen-

tial expansion sampling distribution, with a more averaged coverage of the sampling

3. https://huggingface.co/docs/transformers
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space, is preferable when less contexts of the task is available. Thus to preserve gen-

erality in our experiment, we have employed the exponential expansion sampling with

exponential growth factor λ = 0.6.

2. Number of Sampled FOVs n: n determines the number of sampled FOVs in the sample

space. According to Theorem 6.5.1, while increasing n and adjusting the distribution

parameters can efficiently reduce minimum token probability deviations and enhance

the robustness against perturbed initial detection, it’s notable that the runtime costs

also raise with n. Consequently, we set n = 4 across all our experiments.

3. JSD Buffer Size m: For each beam in the overall beam search process (beam size

k), our bi-adaptive visual grounding module samples n visual contexts, which through

interpolated JSD calculation would produce n·(n−1)
2 JSD values in total. Then we

select the top m FOV pairs with relatively large discrepancy to produce contrastive

candidate distributions.

4. Beam Size k: The beam size k is set to adjust the diversity and range for HALC to

search for the best candidate captions. Essentially, the global visual matching score

module selects the top k diverse captions from 2m · k text sequence candidates passed

from the local adaptive visual grounding module. While a larger k involves a larger

search space and hopefully a better generation, the runtime cost also raises linearly

w.r.t. k. HALC adopts Bootstrapping Language-Image Pre-training (BLIP) [Li et al.,

2022a] for both text and image encoding when computing their cosine similarity scores.

Notably given the global search capability of our visual matching score module, HALC

seeks to preserve a more diverse set of captions within the beam buffer.

5. Other Hyperparameters : Our implementation inherits an additional hyperparameter,

adaptive plausibility threshold, originally from DoLA [Chuang et al., 2023].
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Table A.2: HALC Hyperparameter Settings

Parameters Value

Amplification Factor α 0.05

JSD Buffer Size m 6

Beam Size 1

FOV Sampling Exponential Expansion

Number of Sampled FOVs n 4

Exponential Growth Factor λ 0.6

Adaptive Plausibility Threshold 0.1

Regarding the comparison of HALC with SOTAs that are specifically designed for OH

mitigation, we adopt the code, hyper-parameters, and pre-trained models of each method

outlined in their public repositories and papers respectively. Specifically, the hyper-paratermers

for DoLa [Chuang et al., 2023]4 is reported in Table A.3; OPERA [Huang et al., 2023]5 is

reported in Table A.4; and the hyperparatermers for VCD [Leng et al., 2023]6 is reported in

Table A.5. For each of these baselines, we strictly follow their implementations and default

hyper-parameters as reported in the paper to reproduce their results.

Table A.3: DoLa Hyperparameter Settings

Parameters Value

Repetition Penalty θ 1.2

Adaptive Plausibility Threshold β 0.1

Pre-mature Layers [0, 2 · · · , 32]

4. https://github.com/voidism/DoLa

5. https://github.com/shikiw/OPERA

6. https://github.com/DAMO-NLP-SG/VCD
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Table A.4: OPERA Hyperparameter Settings

Parameters Value

Self-attention Weights Scale Factor θ 50

Attending Retrospection Threshold 15

Beam Size 3

Penalty Weights 1

Table A.5: VCD Hyperparameter Settings

Parameters Value

Amplification Factor α 1

Adaptive Plausibility Threshold 0.1

Diffusion Noise Step 500

Regarding post-hoc correction method woodpecker [Yin et al., 2023]7 and LURE [Zhou

et al., 2023]8 , we also strictly follow their implementations and hyper-parameters as reported

in the paper to reproduce their results. For woodpecker, we adopt their original code and

use OpenAI API to access GPT-3.5 Turbo. In average, per 500 images would result in

approximately $4.5 cost. For LURE, we also directly adopt their pre-trained projection

layer model (based on Minigpt4) to reproduce the results reported in this paper. All the

hyper-parameters are default.

Notably, to construct a standardized evaluation platform, we reorganize these repositories

and form a unified object hallucination evaluation benchmark released at https://github

.com/BillChan226/HALC. This benchmark repository provides at ease a unified access to

most of the announced LVLMs for various VQA tasks, evaluated by CHAIR [Rohrbach et al.,

7. https://github.com/BradyFU/Woodpecker

8. https://github.com/YiyangZhou/LURE
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2018] , POPE [Li et al., 2023], offline POPE (OPOPE), linguistic quality metrics and MME

scores [Fu et al., 2023] in a standardized pipeline.

A.2.2 Empirical Studies on Optimal Visual Contexts

We verify our insight that optimal visual context is important in correcting object hallu-

cination through an empirical pilot study. Fig. 6.1 shows the oracle performance of OH

levels when we rely on optimal visual contexts for tokens through brute-force search, with

greedy decoding on the MME benchmark [Fu et al., 2023] on three categories of OH sources.

Specifically, each MME sub-task contains 30 images, and we have followed [Leng et al.,

2023] and selected four sub-tasks (including existence, count, color, position) to evaluate the

hallucination in our analysis, in total 110 distinct images. Based on these images, we manu-

ally constructed multiple challenging questions (2-4 per image) that are likely to induce the

LVLM to hallucinate (e.g. queries based on co-occurrence statistics illustrated in [Li et al.,

2023] on some plausible but unfaithful objects that are likely to co-occur, some minor objects

in the distance). Then we take each question as a count unit and calculate the number of

hallucinations on word level (instead of token level) which could be attributed for each of

the three sources. Then for each question with a hallucination occurring, we search across

the original image input using a brutal-force breadth-first algorithms until the hallucinating

token is corrected to be consistent with the ground truth. This process effectively succeeds

to retrieve the optimal visual context for 54.0% of the questions. For those questions that

fail this brutal-force search, we further manually select the visual context candidates based

on human priors. In total, 84.5% of the questions that contain these three sources of hallu-

cinations can be eliminated with an explicit optimal visual context v∗.
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A.3 MME Experiment Details

The experiment details mostly follow Appendix A.2.2, where we adopt each sub-task of 30

images from the MME benchmark dataset 9, and reconstruct the question prompt following

offline POPE. Specifically, instead of simply asking a question with a binary yes/no answer,

we first ask the decoder to generate a detailed caption of the provided image and then check

whether the target positive/negative word existes in the caption. The detailed results are

reported in Table A.6. The corresponding figure result is shown in Fig. 6.5.

Table A.6: Comparison of Decoder Performances on 4 MME sub-tasks

Decoder Existence Position Color Count Max Tokens Num of Samples

HALC 155 73.33 141.67 93.33 128 110
Greedy 145 63.33 118.33 85 128 110
DoLa 145 60 118.33 85 128 110
Opera 135 56.67 115 80 128 110
VCD 135 70 133.33 70 128 110
LURE 140 60 108.33 68.33 128 110

9. https://github.com/BradyFU/Awesome-Multimodal-Large-Language-Models/tree/Evaluation
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A.4 Comprehensive OPOPE Results

Table A.7: Detailed OPOPE results with random, popular and adversarial samplings.

Setting Model Decoding Accuracy Precision Recall F0.2 Score

Random

MiniGPT-4

Greedy 68.30 97.24 37.67 91.67
Beam Search 68.37 96.30 38.20 90.98
DoLa 68.50 97.27 38.07 91.78
OPERA 68.67 96.98 38.53 91.63
VCD 67.10 96.22 35.60 90.30
Woodpecker 69.07 96.99 39.366 91.83
LURE 69.50 96.65 40.4 86.76
HALC 67.90 97.36 40.4 91.74

LLaVA-1.5

Greedy 72.20 97.17 45.73 93.14
Beam Search 71.33 97.48 43.80 93.09
DoLa 72.30 96.78 46.13 92.86
OPERA 71.20 96.76 43.87 92.47
VCD 72.07 96.89 45.60 92.87
Woodpecker 70.83 95.89 43.53 91.65
LURE 71.67 97.24 44.6 93.02
HALC 71.87 97.86 44.73 93.58

mPLUG-Owl2

Greedy 71.27 96.91 43.93 92.62
Beam Search 70.50 97.26 42.20 92.61
DoLa 71.47 96.92 44.33 92.69
OPERA 70.17 96.92 41.67 92.22
VCD 70.93 97.31 43.07 92.81
Woodpecker 70.27 97.99 41.38 93.09
LURE 70.83 96.71 43.13 92.30
HALC 71.50 97.38 44.20 93.07

Popular

MiniGPT-4

Greedy 66.43 88.70 37.67 84.30
Beam Search 67.00 90.09 38.20 85.62
DoLa 66.8 89.50 38.07 85.08
OPERA 66.80 88.65 38.53 84.43
VCD 65.47 65.47 35.60 83.64
Woodpecker 67.37 89.47 39.37 85.29
LURE 67.8 89.38 40.4 85.40
HALC 66.37 90.02 36.80 85.27

LLaVA-1.5

Greedy 70.27 89.79 45.73 86.58
Beam Search 69.80 91.25 43.8 87.6
DoLa 70.43 89.75 46.13 86.60
OPERA 69.63 90.51 43.87 86.95
VCD 70.57 91.08 45.60 87.71
Woodpecker 69.37 90.07 43.53 86.51
LURE 69.63 89.32 44.6 86.00
HALC 70.03 90.74 44.67 87.28

mPLUG-Owl2

Greedy 69.30 89.13 43.93 85.74
Beam Search 68.83 90.27 42.20 86.48
DoLa 69.53 89.35 44.33 85.99
OPERA 69.03 92.02 41.67 87.94
VCD 69.43 91.10 43.07 87.35
Woodpecker 68.58 90.73 41.38 86.75
LURE 69.17 89.99 43.13 86.38
HALC 69.63 89.95 44.20 86.50

Adversarial

MiniGPT-4

Greedy 65.60 85.35 37.67 81.38
Beam Search 66.3 87.21 38.20 83.11
DoLa 65.87 85.74 38.07 81.80
OPERA 66.3 86.66 38.53 82.68
VCD 64.77 85.44 35.60 81.08
Woodpecker 66.88 87.53 39.37 83.60
LURE 67.13 86.82 40.4 83.14
HALC 66.00 88.47 36.80 83.94

LLaVA-1.5

Greedy 69.23 86.30 45.73 83.44
Beam Search 68.47 86.45 43.8 83.33
DoLa 69.33 86.07 46.13 83.30
OPERA 68.37 86.01 43.87 82.95
VCD 69.37 86.91 45.60 83.99
Woodpecker 69.20 89.45 43.53 85.96
LURE 68.7 86.1 44.6 83.13
HALC 69.87 90.21 44.67 86.80

mPLUG-Owl2

Greedy 68.73 87.16 43.93 83.98
Beam Search 68.27 88.17 42.20 84.63
DoLa 68.87 87.02 44.33 83.91
OPERA 68.57 90.22 41.67 86.35
VCD 69.07 89.69 43.07 86.10
Woodpecker 67.85 87.94 41.38 84.29
LURE 67.73 84.91 43.13 81.86
HALC 69.23 88.50 44.20 85.21
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A.5 Experiment Results on LLaVA-Bench

As discussed in §6.6.3, we leverage LLaVA-Bench [Liu et al., 2023a] as a case study to

qualitatively compare the decoding outputs of HALC with other methods. Results generated

by HALC and other OH reduction baselines incorporating mPLUG-Owl2 [Ye et al., 2023],

MiniGPT-4 [Zhu et al., 2023, Chen et al., 2023c], and LLaVA [Liu et al., 2023b] LVLM

backbones are shown in Fig. A.1, A.2 and A.3 respectively. In all the plots, red fonts

indicate OH, including any of the object existence, attribute or relationship hallucinations.
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HALC: The image is a painting of a face, resembling the famous
Mona Lisa’s portrait. The painting is done in a modern style,
with a blend of colors and textures. The woman's face is the
main focus of the painting, and her expression appears to be
calm and serene. The background is slightly blurred, adding
depth to the artwork.

Greedy: The image is a painting of a woman, possibly a Mona 
Lisa-style portrait, with a smile on her face. She is wearing a 
necklace and appears to be looking directly at the viewer. The 
painting is set against a backdrop of a mountain landscape, 
adding a sense of depth and beauty to the composition.

OPERA: The image features a painting of the famous Mona
Lisa, a portrait of a woman attributed to the Renaissance artist
Leonardo da Vinci. The Mona Lisa is known for her enigmatic
smile and captivating gaze. The painting is displayed on a wall,
showcasing the artwork's beauty and historical significance.

VCD: The image is a painting of the famous Mona Lisa,
capturing the enigmatic smile of the subject. The artwork is
displayed on a wall, and it features a blue background that
accentuates the painting's colors and the subject's eyes,
making the painting stand out. The Mona Lisa is the central
focus of the artwork, showcasing her famous smile and
captivating gaze.

HALC: The image showcases a beautiful view of a mountain range with a
large, sandy beach in the foreground. The beach is bustling with activity,
with numerous cars and trucks parked along the shore. In the
background, the city can be seen, stretching across the landscape. The
sky above the scene is filled with clouds, adding to the picturesque
atmosphere. The combination of the mountain range, the beach, and the
city creates a captivating and dynamic scene.

Greedy: The image showcases a beautiful view of a mountain range with
a large, sandy beach in the foreground. The beach is bustling with
activity, with numerous people enjoying the sunny day. Some of the
people are standing closer to the water, while others are scattered along
the beach, engaging in various activities. In the background, the
mountain range stretches across the horizon, creating a picturesque
scene. The combination of the sandy beach, the lush green mountains,
and the blue ocean creates a serene and inviting atmosphere.

OPERA: The image showcases a breathtaking view of a mountainous area
overlooked by water. A sandy beach stretches along the coast,
surrounded on three sides by mountains. In addition to the beach, there
are several boats visible in the water, adding to the picturesque scene. A
few people can be seen scattered around the beach, enjoying the
beautiful surroundings. Some of them are closer to the water, possibly
swimming or sunbathing, while others are further back on the beach.

VCD: The image depicts a picturesque view of a mountainous landscape
with a beautiful blue ocean in the background. The ocean water is visible
near the bottom of the image, with a sandy beach extending along the
shoreline. The water appears to be calm and inviting, creating a serene
atmosphere. The mountainous area is characterized by a series of hills
and mountains, with some of them rising steeply and others gently. A
few people can be seen scattered throughout the scene, likely enjoying
the natural beauty of the area.

Figure A.1: LLaVA-Bench results comparing HALC and other methods with mPLUG-
Owl2 [Ye et al., 2023] backbone.
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HALC: The image shows a dining table with a
variety of items on it, including a bowl of noodles, a
cup of green tea, and some other dishes. The bowl
is placed in the center of the table, surrounded by
several bowls containing different foods. A cup of
green tea is near the top right corner of the table. A
spoon can be seen resting on the table, close to the
bowl of noodles.

Greedy: The image shows a bowl of noodles with
chopsticks and a spoon on the side. The bowl of
noodles is filled with a variety of ingredients,
including meat, vegetables, and sauce. The
background of the image is a wooden table with a
red and white checkered tablecloth. There are also
two glasses of beer on the table.

OPERA: The image shows a bowl of ramen noodles 
with chicken and vegetables on the side. The bowl 
of ramen noodles has a clear broth with chicken and 
vegetables on the side. The noodles are cooked and 
have a chewy texture. The chicken is cooked and 
has a crispy texture. The vegetables are cooked and 
have a crunchy texture. The table is made of wood 
and has a red and white checkered tablecloth on it.

VCD: The image is a table with a bowl of noodles 
and some vegetables in it. There are also some 
chopsticks on the table. There are two chairs on 
either side of the table, and a vase of flowers on the 
table. The background of the image is a wall with a 
large window with a view of a city street.

HALC: The image is a toy of a dinosaur with glasses
on its face. The dinosaur is made of plastic and has
a red and orange flame on its back. The flame is
made of plastic and has a red and orange color.
The dinosaur is standing on its feet and has a pair
of glasses on its face. The dinosaur has a smiling
expression on his face.

Greedy: The image is a toy of a dinosaur with 
glasses on its face. The dinosaur is made of plastic 
and has a red and orange color scheme. The 
glasses are made of plastic and have a black frame 
and lenses. The dinosaur is standing on its hind legs 
and has a long tail. The image is a toy of a dinosaur 
with glasses on its face. The dinosaur is made of 
plastic and has a red and orange color scheme. 

OPERA: The image is of a toy dinosaur with glasses
on its face. The dinosaur is made of plastic and has
a red and orange flame on its back. The dinosaur is
standing on its hind legs and has a smile on its face.
The image is of a toy dinosaur with glasses on its
face. The dinosaur is made of plastic and has a red
and orange flame on its back. The dinosaur is
standing on its hind legs and has a smile on its face.

VCD: The image is a toy flamingo with a red body
and orange wings. It has a pair of glasses on its
head and is standing on its hind legs. The toy is
made of plastic and has a smooth surface. The
image is a toy flamingo with a red body and orange
wings. It has a pair of glasses on its head and is
standing on its hind legs. The toy is made of plastic
and has a smooth surface. The flamingo has a
cartoonish appearance, with large eyes and a
smiling expression.

Figure A.2: LLaVA-Bench results comparing HALC and other methods with MiniGPT-
4 [Zhu et al., 2023, Chen et al., 2023c] backbone.
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HALC: The image features a man standing on the
back of a yellow taxi cab, holding a blue white
towel. He appears to be ironing clothes while riding
in the taxi. The taxi is driving down a busy with
other such as a and a car visible in the scene. The
man manages to balance himself on the back of the
taxi, making the scene quite unique and interesting.

Greedy: The image features a man standing on the
back of a yellow taxi cab, holding a blue shirt. He
appears to be ironing the shirt while the taxi is in
motion. The taxi is driving down a busy street, with
other vehicles such as a truck and a car visible in the
scene. Additionally, a traffic light can be seen in the
background, indicating that the taxi is driving
through an intersection.

OPERA: In the image, a man is standing on the back
of a yellow taxi cab, ironing clothes. He is wearing a
yellow shirt and appears to be focused on his task.
The taxi is surrounded by other vehicles, including a
truck on the left side and a car on the right side of the
scene. Additionally, there is a handbag placed near
the center of the scene, possibly belonging to the
man ironing clothes or someone else in the vicinity.

VCD: The image depicts a busy street scene where a
man is standing on top of a car, ironing clothes. He
is positioned towards the center of the scene, and
there are multiple other people visible in the area.
Various vehicles are present on the street, including
a truck on the left side, a bus on the right side.
There are also a few more cars on the right side of
the image, near the background.

HALC: The image features a young boy wearing a suit 
and tie, with a red bow tie. He is wearing glasses 
and has a smiling expression on his face. The boy 
appears to be the main focus of the scene, with the 
rest of the image being blurry. The suit and tie give 
him a formal and polished appearance.

Greedy: The image features a young man wearing a 
suit and tie, with a red bow tie. He is wearing 
glasses and has a smiling expression on his face. The 
man appears to be the main focus of the scene, 
with the rest of the image being blurry. The suit and 
tie combination, along with the red bow tie, gives 
the impression that the man is dressed up for a 
special occasion or event.

OPERA: The image features a young boy wearing 
glasses and a red bow tie, standing in front of a 
building. He appears to be the main focus of the 
scene. The boy is wearing a suit and tie, giving him a 
formal and polished appearance. The building in the 
background adds to the overall setting of the image.

VCD: The image depicts a young boy wearing a blue 
suit with a red bow tie. He is dressed in a business 
suit, and his face is adorned with a pair of glasses. 
The boy has a charming smile and appears to be 
posing for a picture. In the background, there is a 
person partially visible, possibly taking the photo.

Figure A.3: LLaVA-Bench results comparing HALC and other methods with LLaVA [Liu
et al., 2023b] backbone.
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