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ABSTRACT 

This three-parts thesis presents discovery of the molecular mechanisms underpinning 

hematopoiesis and its dysregulation in cancer. Identifying tumor suppressor genes on 

chromosome regions affected by aneuploidy has been historically challenging due to the large 

number of genes involved. The first part of the thesis leveraged published genome-wide 

perturbation screen data and advancement in machine learning algorithms in recent years. 

This work led to a supervised machine learning workflow that systemically predicted the 

tumor suppressor gene-like activities for all chromosome 7 genes. The second and third parts 

focus on the multifaceted roles of CUX1 as a pioneer transcription factor. CUX1 is a 

homeodomain-containing transcription factor (TF) that is essential for development and 

differentiation of multiple tissues. CUX1 is recurrently mutated or deleted in cancer, 

particularly in myeloid malignancies. However, the mechanisms by which CUX1 regulates 

gene expression and differentiation remain poorly understood, creating a barrier to 

understanding the tumor suppressive functions of CUX1. Herein, we demonstrate that CUX1 

directs the BAF chromatin remodeling complex to DNA to increase DNA accessibility in 

hematopoietic cells. CUX1 preferentially regulates lineage-specific enhancers, and CUX1 

target genes are predictive of cell fate in vivo. Moreover, the thesis illuminates the intricate 

relationship between CUX1 and GATA1, two key regulators in erythropoiesis. In erythroid 

differentiation, CUX1 dynamically shifts binding targets from hematopoietic stem cell (HSC) 

-specific enhancers to erythroid specific enhancers co-bound by GATA1. CUX1 gatekeeps 

GATA1 from abnormal and promiscuous binding by direct physical shielding and indirect 

mechanisms. These data indicate that CUX1 possesses pioneer factor activities to 

epigenetically regulate hematopoietic lineage commitment and homeostasis. CUX1 

deficiency disrupts these processes in stem and progenitor cells, facilitating transformation. 

In the erythroid branch of hematopoiesis, CUX1 promotes healthy differentiation through 



 xiv 

ensuring proper GATA1 binding. By bridging molecular insights from aneuploidy, CUX1 

epigenetic regulatory mechanisms, and CUX1-GATA1 interaction, this thesis provides novel 

insights of the molecular machinery governing hematopoiesis and offers novel perspectives 

on cancer biology and treatment strategies. 
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CHAPTER 1: INTRODUCTION 

1.1 Aneuploidy in cancer 

Chromosomal instability (CIN), manifested as structural or numerical chromosomal 

abnormalities, is a fundamental hallmark of cancer. Structural chromosome rearrangements 

have been extensively investigated and shown to play important roles in tumorigenesis by 

activating oncogenes and deactivating tumor suppressor genes (TSG).1 A classic example is 

the chromosome translocation that creates the BCR-ABL oncogene that drives chronic 

myeloid leukemia (CML).2 The discovery subsequently led to the development of the life-

saving tyrosine kinase inhibitor, imatinib. Despite progress in understanding structural 

chromosome rearrangement, the significance of numerical chromosome alterations, known as 

aneuploidy, in tumor development is less well understood. 

Aneuploidy, induced by CIN, was initially defined as numerical aberration across the 

entire chromosome.3 However, recent pan-cancer analyses have expanded this definition to 

include gains or losses of chromosome arms, a condition termed "partial aneuploidy".4 The 

phenomenon of aneuploidy was first observed by David von Hansemann in the late 19th 

century in epithelial tumor cells and was further studied by Theodore Boveri in the early 20th 

century through experiments in sea urchin eggs, leading to the hypothesis that malignant 

tumors may arise from abnormal chromosomal constitutions.5 Aneuploidy primarily arises 

from errors in chromosome segregation processes, with merotelic attachments, spindle 

assembly checkpoint failures, and chromosome cohesion defects as principal mechanisms.6,7  

Aneuploidy is frequently detected in cancer, with a widespread presence in various 

blood and solid tumor types.8–11 The Mitelman Database reports that nearly 90% of all solid 

tumors and 50% of blood cancers display aneuploidy. Large-scale DNA copy number 

https://mitelmandatabase.isb-cgc.org/
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analyses show that up to a quarter of the typical cancer cell genome is affected by whole-

chromosome or whole arm somatic copy number alterations.12,13  

For healthy cells, aneuploidy generally has a detrimental effect on the fitness by 

damaging essential pathways such as proliferation, DNA damage repair and cellular 

metabolism.13–15 However, for cancer cells, the effect of aneuploidy on cancer is context 

dependent. Aneuploidy could either promote or suppress tumorigenesis depending on tumor 

type, stage, type of genes on the affected regions, immune interactions, and tumor 

microenvironment.16  

On the one hand, studies have shown that introducing extra copies of chromosomes 

could function as tumor suppressors,17 and a pan-cancer genome-wide analysis showed that 

frequency of aneuploidy is inversely correlated with number of coding genes on the 

chromosomal regions affected,12 suggesting that aneuploidy could carry a fitness penalty for 

cancer cells.  

On the other hand, aneuploidy usually promotes genome instability, which is the 

substrate for malignant transformation.18 There is abundant evidence suggesting aneuploidy 

promotes tumorigenesis. For example, aneuploidy could confer a survival advantage to 

cancer cells under conditions of stress in vitro,19 drives tumorigenesis by inactivating TSGs  

or overexpressing oncogenes,20,21 and promotes epithelial-to-mesenchymal transition and 

metastasis by activating the cGAS-cGAMP-STING pathway.22 Furthermore, emerging 

evidence showed that aneuploidy might be exploited by cancer cells to delay cell cycle and 

negatively impact drug metabolism processes.23–25 Clinically, aneuploidy has been used as a 

prognostic marker for various cancer types. High levels of aneuploidy are generally 
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associated with poorer prognosis in most human cancer, while only a small proportion of 

aneuploidy is associated with better prognosis.16,26,27 

Despite these widespread implications of aneuploidy in cancer, a formidable 

challenge is to understand the molecular mechanisms of individual genes on the chromosome 

regions impacted by aneuploidy. This has been difficult for primarily two reasons. First, the 

impacted chromosome or chromosome arm regions typically contain hundreds or even 

thousands of genes, and the genes on these regions could act cooperatively. This complexity 

makes elucidation of individual gene’s function difficult. Second, under certain contexts, it is 

unclear whether aneuploidy drives oncogenesis, or is merely a passenger effect due to the 

severe dysregulation of cancer cells.10 Despite all these challenges, elucidating the roles of 

specific genes and pathways affected by aneuploidy in specific cancers is crucial to 

understand how cancers form and generate new therapeutic strategies. Advancement in 

precise genetic manipulation tools such as RNAi and CRISPR, and high throughput genetic 

screens have vastly enabled our ability to interrogate the phenotypical contribution of specific 

aneuploidy-associated genes, through either gain-of-function or loss-of-function screens. For 

the first time, we can identify putative oncogenes or tumor suppressors by deleting or 

knocking in a copy of the gene and investigate the effect on cellular phenotypes such as 

proliferation, for hundreds and even thousands of genes at the same time. 

1.2 -7/del(7q) in myeloid malignancies 

Aneuploidy-associated chromosomal duplications, deletions and translocations have 

frequently been reported in hematopoietic malignancies. In fact, the first chromosomal 

translocation associated with the pathogenesis of cancer was identified in hematopoietic 

cells.28 The loss of all chromosome 7 (Monosomy 7 or -7) or the long arm (del(7q)) is one of 
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the most recognized high risk cytogenetic abnormalities in pediatric and adult myeloid 

malignancies.29 (Figure 1.1, Table 1).  

Table 1: The prevalence of -7/del7(q) in myeloid malignancies     

 

Figure 1.1. Karyotype of normal chromosome 7 (top), 

monosomy 7 (or -7, bottom left), and del7(q) (Bottom right) 

 

 

 

 

 

Cancer type % cases with -

7/del(7q) 

Source 

De novo acute myeloid leukemia (AML) 10-15% PMID: 27276561 

Myelodysplastic Syndrome (MDS)-Adults 14% PMID: 18414863 

Myelodysplastic Syndrome (MDS)-Pediatric 40% PMID: 29146900 

Chronic Myelomonocytic Leukemia (CMML) 14% PMID: 11806985 

Juvenile Myelomonocytic Leukemia (JMML) 33% PMID: 10086728 

Myeloid Neoplasms-post cytotoxic therapy 

(MN-pCT) 

50% PMID: 12623843 
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-7/del(7q) was first observed as a frequent cytogenetic abnormality in AML more than 

half a century ago.30  -7/del(7q) is detected in clonal hematopoiesis and found to be initiating 

events in malignant transformation.31,32 -7/del(7q) has been shown to be involved in diseases 

including bone marrow failure,  myelodysplastic syndrome (MDS), aplastic anemia, acute 

myeloid leukemia (AML) and therapy related myeloid neoplasms (t-MN).33–37  Clinically, -

7/del(7q) is considered an adverse prognostic event associated with higher risk MDS, faster 

transformation to AML and poor overall survival in AML.38,39 There is also evidence 

suggesting -7/del(7q) as the driver event in myeloid diseases. For example, a study found 

~30% of pediatric MDS patients with -7/del(7q) had no other detected cytogenetic 

abnormalities in the genomic coding region, indicating -7/del(7q) alone might be an early 

driver in disease development.40 

Despite the important clinical implications of -7/del(7q), the underlying mechanism 

that promotes transformation remained elusive. Key TSGs were postulated to reside on 

chromosome 7. However, identifying these genes has been difficult. Besides the complexity 

associated with the sheer number of genes and the intertwined interactions among them, how 

TSGs function also adds another layer of complexity. Conventional thinking dictates that 

both alleles of a TSG need to be inactivated through mutation or epigenetic silencing, in order 

to cause a phenotypical consequence (Knudsen’s two-hit hypothesis).41  Studies in recent 

decades also showed that many TSGs function in a haploinsufficient manner, meaning loss of 

just one copy of a gene, through either mutation or aneuploidy, is sufficient to drive 

diseases.42,43 Notably, a “second-hit” mutation on chromosome 7 genes is not recurrently 

observed for genes impacted by -7/del(7q), except EZH2,44  suggesting that most of these 

TSGs encoded on chromosome 7 are haploinsufficient. An additional layer of complexity is 

that loss of multiple adjacent genes could result in a combinatorial effect, termed contiguous 



 6 

gene syndrome.45,46 The combinatorial decrease of gene expression is thought to be more 

pathogenic than the loss of a single gene within the segment. Contiguous gene syndrome has 

been observed in myeloid malignancies. For example, in another common cytogenetic 

abnormality event del(5q), haploinsufficiency of both Apc and Egr1 is necessary to cause 

myeloid malignancy in Trp53 low mice.47 Another study found that co-suppression of 

multiple genes on chromosome 8p synergistically promote tumor growth in mice and is 

associated with worse survival than loss of any individual genes.48  

There have been extensive efforts to identify TSGs on chromosome 7 and elucidate 

the pathogenic mechanisms of these TSGs in myeloid malignancies. For example, CUX1, a 

homeobox-containing transcription factor encoded on 7q22, was identified through mapping 

commonly deleted regions, and shown to function as a TSG.49 CUX1 will be explored more 

in detail in the next section. 7q35-36 and 7q34 are two other commonly deleted regions 

reported on chromosome 7.38,50 Several candidate tumor suppressor genes have been 

identified on these regions. For example. EZH2, which encodes for a H3K27 

methyltransferase, was identified on 7q36.1 by searching for second-hit mutations. EZH2 is a 

component of the Polycomb Repressive Complex 2 (PRC2) that epigenetically represses 

genes involved in stem cell fate determination and is frequently mutated in myeloid 

malignancies.44  MLL3, a H3K4 methyltransferase on 7q36.1 was identified as a 

haploinsufficient TSG that cooperates with reduced expression of Nf1 and Trp53 to promote 

leukemogenesis in mice.51 Other putative chromosome 7 TSGs identified so far include 

LUC7L2, which is a pre-mRNA splicing factor component encoded on 7q34.52 CUL1 (on 

7q36.1), which is a E3 ubiquitin ligase complex component, is frequently mutated in myeloid 

neoplasms.52,53 Homozygous or heterozygous deletion of SAMD9L on 7q21.2 was shown to 

cause mice to develop bone marrow failure and dysplasia akin to human with diseases with -
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7/del(7q).54 However, besides these few candidate TSGs, there is no systemic study to 

identify the TSG activities on chromosome 7. Uncovering the latent TSG activities of 

chromosome 7 genes could provide novel therapeutic targets for myeloid malignancies. 

 

 

1.3 Machine learning in cancer research 

Advancement in next generation sequencing technologies ushered biology into the big 

data era. High dimensional “omics” data including DNA, RNA sequencing, proteomics, 

metabolomics and epigenomics data often involved tens of thousands and even millions of 

entries (e.g. single cells, genes in RNA-seq, genomic loci etc) across multiple comparison 

groups and various perturbation conditions. Very often, subtle patterns are buried underneath 

haystacks of data and are impossible to detect by human eyes or using simple statistical 

analysis methods. The advancement in machine learning (ML) has enabled biologists to 

discover such patterns on existing biological data and making predictions on unseen data.  

ML is a branch of artificial intelligence that enables computers to learn from data and 

make decisions or predictions without being explicitly programmed. Researchers use ML to 

build models based on input training data in order to make predictions or decisions. The two 

main types of machine learning are unsupervised and supervised learning. Unsupervised 

learning refers to algorithms that learn patterns from untagged data. Without expected ground 

truth, these algorithms find structures such as clusters and groupings in the data. Supervised 

learning, on the other hand, involves learning a function that maps the labelled input to output 

data based on example input-output pairs learned from the training data. In other words, the 

model learns from historical examples to make predictions or classifications on unseen data.55  

Supervised learning iteratively makes predictions until an accepted level of performance is 
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reached. Popular supervised learning method including the linear models such as linear and 

logistic regression and the non-linear methods including support vector machine and 

ensemble tree-based methods such as random forest and gradient boosting machines.56 In 

recent year, a class of ML called neural networks emerges as a popular model and evolved 

into the field of deep learning. Neural networks are advantageous in handling large and 

complex data, are flexible in handling unstructured data and does not require manual feature 

engineering.57 When choosing the proper ML algorithm for real-world problem,  models 

should be carefully selected based on the structure and complexity of the data (linear vs non-

linear), computational resources available, requirement on normalization, and explainability. 

Among supervised machine learning algorithms, random forest is a popular and easy-

to-use non-linear model. Random forest operates by constructing an ensemble of decision 

trees during the training process and outputting the class that is the mode of the classes 

(classification) or mean prediction (regression) of the individual trees.  It combines multiple 

decision trees to enhance predictive accuracy and attenuate overfitting bias. Random forest 

can model complex non-linear functions and performs well in practice comparing to other 

methods. In genomics research, random Forest is widely used to tackle various challenges, 

such as gene expression analysis, disease classification, and DNA sequence classification. 

The ability to handle high-dimensional data, capture complex interactions among genes or 

features, and good explainability by providing feature importance rankings makes random 

forest a valuable tool in deciphering the intricacies of large scale genomics data.58 

Machine learning (ML) has advanced both basic and translational cancer research by 

enhancing diagnostic accuracy, enabling more accurate patient classification and prognosis 

prediction using molecular signatures, and discovering disease-associated genetic variant 

using omics dataset.59,60 By analyzing vast datasets, ML algorithms have enabled the 
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development of precise image-based detection systems, allowing for early identification of 

various cancer types through techniques like deep learning applied to histopathological and 

radiological images.60 Furthermore, ML has revolutionized genomic analysis, identifying 

genetic mutations and biomarkers that predict disease progression and treatment responses, 

thereby facilitating personalized medicine approaches.59 In patient classification, ML models 

integrate clinical and genomic data to stratify patients into specific risk groups, improving 

treatment decisions and outcome predictions. Additionally, in the realm of prognosis, ML 

tools have been instrumental in forecasting survival rates and treatment efficacy, using data 

from electronic health records, imaging, and omics. These applications collectively 

demonstrate ML's transformative potential in advancing cancer research. 

 

1.4 CUX1 in hematopoietic malignancies 

CUX1 is a ubiquitously expressed, non-clustered homeobox containing transcription 

factor. It is highly conserved evolutionarily and functionally from Drosophila to humans. 

CUX1 is encoded on chromosome 7q22.1 and it has several RNA and protein isoforms.61 

Historically, CUX1 has been thought to contain three isoforms, the full length p200 and the 

truncated version p110 and p75, generated by an alternative transcriptional start site or post-

translational cleavage, respectively.62,63 Our lab has shown that p75 is likely a western blot 

artifact rather than real isoform.64  This will be elaborated more in detail later in this section. 

Hematopoietic cells only express the full length p200 isoform,64 which contains one 

homeodomain and three CUT repeat DNA-binding domains.65  Another conserved domain is 

the coiled-coil domain, which is likely involved in protein-protein interaction. Additionally, 

the CUX1 N-terminal region has an autoinhibitory domain that likely inhibits DNA binding, 
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and the C-terminal regions contains two repressive domains that are thought to repress 

transcription by recruiting histone deacetylases to target promoters.66,67  (Figure 1.2) 

As one of the few chromosome 7 genes that is recurrently mutated in cancers, CUX1 

loss has an adverse effect in transformation through either loss-of-function mutation or -

7/del(7q). CUX1 mutation is found in 2-4% of myeloid diseases including MDS, 

MDS/myeloproliferative neoplasms and AML, and 1~5% in solid tumors.68,69 Clinically, 

comparing to MDS and AML patients with wild type CUX1, the patients with inactivating 

CUX1 mutations have worse survival comparable to patients with -7/del(7q).38 Additionally, 

CUX1 mutations are found in clonal hematopoiesis of indeterminate potential (CHIP), similar 

as -7/del(7q) in disease development.70,71 This indicates that CUX1 mutation could an early 

driver event in myeloid disease progression. CUX1 mutation is characterized as mostly 

monoallelic and fit the mutational signature of TSGs (coding region frameshift and nonsense 

mutations), suggesting that CUX1 acts as a haploinsufficient TSG.42,69  

Indeed, there has been strong evidence supporting CUX1 as a TSG in myeloid 

malignancies. Knocking-down the ortholog of CUX1 in Drosophila melanogaster leads to 

hemocyte overgrowth and tumor formation.49 CUX1 is often deactivated in human myeloid 

neoplasms either via -7/del(7q) or recurrent loss-of-function mutations.49 Through RNA-seq 

and SNP array analysis in de novo AML and therapy related myeloid neoplasms patient 

samples, McNerney et al. 2013 identified a 2.17 Mb commonly deleted regions on 

chromosome 7 that contains CUX1, and found that CUX1 is the most differentially expressed 

gene on this region. In addition, haploinsufficiency of CUX1 in human hematopoietic 

progenitor cells led to engraftment advantage in a xenograft model. 49 
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Additional functional studies done in the mouse model by our lab has also provided 

strong evidence for CUX1 as an important myeloid TSG. Historically, knocking down CUX1 

in mice has been challenging because of several factors. First, CUX1 is a large gene 

composed of 33 exons spanning 340 kilobases (Figure 1.2). Multiple RNA and protein 

isoforms further added to the complexity.61 CUX1 has two alternative start sites and seven 

different RNA splicing isoforms.65 As a result, previous CUX1 knockdown mice have 

unintentional alternative spliced CUX1 RNA that removed the STOP cassette, which led to 

hypomorphic protein expression and incomplete CUX1 knockout. Previous models also have 

undesired extrahematopoietic effects and perinatal lethality.72–75   

Secondly, CUX1 shares exons with another gene CASP which encodes for a highly 

expressed Golgi apparatus-associated protein that lacks the CUX1 DNA binding domains.76 

77(Figure 1.2). CASP has so far not been implicated in any human diseases.78  

 

Figure 1.2 Full length CUX1 p200 gene and protein structures, and exons shared with CASP 

 To overcome these challenges, our lab previously generated two dosage-specific 

doxycycline inducible shRNA knockdown mouse models that resulted in mid and low CUX1 
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expression in thymocytes (~54% and 12% residual CUX1 protein respectively). The 

CUX1mid shRNA targets a CUX1 and CASP shared exon and aims to mimic CUX1 

haploinsufficiency, whereas the CUX1low uniquely targets CUX1 transcripts. CUX1 

knockdown leads to dosage-dependent disease phenotype where CUX1mid  mice developed 

normocytic anemia and splenomegaly, and CUX1low mice developed more serious 

MDS/myeloproliferative neoplasms and anemia with fatal consequences.79 Taken together, 

these studies supported CUX1 to be a dosage-dependent TSG.  

Defining the transcriptomic effect of CUX1 from RNA-seq data has also been 

hampered by the exon sharing between CUX1 and CASP. Standard reference genomes used 

for transcriptomic analysis do not differentiate CUX1 and CASP transcripts. Transcripts 

labelled as “CUX1” in RefSeq in fact encompass both CUX1 and CASP. This may have 

masked some CUX1-dependent differentially expressed genes in previous RNA-seq analysis. 

To address this challenge, I created a customized reference genome where CUX1 and CASP-

specific transcripts are differentially labelled in the genome reference annotation file. Details 

on how this customized reference genome was created can be found in the materials and 

method section. The new reference genome gives us clearer readout from transcriptomic 

analysis. RNA-seq analysis showed that human hematopoietic stem and progenitor cells 

(HSPCs) presented reduced quiescence and increased proliferation, reduced negative 

regulation of myeloid differentiation, and increased PI3K/AKT/MTOR signals upon CUX1 

loss. Gene set enrichment analysis also showed CUX1-deficient HSPCs showed a concordant 

gene signature with -7/del(7q) driven MDS patients.79 

CUX1 also plays critical roles in DNA damage repair. Imgruet et al. 2021 showed that 

CUX1 recruits the histone methyltransferase EHMT2 to DNA damage sites. The recruitment 

in turn promotes downstream H3K9 and H3K27 methylation, phosphorylated ATM retention, 
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gH2AX focus formation and propagation, and, ultimately, 53BP1 recruitment.80  This series 

of event eventually lead to DNA damage repair. In the absence of CUX1, the DNA damage 

response is compromised, and DNA damage is not repaired. CUX1-deficient mice developed 

clonal hematopoiesis similar to patients post chemotherapy, despite the presence of pervasive 

unrepaired DNA damage. This ultimately pre-disposed the mice to fatal therapy related 

myeloid neoplasms.81 This study provided DNA damage repair as another key mechanism 

that CUX1 serves as a gatekeeper to prevent myeloid transformation. 

Despite the strong evidence supporting CUX1 as a TSG in hematopoietic 

malignancies, other groups have also reported that CUX1 might serve as an oncogene in 

some solid tumors and even myeloid leukemia. For example, over-expression of short p75 or 

p110 CUX1 isoforms in fibroblasts and breast cancer cells have been reported to cause 

increased proliferation, cell cycle progression, and tumor formation in vivo.63,82,83 p75 CUX1 

transgenic mice engendered a higher proportion of adenosquamous mammary carcinomas 

and lung metastases compared to p110 or p200 transgenic mice.83 Transgenic mice 

overexpressing p75 isoform developed myeloproliferative disease-like myeloid leukemia.84 

Krishnan et. al. 2022 found that HSPCs only express the full p200 isoform and p75 isoform is 

likely an artifact from the denaturing condition of western blot. Both RNA and protein of p75 

CUX1 are not detected in human AML and breast cancer cell lines, which previously thought 

to express p75.64 Furthermore, by integrating epigenome data form public database 

encompassing more tissue and cell types, no active transcription start sites (TSS) and 

promoter-specific epigenetic marks were detected in the predicted p75 promoter region.64 

Because p75 binds DNA more stable than p200 CUX1, and most studies that reported the 

oncogenic effect of CUX1 rely on over-expression models using cDNA, the results could be 

caused by the artificial overexpression of p75 which stoichiometrically interferes with the 
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endogenous CUX1 protein or blocks the full length p200 from binding to target genes. These 

interactions could disrupt the p200 CUX1 tumor suppressive function. Although 7q copy 

number gains and CUX1 overexpression has been documented in cancer cell lines,65 no 

casual-effect studies have been performed to define oncogenic role of CUX1 under 

endogenous contexts. CUX1 might merely be a passenger in amplification events because 

there are major oncogenes including EGFR, BRAF, CDK6, and EZH2 located also on 7q. 

Taken together, the growing body of evidence summarized earlier in this section supports 

CUX1 as a TSG under most cancer context, and the contradictory oncogenic role of CUX1 

observed might be due to the limitation of overexpression system and passenger effects.  

In summary, the evidence accrued in large-scale cancer genome re-sequencing, in 

vitro, and in vivo studies provided strong evidence to support CUX1 as a vital tumor 

suppressor. Collectively, the research so far showed that the ways CUX1 functions is 

complicated and multifaceted. Unravelling the context-dependent role of CUX1 in driving 

oncogenesis is crucial to inform novel therapeutic strategies utilizing CUX1 as a drug target 

or biomarker. Notably, since myeloid malignancies are clonal disorders fundamentally driven 

by aberrant cell fate commitment, understanding the role of CUX1 in dictating hematopoietic 

stem cell fate will provide another key mechanism in cancer development. 

1.5 Epigenetic regulation of stem cell fate  

Multipotent tissue resident stem cells are essential for the generation, maintenance, 

and function of adult tissues. Defects in stem cell homeostasis and lineage commitment 

underly myriad human diseases, including cancer.85 Over the entire lifespan of stem cells and 

their immediate progeny called progenitor cells, they face multiple types of fate choices 

including self-renewal, differentiation, and commitment to mature cell fates. The mechanisms 

governing lineage determination are incompletely understood and remain a fundamental 
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question in developmental biology. Insights into the process of what elements exist in the cell 

fate determination process, and how they regulate stem cell fate is central to develop novel 

therapeutic interventions for diseases caused by stem cell dysfunction. 

Transcription Factors (TF) 

TFs are DNA-binding proteins that regulate the transcription process from DNA to 

RNA.86 They function as key regulators for development patterning, cell fate and control 

specific signalling pathways.87 TF protein sequence, regulatory regions and functions are 

highly conserved across species, implying conservation of gene expression regulatory 

networks across species.88 Mechanistically, TFs bind to gene regulatory elements such as 

promoters and enhancers, and can subsequently either impede or promote DNA transcription 

of the target genes via the recruitment of proteins that physically remodel nucleosomes, 

enzymatically modify histones and DNA, and regulate RNA polymerase machinery.86   

The location preference of TF binding is determined by DNA sequences called 

“motifs”. Motifs are short DNA sequences (typically 6 – 12 base pairs) preferred by each 

individual TFs for binding. Although motifs are typically enriched in the corresponding TF 

binding sites determined by experiments such as chromatin immunoprecipitation sequencing 

(ChIP-seq), there is often only partial overlap between the motif sites and actual TF binding 

sites. Furthermore, a typical metazoan gene body usually contains multiple sites for a TF to 

bind.89 These facts collectively imply motif redundancy and non-specificity in TF-motif 

matching. Studies over the years have observed that most metazoan TFs work together to 

achieve the needed specificity in DNA binding and regulatory functions.90 However, the 

molecular mechanism of how different TFs interact with each other to achieve desired gene 

expression regulation remains poorly understood.  
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Transcription factors are the master regulators of cell fate during the development 

process. While cell fate decisions are influenced by extrinsic factors, such as cell-cell 

signalling and growth factors, intrinsic factors, namely, epigenetic regulators and TFs are 

ultimately responsible for integrating these cues to guide the genomic reprogramming 

required for cell-type specific gene expression.91 Some TFs are ubiquitously expressed across 

different tissue types. These TFs are often involved in regulating a wide array of fundamental 

processes needed across tissue types. Example includes CTCF, which facilitates regulatory 

sequence interaction by creating boundaries between 3D chromosome topological associated 

domains,92 and SP1, which regulates a wide array of cell survival and proliferation genes.93,94 

Roughly one thirds of the known human TFs are expressed in a tissue-specific manner.86 

These TFs typically regulate differentiation or other specific functions of the tissue types. 

Loss of these TF frequently lead to differentiation/development block.  For example, 

SCL/TAL1 is expressed in the hematopoietic system to regulate early HSC differentiation.95 

GATA1 is expressed exclusively in the erythroid lineage to promote erythropoiesis.96–99  

PU.1, CEBP/a and GFI-1, on the other hand, are expressed in the myeloid lineage and 

promotes differentiation of various myeloid cell maturation.100–102 It is noteworthy to mention 

that despite their universal expression pattern, ubiquitous TFs can also regulate lineage-

specific gene expression by interacting with tissue-specific TFs or proteins, or be post-

translationally modified in a tissue specific manner. An example is the universally expressed 

TF OCT1, which could regulate lymphoid cell differentiation by interacting with B and T cell 

specific proteins OBF1 and IL-3.103,104  

Cell type-specific enhancers 

Among the regulatory elements TFs bind to, enhancers have major roles in 

determining cell fates. Different expression combinations and dosages of genes dictates what 
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fates a stem cell differentiate into. The human body contains hundreds of different cell types 

and all of them share the same primary DNA sequences.105 Enhancers are non-protein-coding 

DNA sequences that serve as substrates for TF binding and regulate cell-type specific gene 

expression. Enhancers can locate anywhere relative to their target gene, including up- or 

downstream, and within introns.106 Extensive research over the years have shown that 

enhancers not necessarily regulate the closest gene, but they can exert regulatory function to 

faraway loci through 3D chromatin looping.107 Furthermore, one enhancer could regulate 

multiple genes and a single gene could be regulated by multiple enhancers.108  

 Enhancer states are categorized into inactive, primed, poised, or active enhancers.109 

Inactive enhancers frequently locate in compact chromatin regions and are devoid of TF 

binding. Primed enhancers are bound by sequence-specific TFs, and the DNA accessibility is 

established by such bindings. They are characterized by H3K4me1 deposition. However, 

primed enhancers require additional events such as recruitment of additional TFs, co-

activators, and active histone modification H3K27ac to become active. Poised enhancers are 

primed enhancers that also contain repressive chromatin marks such as H3K27me3. They are 

mostly found in stem cells such as embryonic stem cells. In response to various signalling 

cues, poised enhancers often become active by TF binding, which recruits chromatin 

remodeler complex to displace nucleosome and further opening the DNA, as well as enzymes 

such as histone demethylase (HDM) to remove H3K27me3 and histone acetyltransferases 

(HAT) to deposit the activating H3K27ac marks. Co-activators and transcriptional machinery 

components such as P300-CREB-binding protein (CBP), the mediator complex and RNA Pol 

II are subsequently recruited to initiate the transcription process.105  

Although there are millions of enhancers in the human genome, only a small 

percentage of enhancers becomes active in each cell type. These cell-type specific enhancers 
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are ultimately responsible for regulating the expression of sets of genes whose expression 

leads to distinct cell fates. The selection and activation process of these cell-type specific 

enhancers typically involved the binding of a class of TFs called “pioneer factors”.  

Pioneer factors (PF) 

Most TFs bind open chromatin regions, but a subset of TFs, termed “pioneer factors” 

can bind closed nucleosomal DNA (“heterochromatin”), recruit other non-pioneer TFs and 

chromatin remodeler proteins to promote de novo DNA accessibility at these sites.110 Cells 

only use a tiny fraction of the genetic information to translate genes to proteins at any given 

time. The rest of the genetic sequences are hidden behind and packaged away by the 

nucleosomes. PFs function as the “opener” that make these hidden genetic elements 

accessible. The first evidence of pioneer TF is FOXA, which was shown to bind target 

sequence that wrapped around and are thus occluded by nucleosomes.111 Stable cell fates rely 

on mechanisms that maintain DNA accessibilities to TFs, and pioneer factors could alter this 

state and establish new cell fate by opening otherwise closed DNA regions for DNA and 

histone modifications that mask or unravel genomic regions through chromatin remodelling. 

This opening action by PFs allows new TFs to bind and initiate subsequent recruitment of 

other transcriptional machineries, which ultimately result in cell-type specific gene 

expression programs. Thus, pioneer factors are the master regulator in development and stem 

cell differentiation.112  

Given the central role in regulating cell fate, aberrant expression due to mutations and 

aneuploidy of PFs could lead to serious consequences in cancer. For example, mutations in 

the PF FOXA1 were shown to promote prostate cancer by altering chromatin landscape that 

perturbed normal luminal epithelial differentiation process.113 PFs can enable estrogen and 
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androgen receptors to bind chromatin and promote oncogenesis in hormone-dependent breast 

cancer.114 Overexpression of the PF HOXA9 in myeloid and B lineage progenitor cells 

activates leukemia-specific de novo enhancer and promote leukemogenesis.115 In addition, 

PFs can also fuse with each other and form oncogenic fusion proteins.116 Therefore, pioneer 

factors are promising targets for novel therapeutic development. 

 The definition of pioneer factor is actively evolving. According to the classical model, 

a pioneer factor must act in a sequential fashion to recognize its binding motifs in 

heterochromatin regions, and subsequentially recruit cooperative TFs and other components 

such as chromatin remodelers to activate the target genes.117–119 The underlying assumption 

of this classical definition is that PFs should be able to bind to majority of the target motifs 

and non-PFs can only bind to open chromatin. Hansen et. al. 2022 challenged this binary 

definition of PFs. They ectopically expressed the classical endodermal PF FOXA1 and non-

PF HNF4 in K562 cells and found that instead of following the conventional “two step” 

process where FOXA1 binds and opens inaccessible chromatin regions and HNF4 following 

suit, both factors can access and bind heterochromatin and pioneer for each other. They 

further find that the main difference is that the DNA binding of the classic PF FOXA1 does 

require fewer copies of the recognition motifs than HNF4.120 The authors argued that instead 

of categorizing TFs into the binary PF and non-PFs, TFs processes a spectrum of pioneer 

activities categorized by properties such as the binding motif affinity. In addition, TFs can 

switch between PF and non-PF modes depending on expression dosages. A recent study 

showed that SOX2 loses its pioneering activity and switch to non-PF mode and collaborate 

with other TFs to bind open regions when expressed at lower levels.121 Based on these 

studies, when defining the pioneering role of a TFs, it is more accurate to use the terminology 

“TF with pioneer activity” than “pioneer factor”.  
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Pioneer factors play a central role in hematopoiesis. Hematopoiesis cell fate 

determination is a complex and closely orchestrated process that involved multiple TFs, 

many of which are lineage restricted.122 Research over the years has found several TFs with 

pioneer activities. For example, EBF1 specify the lymphoid progenitor cells towards B cell 

fate by collaborating with PAX5.123 PU.1 steers HSPCs towards myeloid and macrophage 

fates by collaborating with another pioneer factor C/EBPɑ.124 RUNX1 is another PF that is 

required for maintaining hematopoietic stem cell homeostasis and multilineage 

differentiation.125,126  In the T cell lineage, TCF1 is required to open enhancers that establish 

T cell identity.127 Recent studies have also shown KLF1 might function as a pioneer factor to 

recruit GATA1 and SCL and promote erythropoiesis.128  However, our understanding of PFs 

in hematopoiesis is still very limited. Notably, we do not know whether there are apex PFs 

functioning in the very early stage of hematopoiesis to steer HSC towards different fates. 

Chromatin remodelers and the BAF complex 

The position and density of nucleosome regulate the accessibility of binding sites to 

TF and the transcription machinery.129 Therefore, nucleosome positional, phasing and density 

must be finely regulated to enable transcription to happen at the right genomic loci and at the 

right time. There are two classes of chromatin remodelling proteins that regulate the 

accessibility to nucleosomal DNA. First, there are histone-modifying complexes that 

covalently modify histones by depositing or removing histone marks. These modifications 

include methylation, acetylation, phosphorylation, sumoylation and ubiquitination etc.130 

These processes alter the binding affinity of histones and DNA strands, thus loosening or 

tightening the condensed DNA wrapped around histones.131 The other class of chromatin 

modifying proteins are called ATP-dependent chromatin remodelers. They all have an 

ATPase subunit and rely on the energy provided by ATP hydrolysis to move along the target 
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nucleosome to alter chromatin accessibility by repositioning, ejecting, or evicting 

nucleosomes.132 There are four categories of chromatin remodelers, including the imitation 

switch (ISWI), switch/sucrose non-fermentable (SWI/SNF, or BAF), chromodomain helicase 

DNA-binding (CHD), and INOsitol requiring 80 (INO80).  Functionally, INO80 regulates 

DNA transcription and repair and is responsible for removing and replacing histones by 

canonical or related variants.133 ISWI and CHD are associated with modulating nucleosome 

organization following DNA replication by regulating the mobilization of nucleosome and 

the length/position of nucleosomal linker spacings.134  

The BAF complex chromatin remodeler 

The BAF (BRG1/BRM-associated factor, or SWI/SNF) complex is a large multi-

subunit protein complex belonging to ATP-dependent chromatin remodelers. The BAF 

complex is the key regulator of nucleosome positioning and is responsible for sliding through 

the nucleosome to regulate the nucleosome spacing, density and phasing.135 The BAF 

complex frequently localizes to enhancers when recruited by lineage-specific TFs. At these 

enhancer sites, the BAF complex modulates DNA accessibility which is required for 

activating gene expression.136 Mammalian BAF complex is composed of 10-13 subunits and 

contains three subfamilies based on subunit composition: canonical BAF (cBAF), 

polybromo-associated BAF (PBAF) and the recently discovered non-canonical BAF 

(ncBAF).137 All three subfamilies contain the mutually exclusive catalytic ATPase subunits 

SMARCA2 or SMARCA4, which generate energy by hydrolyzing ATP. The energy generated 

enabled the BAF complex to remodel chromatin through nucleosomal sliding and eviction. 

All BAF subfamily complexes share many common subunits including SMARCC1, 

SMARCC2 and SMARCD, but also contains variable subunits and confer each subfamily 

unique functions.138 cBAF activity is strongest at enhancers, while PBAF and ncBAF are 
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enriched at promoters, with some degree of enhancer binding. Understanding on the 

distinction of the three subfamilies function is still very limited and is an active research area. 

Functionally, except modulating enhancer accessibility and cell fate-specific transcription, 

the BAF complexes have essential roles in DNA damage repair.139  For example, cBAF and 

PBAF are involved in both homologous recombination and non-homologous end joining 

repair processes.140,141 SMARCA4 and the cBAF specific ARID1A have been shown to be 

recruited to DNA damage sites and help with DNA repair.142,143 SMARCA4 have been shown 

to promote DNA accessibility at DNA damage sites and collaborate with PARP1 to initiate 

DNA repair machineries, as well as by inducing histone H2AX phosphorylation144,145 These 

studies showed that the BAF complex is essential for genome integrity maintenance, and 

dysfunction of the complex could lead to mutations that further drives cancer development. 

The BAF complex is highly mutated across different cancer types. Mutations 

encoding the BAF complex subunits collectively occur in ~25% of all cancers.146 Studies 

elucidating oncogenic roles of BAF mutations only emerged fairly recently. In 1998, 

SMARCB1 biallelic mutations were identified in a rare pediatric soft tissue sarcoma rhabdoid 

tumors.147 Subsequent animal studies showed that that knocked down SMARCB1 led to 

highly penetrant cancer predisposition with 100% of the mouse developing T cell lymphoma 

and rhabdoid cancer within 11 weeks.148 With the advent of next generation sequencing 

technology, researchers discovered that multiple BAF subunits are widely mutated in cancer. 

For example, PBRM1 is mutated in >40% of clear cell renal cell carcinoma.149 ARID1A and 

SMARCA4 are frequently mutated in multiple cancer types.150–152 SS18 subunit fusion to SSX 

form an oncoprotein, which is a driver in synovial sarcoma.152. A common observation is that 

different subunits of the BAF complex are mutated selectively in different cancer types, and 

cancer cells harboring specific BAF subunit mutations developed dependency on the 
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functionally-related paralogs of specific subunits.153 This had led to various therapeutic 

development efforts to target BAF subunits using the logic of synthetic lethality. For 

example, genome-wide shRNA and CRISPR screens revealed that cancer cells lines 

harboring ARID1A mutations rely on the compensatory roles of ARID1B to maintain growth. 

ARID1B inhibitors are thus being tested to target ARID1A mutated cancer.154,155 With a 

deeper understanding of the oncogenic mechanism of different BAF subunits under different 

context, there will be more promising therapeutic strategies in this space. 

As BAF proteins lack intrinsic DNA binding domains, they depend on TFs for DNA 

targeting specificity. In hematopoiesis, various TFs have been shown to modulate gene 

expression by recruiting the BAF complex and remodelling the chromatin. In the myeloid 

lineage, the pioneer factor PU.1 recruits the BAF complex to access and remodel chromatin 

de novo, and promote accessibility at enhancers co-bound by collaborative TFs.156,157 

Inhibition of the BAF complex redistributed PU.1 to promoters and induces leukemic 

differentiation-related gene expression.157 RUNX1 is a PF important in promoting myeloid 

lineage differentiation. It recruits the BAF complex to control target gene expression.158 The 

myeloid differentiation PF and TSG C/EBPα also requires the recruitment of the BAF 

complex to promote myeloid -specific gene expression and inhibit cellular proliferation.159,160 

In the erythroid lineage, GATA1 recruits the BAF complex to the β-globin locus control 

region. BAF then mediates GATA1-dependent chromatin looping and transcriptional 

activation.161,162 A recent study also showed that the nuclear factor hemogen interacts with 

GATA1 and helps recruit the BAF complex in order to form the activating LDB1 complex 

and promote pro-erythroid differentiation gene expression during terminal erythropoiesis.163 

The erythroid pioneer factor EKLF/KLF1 was shown to collaborate with the BAF complex to 

promote accessible β-globin promoter and promote the stage-specific expression of human β-
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globin gene.164,165 Nonetheless, these TFs only account for a fraction of BAF chromatin 

binding, implicating additional, yet unknown, hematopoietic pioneer TFs. 

 

1.6 CUX1 in hematopoietic stem cell fate  

CUX1 is a conserved important regulator of cell differentiation in multiple tissue 

systems. In Drosophila Melanogaster, different expression levels of CUX1 ortholog Cut were 

found to regulate dendrite morphology in dendritic arborization sensory neurons. Loss of Cut 

reduces dendrite growth and class-specific terminal branching, whereas the ectopic 

overexpression of Cut in lower-level neurons leads to transformation of branch morphology 

to that similar in high-Cut neurons.166 This observation is also consistent in mice, where Cux1 

and its paralog Cux2 regulate dendrite branching, spine development and synapse formation 

in neurons of the cerebral cortex.167 The regulatory role of CUX1 in tissue development goes 

beyond the nervous system. Ellis et al. 2001 mutated Cux1 in mice by replacing the C-

terminal Cut repeat 3 and homeodomain exons with an in-frame lacZ gene by targeted 

mutagenesis. They found that the mice on inbred genetic background where both Cux1 alleles 

were mutated died shortly after birth due to retarded differentiation in lung epithelia, while 

the more genetically diverse outbred background mice with only one Cux1 allele mutated 

experienced less fatal phenotypes less lung development damage, had longer survival than 

the inbred mice, but had severely damaged hair follicle development.75 Collectively, these 

studies buttress the essential role of CUX1 in development process of multiple tissue systems. 

CUX1 is a key cell fate regulator in hematopoiesis. Using the shRNA knockdown 

mouse model, our lab previously reported that CUX1 regulates HSPC homeostasis and 

differentiation.79 Specifically, CUX1 maintains HSC quiescence and repress proliferation. 
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Knocking down of Cux1 to both Cux1mid and Cux1low levels leads to increased HSPC 

proliferation but decreased long-term self-renewal capability, indicating loss of Cux1 resulted 

in stem cell exhaustion. Furthermore, knocking down Cux1 also led to a decrease of long 

term-HSC (LT-HSC) population fraction in the quiescent G0 state and increase of the 

proliferative G2/S phase populations. Gene set enrichment analysis (GSEA) using RNA-seq 

on bulk primary human HSPC showed that knocking out CUX1 lead to downregulated stem 

cell quiescence gene signature and upregulated proliferative signature, concordant with the in 

vivo experimental observation. CUX1 knockdown induced upregulation of gene regulated by 

PI3K signalling, which is notable because increased PI3K signalling is associated with HSC 

exit from quiescence and proliferation.79 In addition, Cux1low
 bone marrow cells have 

increased PI3K substrate AKT phosphorylation and decreased expression of the PI3K 

inhibitor Pik3ip1, consistent with previous report that CUX1/Cut suppress PI3K 

activities.69,168 In addition to regulating HSC homeostasis, CUX1 also promotes healthy 

erythropoiesis. Loss of Cux1 lead to decreased red blood cell count and anemia, which is 

especially manifested in the Cux1low condition. Mechanistically, functional assays showed a 

differentiation block in the orthochromatophilic erythroblast stage contributes to the impaired 

erythropoiesis.79 Notably, loss of CUX1 caused the expansion of white blood cell population 

including monocytes and granulocytes, and this increase is also manifested earlier in the 

differentiation trajectory as increased common myeloid progenitors (CMP) and granulocyte 

monocyte progenitors (GMP) population.79 In HSPC RNA-seq, GSEA analysis orthogonally 

showed that the “Negative regulation of myeloid cell differentiation” GO term was 

downregulated after knocking down CUX1, consistent with the in vivo experiment 

observation and indicates that CUX1 represses myeloid differentiation. Taken together, our 

lab showed that CUX1 knockdown promotes PI3K signalling, drives HSC exit from 

quiescence and proliferation, results in HSC exhaustion, and impairs erythropoiesis at the 



 26 

expanse of myeloid expansion. The indispensable roles of CUX1 in hematopoietic cell fate 

indicate that CUX1 exerts tumor suppressor activity via transcriptional regulation of HSPC 

functions, yet the mechanisms by which CUX1 coordinates gene expression remains unclear.     

Understanding the epigenetic mechanism of CUX1 function is the key to elucidate 

how it regulates gene expression. In hematopoietic cells, CUX1 genomic binding features are 

distinct, as revealed by ChIP-seq analysis in three human cancer cell lines including the K562 

cells.169 It exhibits a preference for distal enhancers over promoters and co-occupying sites 

with RNA polymerase II, EP300. This indicate CUX1 pays a central role in the cis-regulation 

of transcription. In addition, CUX1 also co-localizes with cohesin and CUX1 binding sites are 

enriched at DNA looping contact points, indicating CUX1 regulates genes via looping cis-

regulatory elements to promoters.169 RNA-seq analysis following CUX1-knockdown 

uncovered the dual role of CUX1 as an activator and repressor.79,169 The regulation of 

pathways involving cell cycle progression, proliferation, apoptosis, multilineage 

differentiation, and quiescence further emphasizes its multifaceted functions. CUX1 

preferential binding to distal enhancers and its unique analog model of dose-sensitive gene 

regulation hint at disparate roles in different cell types and possibly under different stress 

conditions.169 In summary, CUX1 acts to regulates gene expression through distal enhancers 

that loop to target promoters.   

CUX1 itself can bind closed nucleosome, indicating pioneer activity. Using in vitro 

electrophoretic mobility shift assays and DNase I footprinting experiments, Last et. al. 1999 

showed that CDP/cut can bind to its recognition motifs on nucleosome cores reconstituted 

from histone H4 gene promoter (-90 to +75).170 While CUX1 binding destabilizes the 

nucleosome,171 CUX1 binding alone does not cause nucleosome displacement. This suggested 

that there are other cooperative co-factors/chromatin remodelers necessary for CUX1 to 
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remodel chromatin. Taking together, research to date showed that CUX1 is important in 

regulating lineage determination and transcription, binds mostly to distal enhancer regions 

and displays ability to bind to closed nucleosome regions. All these features are consistent 

with those of a PF. Therefore, a major part of my work sets to test the hypothesis whether 

CUX1 function to regulate cell fate as a PF, and if so, what the molecular mechanisms are. 

 

1.7 Erythropoiesis 

Erythropoiesis, a critical component of hematopoiesis, is the maturation processes that 

produce mature red blood cells (RBCs). These cells are indispensable for the transport of 

oxygen to various tissues and organs, a function that is essential from embryonic 

development to adulthood and throughout the entire lifespan. Red blood cells represent the 

terminal differentiation state within an intricate hierarchy that originates from HSCs.172 Early 

erythroid progenitors advance through a sequence of meticulously orchestrated maturation 

stages. The entire erythropoietic process is tightly regulated to synchronize RBC production 

with the physiological oxygen demands of the body. In healthy human adults, the bone 

marrow produces approximately 2 × 10¹¹ new erythrocytes each day.173 The oxygen-carrying 

capability of RBCs is mediated by hemoglobin (Hb), a complex protein within RBCs. 

Hemoglobin biosynthesis is regulated by two distinct multi-gene clusters located on human 

chromosomes 16 (α globin) and 11 (β globin). Hemoglobin composition undergoes a 

developmental transition from fetal to adult form. In the fetal stage, two γ genes pair with α-

globin genes to form Hb F (α2γ2). Postnatally, the α globin product associates with the β 

globin product to produce Hb A (α2β2), the predominant adult hemoglobin variant. The 

switch from fetal to adult hemoglobin initiates prior to birth and is predominantly completed 

by the age of 6 months.174 
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Erythropoiesis initiates within the bone marrow through a tightly regulated stepwise 

process. Pluripotent progenitor cells embark on a differentiation journey, first transforming 

into immature erythroid progenitors. This early phase of erythropoiesis encompasses the 

formation of primitive burst-forming unit erythroid cells (BFU-E) and the subsequent 

development into the more mature colony-forming unit erythroid cells (CFU-E). 

Hematopoietic cytokines, notably stem cell factor (SCF) and interleukin-3 (IL-3), play a 

crucial role in orchestrating this stage of erythropoiesis.175 Progressing through 

erythropoiesis, cells enter terminal erythropoiesis stage and evolve into proerythroblasts 

(ProE), basophilic erythroblasts (Baso), polychromatic erythroblasts (PolyE), and 

orthochromatic erythroblasts (OrthoE). These stages the lead to the formation of 

reticulocytes, which mature into functional red blood cells.176 The transformation, termed 

reticulation, occurs as the cells migrate from the bone marrow to the bloodstream. During this 

transit, erythroid cells undergo a remarkable transformation, shedding their nuclei and most 

organelles, ultimately acquiring the distinctive biconcave shape characteristic of mature 

RBCs. 

A complex network of TFs, cytokines and hormones orchestrate the whole process of 

erythropoiesis.177,178 Central to this process are transcription factors such as GATA-1, 

TAL1/SCL, EKLF, and NF-E2, which play crucial roles in different stages of erythroid 

differentiation, from progenitor commitment to terminal maturation.179 Among them, GATA1 

is the key regulator, and is responsible for early erythroid lineage commitment, 

differentiation, and survival.180,181 The roles of GATA1 in erythropoiesis will be discussed in 

detail in the next section. The hormone erythropoietin (EPO) signalling pathway is also 

pivotal, with EPO receptors activating specific kinases upon binding to EPO, the principal 

regulator of erythropoiesis. Produced primarily by the kidneys, EPO production is regulated 
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by an oxygen-sensitive feedback loop and is activated by hypoxia.182 In response to hypoxia, 

or reduced oxygen availability, EPO production increases, stimulating erythropoiesis and 

RBC production. Conversely, when oxygen levels are sufficient, EPO production diminishes, 

preventing excessive RBC production.183 Additionally, the PI3K/AKT pathway has been 

identified as a significant regulator, impacting cell survival, differentiation, and the 

prevention of apoptosis during the maturation of red blood cells.184 Furthermore, hypoxia-

inducible factors (HIFs) play a master regulatory role, especially under hypoxic conditions, 

modulating erythropoiesis by controlling EPO expression and coordinating with various other 

proteins involved in iron metabolism.185 These intricate networks of transcription factors and 

signalling pathways ensure the precise regulation of erythropoiesis, ensuring the continuous 

production of red blood cells. 

The dysregulation of erythropoiesis causes a broad spectrum of human diseases, such 

as anemia, β-thalassemia, sickle cell disease, and polycythemia vera.176 Additionally, several 

hematological malignancies are directly attributable to aberrant erythropoiesis. Notably, 

MDS and erythroleukemia are caused by an impaired differentiation in the initial stages of 

erythropoiesis, leading to conditions such as red cell dysplasia and erythroid bone marrow 

hyperplasia, as well as the abnormal programmed cell death of erythroid progenitor cells.186 

A comprehensive understanding of the molecular mechanisms governing erythropoiesis is 

essential, as it holds the potential to unlock new pathways for therapeutic intervention and 

innovation. 
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1.8 GATA1 in hematopoiesis 

GATA-binding factor 1 (GATA1) is the founding member of the GATA family TFs 

and is a central regulator in the intricate regulatory network governing erythropoiesis. It 

functions as a gene expression activator or repressor depending on contexts.187  GATA1 was 

first discovered in 1988 as a β-globin enhancer- and promoter-binding factor.188,189 

Subsequently, genetic studies in zebrafish and mouse established the central role of GATA1 in 

promoting erythropoiesis.96–99 Pronounced phenotype upon Gata1 depletion was observed in 

mice, where erythroid progenitor maturation arrest resulted in ablation of primitive and 

definitive erythropoiesis and embryonic lethality.98,99 GATA1 is expressed in and important 

for differentiation of erythrocytes, megakaryocytes, mast, eosinophil. basophil and dendritic 

cells.190–195 With co-regulators such as friend of GATA1 (FOG-1), GATA1 regulates gene 

expression in key pathways including heme-biosynthesis, cell cycle, proliferation, and 

apoptosis (PMID: 28179282). GATA1 binds to specific DNA sequences known as 

(W)GATA(R) motifs through conserved dual zinc finger domains.180  Despite the fact that 

distribution of GATA motifs is very promiscuous and there are millions of GATA motifs 

genome-wide.196 GATA target genes represent a very small fraction of loci containing GATA 

binding motifs, with GATA1 only binds to <1% of the GATA motif, as an example.196,197 

Following the discovery of GATA1, other GATA family TFs with overlapping and unique 

functions have been discovered and cloned. GATA1-3 are mainly expressed in the 

hematopoietic system, and GATA4-6 are expressed in other tissue systems including intestine, 

lung, and heart.198,199  

GATA1 is not the sole member of the GATA family involved in hematopoiesis. 

GATA2, another GATA factor, plays a distinct but complementary role in early hematopoietic 

stem cell maintenance and early erythroid development.200 GATA2 shares similar binding 
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sequence preference with GATA1, and is highly expressed in the early HSPCs, mostly 

preceding but also overlapping the expression of GATA1. Deletion of Gata2 in mice led to 

embryonic lethality due to broad collapse of hematopoiesis, showing the indispensable role of 

Gata2 in regulating HSPC homeostasis.201 In erythroid differentiation, the "GATA switch" 

phenomenon happens where GATA1 competitively replaces GATA2 chromatin binding as 

stem cells commit to the erythroid fate. This concordantly involves the decrease in GATA2 

and increase in GATA1 expression levels.202 A genome-wide analysis of enhancer usage 

showed that 30% of GATA-bound enhancers underwent GATA switch, which manifested in 

altered transcriptional outputs that drives healthy erythropoiesis.203 Mechanistically, the 

GATA switch is regulated through inhibitory autoregulation. GATA1 directly represses 

GATA2 transcription by displacing it from chromatin sites. In erythroblasts, the co-factor 

FOG1 recruits the chromatin remodeler NuRD and promotes the GATA1 binding at an ~ 70 

Kb upstream autoregulation region occupied by GATA2 itself.202  This binding event leads to 

direct inhibition of GATA2 gene transcription.  

The interaction of GATA1 with other hematopoietic TFs is also vital in orchestrating 

proper differentiation. By adjacent E-Box motifs, GATA1 co-bind DNA and collaborate with 

TAL1/SCL to form a complex and recruit other non-DNA binding proteins such as LMO2 

and LDB1 to regulate expression of erythroid-specific genes.204 GATA1 also cooperate with 

KLF1 by co-occupying genomic loci to promote erythroid specific gene expression.205 In 

addition, GATA1 also recruits the BAF complex to mediate the GATA1-depedent chromatin 

looping and transcriptional activation of α- and β-globin loci.165,206  Besides collaborating 

with other hematopoietic TFs and chromatin remodelers, GATA1 can also form antagonistic 

relationship with PU.1 which is a TF that promotes myeloid differentiation. The two proteins 

physically interact and antagonize each other’s actions.207 Inhibiting GATA1 expression shifts 
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HSPC fates towards myeloid fate, while inhibiting PU.1 expression leads to a shift to 

erythroid fate.207,208   

By performing ChIP-seq and CUT&RUN, we found that CUX1 and GATA1 share 

many binding targets genome-wide in both K562 and primary human HSPCs (Figure 4.1A). 

Given the fact that CUX1 promotes healthy erythropoiesis,79 we hypothesize that CUX1 

might coordinate with GATA1 in regulating erythropoiesis.  Therefore, elucidating the exact 

molecular mechanism of how CUX1 and GATA1 will provide exciting new insights on 

erythropoiesis mechanisms. 

 

1.9 Aims of this thesis: critical gaps in knowledge that will be addressed. 

The thesis aims to elucidate the molecular mechanisms by which CUX1 influences 

the fate of hematopoietic stem and progenitor cells (HSPCs). Despite existing evidence on 

role of CUX1 in promoting HSC homeostasis, regulating erythroid vs myeloid lineage 

balance, as well as its regulatory role in various tissue stem cell fate in Drosophila 

melanogaster and mice,69,79,166  the molecular mechanisms by which CUX1 determines cell 

fate are poorly understood. The central objective is to understand how CUX1 regulates stem 

cell fates, a question that remains largely at the phenotypic level.  

The thesis is structured into three distinct yet interconnected parts, each targeting a 

unique aspect of CUX1’s influence on cell fate and cancer development: 

Part I: I developed a supervised machine learning classifier to predict tumor 

suppressor genes on chromosome 7. Given the prevalence of -7/del(7q) aneuploidy in various 

cancers, especially myeloid malignancies, this part filled the gap for a systemic approach to 
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identify and characterize tumor suppressor genes (TSGs) on chromosome 7. A main 

bottleneck is the sheer number of genes on chromosome 7 makes it unpractical to discover 

TSG one-by-one. With the advance in next generation sequencing, high throughput screens, 

and gene editing technology, there have been abundant published genome-wide perturbation 

screens using hematopoietic cancer cell lines.  Supervised machine learning approach is ideal 

to mine these rich data, learn the behaviors of the canonically known TSGs, and predict the 

TSG-likeness for all chromosome 7 genes. The result will be a ranked list of all human 

chromosome 7 genes with high-to-low TSG likeness scores. Such a list will help to validate 

in vitro screens looking for TSGs, and serve as a starting reference for future experiment 

aiming to further investigate individual TSGs. 

Part II focuses on dissecting the molecular mechanisms through which CUX1 

dictates HSPC fate. Specifically, this part tests the hypothesis that CUX1 functions as a PF in 

determining stem cell fate. Pioneer TFs are master regulators of cell fate by opening enhancer 

elements and subsequently recruiting other TFs and co-activators to initiate lineage-specific 

gene expression programs. A key gap in our knowledge is there are only a few known PFs in 

the hematopoietic system, and none of them reside in the hematopoietic apex. The 

mechanism of cell fate determination at this early stage remains cryptic. Besides promoting 

HSC homeostasis and erythroid vs myeloid cell fate choice, research from our lab and others 

have shown that CUX1 display preliminary biochemical and epigenetic properties similar to 

pioneer factors, including binding nucleosomal DNA in vitro, bind to distal enhancers, co-

bind with transcriptional machinery factors and proteins responsible for long-distance 

looping. My research aims to use unbiased proteomics and genome-wide epigenome assays 

to determine the interaction protein partners of CUX1, CUX1 genome-wide binding pattern 
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in primary HSPCs, effect of CUX1 in chromatin accessibility and the resulting gene 

expression consequences.  

Part III delves into the interactions between TFs, specifically between CUX1 and 

GATA1, both of which promote healthy erythropoiesis. TFs interact with each other through 

many different modes to coordinate gene expression. These modes include co-binding, 

recruitment, forming a co-regulatory complex and antagonizing each other physically or 

transcriptionally. A key gap in knowledge remains whether CUX1 and GATA1 

collaborate/interact with each other to regulate erythropoiesis. A key observation from part II 

is that CUX1 binding sites in K562 and HSPCs are enriched for GATA motifs. ChIP-seq and 

CUT&RUN analysis in these two cell systems further showed that CUX1 and GATA1 share 

many common binding sites. Based on these preliminary data, this part of my thesis aims to 

elucidate the molecular mechanism of if and how CUX1 engage with GATA1 in 

hematopoiesis. By exploring their co-binding patterns and the effects of CUX1 loss on 

GATA1 occupancy and function, this part aims to uncover the collaborative mechanisms that 

regulate erythropoiesis. The discovery will add to part II as a more complete picture of CUX1 

as a hematopoietic PF. This could shed light on the phenotypes observed in myeloid cancer 

patients with CUX1 mutations or with -7/del(7q) abnormalities, potentially guiding the 

development of new treatments. 

Overall, the thesis proposes to offer mechanistic insights into myeloid malignancies 

associated with -7/del(7q), providing a comprehensive tool for identifying TSGs and 

clarifying the role of CUX1 as a pioneer factor in HSPC fate determination. It seeks to 

unravel the complex interactions between two major erythropoiesis regulators GATA1 and 

CUX1, which could offer key mechanistic insights that underlies phenotypes observed in 

myeloid cancer patient. The mechanisms uncovered by this study will provide valuable 
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knowledge of how early hematopoietic stem cell fate is committed and inform therapeutic 

intervention strategies through cellular reprogramming and cell fate intervention. 
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CHAPTER 2: MATERIALS AND METHODS 

2.1 Materials and methods for chapter 3  

 

Cells and reagents 

Human mobilized peripheral blood CD34+ HSPCs were purchased from the Fred Hutchinson 

Co-operative Center for Excellence in Hematology (Seattle, WA, USA), and were obtained 

from multiple healthy donors. CD34+ HSPCs were expanded in StemSpan SFEMII base 

media supplemented with CC110 culture supplement for 3-5 days prior to screen (Stemcell 

Technologies, Vancouver, Canada). Human cytokines SCF, IL3, IL6, and EPO were 

purchased from Peprotech Inc (Princeton, NJ, USA). Oxyphenonium bromide was purchased 

from Sigma (St. Louis, MO, USA). The following antibodies were used for western blots: 

anti-PTEN (1:1000, Cell Signaling #9552, Danvers, MA), anti-CUX1 (1:1000, Santa Cruz 

#sc514008, Dallas, Texas), anti-GATA1 (1:1000, Abcam #ab181544, Cambridge, UK), anti-

beta-actin (1:10000, Santa Cruz #sc47778, Dallas, Texas). 

 

gRNAs, Cas9, and Neon transfection 

Guide RNAs and Cas9 were purchased from the Synthego corporation and gRNAs designed 

using their bioinformatics tools. A single gRNA per gene was employed.  Electroporation 

transfection was performed on the Neon Transfection System (Thermofisher Scientific, 

Waltham, MA, USA) as previously reported.209 Briefly, electroporations were performed at 

settings of 1600 volts, 10 ms pulse length, 3 pulses. Prior to transfection, 0.71 ul Cas9 

(20uM) was mixed with 2.39ul gRNA (30uM) and 0.9 ul Buffer T, and RNPs allowed to 

form for at least 15 minutes at RT. 200 000 CD34+ cells in 8ul of Buffer T were then added 
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to the RNPs, and 10 ul of the mixture electroporated and immediately cultured in SFEMII 

+CC110 to recover for 24 hours before use in proliferation and erythroid differentiation 

assays. AAVS1 gRNA was used as a negative control.210  gPTEN was included as a positive 

control for increased proliferation, and gGATA1 was used as a control for decreased 

differentiation.211,212 A complete list of gRNAs and primers used for Sanger sequencing can 

be found in the supplemental data file. 

 

Proliferation assay 

Proliferation cultures were seeded with 10 000 cells per well in 96-well plates, containing 

200ul of SFEMII +CC110 plus 10 nM IL3 and 10 nM IL6. Proliferation assays were 

performed at days 3, 5, and 7 using the CellTiterGlo 2.0 Cell Viability Assay (Promega, 

Madison, WI, USA) in duplicate. Assay was performed as per manufacturer’s protocol, with 

25 ul of cultured cells and using freshly diluted ATP solutions (Sigma) for standard controls. 

Each group of gRNAs was repeated so that all target genes were tested in 3-4 separate 

biological replicates, with 4 assay replicates for each target gene in each biological replicate 

(total of 12-16 data points for each target gene). 

 

Erythroid differentiation assay 

Erythroid differentiation cultures were seeded with 25 000 cells per well in 96-well plates in 

SFEMII base media plus 25 nM SCF, 10 nM IL3, 10 nM IL6, and 6 units/mL EPO. Cultures 

were then grown for 14 days, expanding into 24-well plates and splitting as necessary to 

avoid confluence. At 14 days, cells were subjected to flow cytometry for erythroid markers 
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CD71-BUV395 (BDBiosciences, cat# 743308, San Jose, CA, USA), GlyA-FITC 

(BioLegend, cat# 349104, San Diego, CA, USA), and LIVE/DEAD Fixable Near-IR Dead 

Cell Stain (Thermofisher Scientific). All flow cytometry performed on an LSRII instrument 

(BD). Each group of gRNAs was permutated same as the proliferation assay but without 

assay replicates, resulting in n = 3-4 for each target gene. 

 

Combined proliferation and erythroid differentiation scores 

For erythrocyte differentiation and proliferation scores, I normalized the experimental results 

of each gene in both assays in each well by subtracting from AAVS1 control. Erythroid signs 

were inverted so that a higher score is associated with increased proliferation and decreased 

erythroid differentiation. Then I obtained an average erythrocyte differentiation and 

proliferation score by taking the mean of each gene’s results across all replicate plates. I then 

combined the average erythrocyte differentiation and proliferation scores into one table and 

performed min-max normalization onto a 0-1 range, in order to remove the effect of 

directionality and unify the two scores onto the same scale. Finally, I summed the normalized 

proliferation and erythrocyte differentiation score to obtain the “combined experimental 

score”, which is a unified measure of the likeliness for each gene to be a tumor suppressor. 

To test whether the proliferation and erythrocyte differentiation results for each gene are 

significantly different from those of the AAVS1 control, I performed a non-parametric Mann-

Whitney test on the results of each gene across all replicate wells compared to AAVS1. The p 

values were multiple hypothesis corrected using Storey’s q value (FDR < 0.12). 

 



 39 

 

Machine Learning Classifier 

I used a classification random forest model to predict putative tumor suppressors on 

chromosome 7, based on publicly available genome-wide screening data in human cell lines. 

For our training data, we compiled a list of genome-wide screening data, Subsequently, I 

applied the following filters to pre-process our training data: 1) predominantly retained the 

screens related to hematological malignancies including AML, CML and Burkitt’s 

Lymphoma; and 2) filtered out two screens with too many 0 values (90%) and missing values 

(66%). This led to screening data from 8 publications spanning 24 cell lines. Furthermore, I 

added mutational signature data from the Davoli et al. 2013 study which were shown to have 

the best performance in predicting tumor suppressors using a LASSO regression model.42 I 

then used a k-nearest-neighbor algorithm to impute the remaining missing values. For the 

“ground truth” column used in training our model, we used annotation from Cancer Gene 

Census (CGC),213 which labelled 315 canonical tumor suppressors genome-wide. I then split 

the training and testing data. Our testing data consisted of all the protein-coding genes on 

chromosome 7, and the training data are all the protein-coding genes on all other 

chromosomes. For the training data, I did 100 iterations of bootstrapping in order to remove 

the effect of randomness and achieve training-testing data balance. In each bootstrap, I 

randomly sampled genes labelled as non-tumor suppressors from CGC and matched them 

with a comparable number of genes labelled as tumor suppressors. For each bootstrap, I 

performed hyperparameter tuning of the random forest model and selected the combination of 

hyperparameters that gave the smallest out-of-bag (OOB) error rate. I then performed 

prediction on the testing data using the 100 tuned models and obtained a binary result for 

each gene (1 for putative tumor suppressor and 0 for non-tumor suppressor). I ranked the 
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chromosome 7 genes based on the frequency of being labelled as a tumor suppressor in the 

100 bootstraps to obtain the final list. Performance evaluation was performed on training 

data. Across 100 bootstraps, we obtained an average AUC of 0.777(0.747 – 0.806, 95% CI). 

We achieved an average of 71.8% accuracy, 73.4% precision, 59.5% sensitivity, and 82.0% 

specificity. 

 

2.2 Materials and methods for chapter 4 

 

Co-immunoprecipitation 

100 × 106 K562 cells were spun down for a CUX1 pulldown and a control IgG pulldown 

each. Cells were lysed in hypotonic buffer (5 mM EDTA, 5 mM EGTA, 5 mM Tris–Cl) with 

protease inhibitor added (Roche complete mini-EDTA free 11836170001). Pellets were 

passed through a 20-gauge needle 10 times, incubated on ice for 10 minutes and spun down 

at 600 g for 8 minutes at 4°C. The supernatant was removed, and the pellet was resuspended 

in RIPA buffer (Boston BioProducts BP115) with protease inhibitor added (Roche Complete 

5892953001). Protein lysates were again passed through a 27-gauge needle, incubated on ice 

and subsequently spun down at 14000 rpm for 15 minutes at 4°C.  The supernatant was 

collected, and RIPA buffer was added to a final volume of 30 mL. 12 µg of CUX1 antibody 

(B-10 Santa Cruz sc-514008) and mouse IgG (Santa Cruz sc-2025) antibody were added to 

the lysate and incubated overnight on a rocker at 4°C.  150 uL Protein A/G Plus agarose 

beads (Santa Cruz sc-2003) were added the next day and incubated at 4°C on a rocker for 1 

hour. The immunoprecipitated proteins were washed twice with cold RIPA buffer followed 

by a final wash with cold PBS. Proteins were eluted by resuspending the beads in 2X loading 

buffer and sent for mass spec analysis. 
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Sample preparation for LC–MS/MS 

Co-immunoprecipitate samples were brought to 1X and 40 uL was loaded onto 12% MOPS 

buffered 1D SDS-PAGE gel (Invitrogen NP0341BOX) and run at ~ 200 V for ~ 10 min, 

resulting in a ~ 2 cm gel plug. The gel was stained with Imperial Stain (Thermo Fisher 

#24615) for 1 hour at room temperature.  Gel plug trypsin digestion was adapted from 

methods previously published.79,80 Digested peptides were cleaned up via C18 spin columns 

(Thermo Fisher #89870).  

 

LC–MS/MS via MaxQuant 

LC–MS/MS was performed using adapted methods previously published79. Electrospray 

tandem mass spectrometry (LC–MS/MS) was performed at the Mayo Clinic Proteomics Core 

on a Thermo Q-Exactive Orbitrap mass spectrometer, using a 70,000 RP (70 K Resolving 

Power at 400 Da) survey scan in profile mode, m/z 340–1800 Da, with lockmasses, followed 

by 20 MS/MS HCD fragmentation scans at 17,500 resolutions on doubly and triply charged 

precursors. Single charged ions were excluded, and ions selected for MS/MS were placed on 

an exclusion list for 60 seconds.  

 

Mass spectrometry database searching and analysis 

Tandem mass spectra MS/MS samples were analyzed using MaxQuant (version 1.6.17.0). 

MaxQuant was set up to search the 211102_Uniprot_Human_5640.fasta database assuming 
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the digestion enzyme strict trypsin. MaxQuant was searched with a fragment ion mass 

tolerance, and a parent ion tolerance of 20 PPM. MQ 1FDR results file (proteingroups.txt) 

was processed in Perseus (version 1.6.14.0). Proteins were filtered out which included 

“identified by site”, “reversed”, and “potential contaminants”, log2 transformed, imputed via 

default settings, and annotated against the human database.  P-values were determined by 

Student’s t-test within Perseus and a significance cutoff was applied if CUX11/IgG ratios 

were above NegLog10 P-value >= 1.3 and fold-change above 20% or log2 >= 0.26.  Proteins 

only detected in CUX1 immunoprecipitates were also determined significant. 

 

Cell culture 

K562 cell lines were obtained from Dr. Michelle Le Beau’s lab (University of Chicago) and 

were authenticated by STR analysis (ATCC). Primary human CD34+ peripheral blood 

mononuclear-stem cells were obtained from the Fred Hutch Hematopoietic Cell Procurement 

and Resource Development Center (Seattle, WA). K562 cells were grown in RPMI 1640 

media (Gibco 61870127) supplemented with 10% FBS and 1X Antibiotic-Antimycotic 

(Gibco 15240062).  Primary CD34+ cells were grown in StemSpan SFEMII media 

(STEMCELL Technologies 09655) supplemented with 1X StemSpan CC110 cytokine 

cocktail (Stemcell Technologies 02697). 

 

Ribonucleoprotein (RNP) transfection 

gHPRT and gCUX1 K562 cell lines were described previously.81 For primary CD34+ 

HSPCs, cells were transfected with ribonucleoprotein complexes carrying the same gRNA 
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sequences as used in K562 for exon 4 of CUX1 (5’- UGCACUGAGUAAAAGAAGCA-

3’)214 or intron 2 of HPRT (5’-GCAUUUCUCAGUCCUAAACA-3’) (Synthego) using the 

Neon transfection device (Thermo Fisher) with the following parameters: 1600V, 10ms, 3 

pulses.215 Editing efficiency was determined 72 hours post-transfection using TIDE 

(https://tide.nki.nl/).216 The editing efficiencies for the transfected cell population replicates 

used for experiments are: gCUX1 replicate one 47%, replicate two 52%; gHPRT replicate 

one 79%, replicate two 72%. 

 

ChIP-seq library preparation and sequencing 

Chromatin was fixed from 100x106 gHPRT and gCUX1 transfected K562 cells using 1% 

formaldehyde for 10 minutes at room temperature and stopped by the addition of 0.125 M 

glycine. For SMARCA4 ChIP, protein cross linking was performed first.  Cells were washed 

3 times with 1X PBS at room temperature. 10 mL of PBS/MgCl2 were added to the cells 

after final PBS wash. 80 uL of 0.25M DSG-disuccinimidyl glutarate (Thermo Fischer 20593) 

was added and incubated for 45 minutes at room temperature. Cells were washed 3 times 

with 1X PBS and followed by DNA crosslinking with 1% formaldehyde as described above. 

Fixed chromatin was then sonicated (Bioruptor) for 10 minutes in 30 seconds on/off pulses 

two times for a total of 20 minutes, with vortexing in between. CUX1-specific antibodies 

were generated, characterized and validated as described by Imgruet et al. 2021.81 

Immunoprecipitation was performed using dynabead protein G magnetic beads (Thermo 

Fischer) and 6 ug of anti-CUX1 (PUC, Poconos)/20E6 cells, 5 ug/20E6 anti-SMARCA4 

(Abcam ab110641), anti-H3K27ac (Abcam, ab4729) or anti-H3K4Me1 (Abcam, ab8895). 

Following elution, samples were treated with RNase A and proteinase K before crosslink 
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reversal. DNA was purified using a PCR purification kit (Qiagen). Libraries were prepped 

using the Ovation Ultralow Library Kit Tecan Genomics Inc (0344NB-32) and size selected 

using SPRIselect beads (Beckman Coulter B23317). Illumina HiSeq was used to perform 50 

bp single-end sequencing on the libraries. Two biological replicates were performed for each 

sample.  

 

CUT&RUN library preparation and sequencing 

CUT&RUN was performed as described by Skene and Henikoff 2017.217 using the direct 

ligation method for mammalian cells. Briefly, 5x105 cells were harvested from CD34+ 

HSPCs expanded for 48 hours post-thawing and bound to ConA-coating beads by rotation for 

10 minutes at room temperature. Cells were permeabilized (20 mM HEPES pH 7.5, 150 mM 

NaCL, 0.5 mM Sperimidine, Roche Complete EDTA free 5892953001, 0.05% w/v digitonin) 

and incubated overnight at 4°C with anti-CUX1 (PUC) 1:50, anti-SMARCA4 (Cell 

Signaling, 49360s) 1:100, or anti-GATA1 (Abcam, ab181544) 1:100 antibodies. Protein A/G-

MNase beads were added and placed on a tube rotator for 1 hour at 4°C. MNAse bound DNA 

was cleaved and released by adding 1X pA-MNAse mix containing CaCl2 at 0°C for 30 

minutes, STOP buffer was added and CUT&RUN fragments were released by incubating for 

30 minutes at 37°C. Library end repair, ligation, and amplification were performed using the 

Ovation Ultralow System V2 kit (Tecan Genomics Inc. 0344NB-32) and amplified by PCR 

with the following parameters: 1 cycle of 72°C  2 minutes, 95°C  3 minutes, followed by 13 

cycles of 98°C  20 seconds, 65°C  30 seconds, 72°C  30 seconds, and a final extension at 

72°C  for 1 min. Libraries were cleaned up using MinElute PCR purification kit (Qiagen) and 
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a left-sided size selection using SPRI beads (Beckman Coulter B23317). Final libraries were 

analyzed by Bioanalyzer (Agilent) prior to sequencing. 

 

 

ATAC-seq sample preparation and sequencing 

ATAC-sequencing was performed according to a published protocol.218 For all experiments, 

K562 cells were harvested from cultures at ~60% confluency and primary CD34+ HSPCs 

were harvested 48 hours post transfection. For both K562 and primary CD34+ HSPCs, 

50,000 cells were lysed using the following buffer: 10 mM Tris-HCL, pH 7.4, 10 mM NaCL, 

3 mM MgCl2, and 0.1% IGEPAL CA-630. Cells were transposed using a 1X concentration 

of Nextera Tn5 Transposase (Illumina) for 30 minutes at 37 °C with shaking at 500 rpm. 

Following transposition, DNA was purified using the MinElute PCR Purification Kit 

(Qiagen). DNA was amplified for 5 initial cycles using the custom Nextera barcoded PCR 

primers with the following parameters: 1 cycle of 72 °C for 5 minutes and 98 °C for 30 

seconds, followed by 5 cycles of 98 °C for 10 seconds, 63 °C for 30 seconds, and 72 °C for 1 

min. Following the initial 5 cycles of PCR, the additional number of cycles needed was 

determined by qPCR as previously described.218 Following the additional PCR cycles, DNA 

was obtained using the MinElute PCR Purification Kit and analyzed by Bioanalyzer (Agilent) 

prior to sequencing.  
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ChIP-seq and CUT&RUN analysis 

For the ChIP-seq analysis using K562 cells, sequenced samples were trimmed using Cutadapt 

(version 4.2.0).219 We aligned single-end reads to hg19 using bwa (version 0.7.17) and called 

peaks using MACS2 (version 2.1.0) with input control.220,221  All peak calling was performed 

according to the ENCODE standards using an irreproducible discovery rate (IDR) of 0.05.222 

Non-uniquely mapped reads and reads mapped to ENCODE blacklist region223 composed of 

artificially high regions of the genome were discarded. Coverage files were generated using 

deepTools (version 3.5.1) and visualized using IGV (version 2.8.10).224,225  ChIP-seq for 

CUX1, SMARCA4 and histone marks H3K27ac were performed at the McNerney lab. 

GATA1 (ENCSR000EWM) and RUNX1 (ENCSR414TYY) ChIP-seq data were obtained 

from ENCODE. We assigned peaks to the single nearest transcription start site (TSS) within 

1 Mb using GREAT (version 4.0.4).226 Bed files were analyzed using Bedtools (version 

2.30.0).227 Significance of overlap of binding sites between two ChIP-seq experiments was 

calculated using the hypergeometric test with makeVennDiagram() from ChIPpeakAnno 

package (version 3.32.0), with options: “ totalTest=totalTest,scaled=FALSE, 

euler.d=FALSE,method = "hyperG”.228 We used MEME-ChIP for motif discovery using the 

classical mode.229,230  Summits of CUX1 and SMARCA4 binding sites were calculated and 

extended in both direction by 250 base pairs as the sequence input. Accessible chromatin 

sites obtained from the K562 gHPRT ATAC-seq were used as the background model to 

increase the statistical power pf motif discovery. Differential motif analysis was performed 

using AME.231  

For CUT&RUN analysis for CUX1, GATA1 and SMARCA4 in primary human CD34+ 

HSPCs, all analysis methods and parameters are the same as in ChIP-seq (based on how other 

people analyze CUT&RUN in the literature), except the sequencing reads are paired end.  
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ATAC-seq analysis 

For both K562 and human CD34+ HSPC ATAC-seq analysis, sequenced samples were 

trimmed using Cutadapt (version 4.2.0).219 We aligned paired-end reads to the human hg19 

genome using bwa (version 0.7.17) and called peaks using MACS2(version 2.1.0) with “ --

nomodel,  -- shift -75, and  -- extsize 150 ” options.220,221 Non-uniquely mapped reads, 

mitochondrial reads, and reads mapped to the ENCODE blacklist region223 were discarded. 

Coverage files were generated using deepTools (version 3.5.1) and visualized using 

IGV(version 2.8.10).224,225 Differentially accessible regions in gCUX1 vs. gHPRT samples 

were identified using csaw using a 2-fold enrichment threshold and FDR smaller than 0.05.232 

We chose csaw because it is an unbiased approach that scan through the whole genome using 

a sliding window approach, rather than depending on pre-called peaks. The unbiased csaw 

approach is better at picking up more subtle differential changes that do not reside in the pre-

called peak regions. Bed files were analyzed using Bedtools (version 2.30.0).227 For 

integration with RNA-seq, ATAC-seq peaks are identified to be the significant ATAC peaks 

called by csaw232 within 1 Mb window from the TSS of the differentially expressed 

genes(FDR<0.1, |Log2FC|>0.75) identified from RNA-seq in shCUX1 vs shControl.79 

406/432 DEGs have significant ATAC peaks within 1 Mb window from their TSS and are 

thus retained for this analysis. The ATAC peak with highest Log2FC for each gene was 

selected. 
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Analysis of chromatin accessibility at cell type specific enhancers 

We downloaded the cis-regulatory element annotation map generated by Zhang and  

Hardison, 2017233 for primary human hematopoietic cell types including HSC, MEP, GMP, 

CLP, erythrocyte, megakaryocytes, neutrophils, monocytes, B cell, NK cells, CD4+ and 

CD8+ T cells from the Validated Systematic IntegratiON of hematopoietic epigenomes 

(VISION) data portal. (https://usevision.org/). We retained all the genomic intervals 

identified as enhancers for each cell type, including E: enhancer like; EN: enhancer like, 

nuclease accessible; EN_A: enhancer like, nuclease accessible, active; E_A: active 

enhancers; BE: bivalent enhancers; CNE_T: CTCF bound, nuclease accessible, transcribed 

enhancers; TE_A: transcribed active enhancers; TE: transcribed enhancers. We eliminated all 

the enhancer elements that are annotated ambiguously as promoter-like. For each progenitor 

cell type, we eliminated the enhancer elements that are shared in HSCs in order to obtain a 

list of enhancers that are unique in each specific progenitor cell type. Then we calculated the 

normalized chromatin accessibility from our CD34+ HSPC ATAC-seq data gHPRT and 

gCUX1 at the cell type specific enhancers. For plotting, the cell types are merged into 

lineages: Erythroid (MEP + megakaryocytes + erythrocytes), Myeloid (GMP + neutrophils + 

monocytes) and Lymphoid (B cells + NK cells + CD4+ and CD8+ T cells). The negative 

control is a list of 10,000 randomly sampled enhancers that did not appear in any of the cell 

type specific enhancer lists.  

 

Annotation of peaks with chromatin state 

ChIP-seq, CUT&RUN and ATAC-seq peaks were annotated with chromatin state using 

publicly available data. K562 chromatin state prediction was obtained from UCSC genome 
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browser chromHMM track, which uses hidden Markov model analysis of eight chromatin 

marks and CTCF ChIP-seq data.234,235 Primary human CD34+ HSPC chromatin state data 

was obtained from NIH Roadmap Epigenomics Mapping Consortium (EP50 primary 

hematopoietic stem cells G-CSF-mobilized female chromHMM track).236 The database also 

used hidden Markov model analysis of six chromatin marks and DNase I hypersensitivity 

data. To establish the chromatin state of genomic sites, we used Bedtools intersect (version 

2.29.0) to obtain the overlap of each ChIP site with chromHMM annotations.227 

 

 

Hi-C analysis 

Hi-C data from CD34+CD38- primary human HSPC was obtained from a published study.237 

We intersected CUX1-bound promoters (defined as CUX1 binding sites in human CD34+ 

primary HSPC CUT&RUN that fall within 2 kb from the TSS) with the 2,684 chromatin 

loops called by Zhang et al 2020.237 272 loops were found to contain CUX1-bound 

promoters. We then found the interacting regions of these 272 loops and defined them as the 

regions that contain putative enhancers in contact with CUX1-bound promoters. Normalized 

ATAC seq reads (RPKM) in gHPRT and gCUX1 samples on these regions were calculated 

using deepTools (version 3.5.1).224 As the negative control, we size-matched and randomly 

sampled 272 regions that are not in contact with any CUX1-bound promoters. 
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Murine HSPC fate prediction  

We obtain the scRNA lineage tracing data from Weinreb et al. 2020,238 where murine Lin-

Scahigh Kit+ HSCs were clonally traced by expressed DNA barcodes so that the terminally 

differentiated daughter cell fates are linked with ancestor HSC single cell transcriptomes. We 

downloaded the in vivo normalized count matrix and metadata containing the single cell 

clonal identities from the GEO database (GSE140802). Seurat V4 was used to import, 

preprocess and analyze the data.239  Ancestor HSCs and daughter cells were assigned to their 

clonal identities. We filtered the cells that do not belong to any clones and the HSCs that do 

not have any daughter cells. All terminal cell fate annotations were stored in a list. We then 

looped through this list and determined the most common (if there is one) cell fate. For 

example, a clonal lineage with the cell fates A, A, B will be determined as being a clonal 

lineage A, while one with the cell fates A, B will be listed as ambiguous. This gave us 1,523 

cells with unique terminal identities after removing cells with ambiguous or undifferentiated 

cell fates. The remaining cells contained basophil, dendritic cells, monocytes, neutrophiles, B 

cells, and erythrocyte progenitors. After building datasets with the gene expression levels 

matrix on one side and the cell fate on the other, we ran different Python scikit-learn machine 

learning models and graded their accuracy (We chose F1 score as the measurement for 

prediction performance due to label inbalance and the better control on type I and II errors) to 

determine how informative different sets of genes were in determining cell fate.240 The two 

models we used were “LogisticRegression” and deep neural network (implemented by 

MLPClassifier ). For the MLPClassifier, hyper parameter tunning using “GridSearchCV” was 

performed to identify the best parameters on each dataset. We then ran the prediction model 

and compared the cell fate prediction accuracy for different gene sets. Since some of these 

gene sets came from experiments on human and our training data is from mouse, we had to 
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convert the gene sets from human to the corresponding mouse gene names using the R 

package biomaRt.241  For each gene set, to reduce sampling bias, we performed 50 bootstrap 

analyses and took the average and standard deviation of the scores. The average accuracy for 

each of our models was recorded. From previously published studies, we obtained genes 

corresponding to PU.1 (n = 2,074) and RUNX1 binding sites (n = 5391), and PU.1 and 

RUNX1 bound genes that are differentially expressed after they were lost in HSPCs ( n = 336 

and n = 325 respectively).242–245 We performed two-sided Wilcoxon rank-sum test on the F1 

scores between our experimental datasets and the most variable genes, randomly selected 

genes, and mouse transcription factors obtained from AnimalTFDB 3.0.246 

 

 

Creating customized reference genome that differentiates the CUX1 and CASP 

transcripts 

From NCBI RefSeq database (https://www.ncbi.nlm.nih.gov/refseq/),  I obtained the 

transcript identifier of the three Cux1 transcripts (NM_001291233.1, NM_009986.4, 

NM_001291234.1), and the four Casp transcripts (NM_001291239.1, NM_001291240.1, 

NM_198602.3, NM_001291238.1). I then downloaded the fasta and gtf annotation file for 

mouse genome version mm10 from Ensemble database 

(https://useast.ensembl.org/info/data/ftp/index.html). All Cux1 and Casp transcripts are 

named Cux1 in the gene symbol column in the generic gtf file. Therefore, I changed the gene 

symbol form Cux1 to Casp for the four Casp-specific transcripts. The, I used STAR247 built-

in reference genome generator to generate the customized genome which differentiated the 

Cux1 vs Casp transcripts. The parameters are as follows: STAR --runThreadN 1 --runMode 

https://useast.ensembl.org/info/data/ftp/index.html
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genomeGenerate --genomeFastaFiles mm10.fa --sjdbGTFfile mm10_custom.gtf. The same 

procedures are done to create the equivalent human hg19 reference genome.  

 

Single cell RNA-seq library preparation and sequencing 

Two constructs of doxycycline-inducible shRNA79 targeting different Cux1 exons and one 

control construct of shRNA targeting renilla were transfected separately to bone marrows of 

healthy donor mice. Cux1mid targets exon 5 which is shared by all Cux1 and Casp isoforms. 

The residual CUX1 protein level is 54% +/-17%. Cux1low targets the 3’ untranslated region of 

exon 24, which is only shared by Cux1 isoforms and not Casp.  The residual CUX1 protein 

level is 12% +/-9%.79   The transfected bone marrows were transplanted to bone marrow 

irradiated mice. Three littermate mice were transfected with each shRNA construct. Then, 

these recipient mice were allowed to recover for four weeks. After the recovery period, they 

were fed doxycycline diet for five days in order to induce the shRNA expression. Initially, 

mice are euthanized to harvest their legs, hips, and arms. The bone marrow is then isolated, 

crushed, and lysed, with the resulting cell suspensions from three mice in each genotype 

condition combined. Cell counts are performed using a cellometer, with the following counts 

obtained: Renilla control 1.577 cells with 86.7% viability, Cux1mid 1.537 cells with 83.8% 

viability, and Cux1low 1.167 cells with 82% viability. Next, we performed the lineage 

depletion process. A fraction of the undepleted cells is set aside for flow cytometry 

confirmation of lineage depletion. The samples are then incubated in a 4°C fridge for 10 

minutes. Afterward, a 3mL buffer containing EDTA is run through columns, followed by a 

1mL buffer addition to each sample, which is then applied to the columns. The flow-through, 

containing lineage-depleted cells, is collected for further analysis and to obtain GFP+ cells. 
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The lineage-depleted cells are centrifuged, resuspended in 1mL, and recounted on the 

cellometer, yielding the following counts: Renilla control 1.89x107 cells with 91.1% viability, 

Cux1mid 1.647 cells with 91.2% viability, and Cux1low 5.716 cells with 93.6% viability. 

Subsequently, cells are resuspended in Fc block and incubated for 10 minutes on ice, shielded 

from light. Cells are then stained with a lineage cocktail and incubated for 30 minutes at 

room temperature in the dark. This is followed by staining with a master mix, which involves 

spinning down the cells, resuspending in the designated volume of staining mix, and 

incubating again for 30 minutes at room temperature, protected from light. Cells are then 

resuspended in 400 µL of buffer (the volume may vary) and stored on ice. On the day of the 

final procedure, cells are spun down 30 minutes prior to the sorting time. Cells are then 

resuspended in a 1:10,000 dilution of live/dead stain from the -20°C storage and incubated 

for 15 minutes at room temperature. After a final spin down, cells are resuspended in 400µL 

of buffer. The final step is the sorting process, during which 2 million kit+, GFP+, lineage-, 

live cells are collected for subsequent experiments. Only hematopoietic stem cells and early 

progenitors were retained using this sorting strategy. The three cell populations (shRenilla 

control, shCux1mid and shCux1low) were sequenced individually using 10X genomics single 

cell RNA sequencing technology.  

  

Single cell RNA-seq analysis 

After sequencing, UMI counts were obtained for gene expression via gene-barcode matrix 

with 10x genomics’ Cell Ranger (version 7.0, Chromium Single Cell V(D)J Reagent Kits 

with Feature Barcoding technology for Cell Surface Protein, Document Number CG000186 

Rev A, 10x Genomics, (2019, July 25). a set of analysis pipelines that process Chromium 

single-cell RNA-seq output.  I used Seurat (Version 4) for the ensuing data preprocessing.239 
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To get rid of non-expressed genes, I kept all genes expressed (defined by nonzero counts) in 

≥10 cells. To retain intact and healthy singlet cells, I applied the following filter: 1) At least 

200 genes expressed are required, indicating a intact cell. 2) Cells must express < 8% 

mitochondrial reads, indicating non-bursting cells 3) library size of cells within 3 standard 

deviation around mean value. This effectively removed droplet contains small fragments and 

congregated cells.  Global-scaling normalization method “SCTransform” was performed on 

the filtered data at the next step. I performed cell cycle regression in the next step. Because 

HSCs is quiescent versus more proliferative progenitors downstream, early HSCs tend to 

reside in G1/G0 phases while more proliferative cells tend to reside in the cycling G2M or S 

phase. I don't want to lose information that could differentiate stem vs non-stem cells. 

Therefore, I am just regressing out G2M vs S phase. Signals separating non-cycling cells and 

cycling cells will be maintained, but differences in cell cycle phase amongst proliferating 

cells (which are often uninteresting), will be regressed out of the data. Dimension reduction 

was performed using both PCA and UMAP approaches. Unsupervised clustering was then 

performed using KNN algorithm, multiple resolutions of KNN were performed, and the 

resolution that returns stable number of clusters was determined using clustree R package.248 

Cluster identity was annotated by manually annotating the top differentially expressed up-

regulated genes in each cluster vs. all the other clusters. To increase the robustness of the cell 

type annotation, an automated approach using publicly available bulk RNA-seq and 

microarray data in different hematopoietic cell types was also performed using singleR R 

package.249 Results from both the manual and automatic approaches were cross checked and 

are mostly consistent. Droplets containing doublet cells were removed using DoubletFinder R 

package, which were shown to be the top packages in terms of accuracy in finding 

doublets.250 Afterwards, the Renilla control, Cuxmid, and Cux1low samples were integrated 

using Seurat (V4.0),239 in order to remove bias due to sequencing depth and enable 
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comparison across samples. Pseudotime inference and trajectory analysis was performed 

using Slingshot and TradeSeq.251,252 because of their benchmarked high performance and 

suitability for multi-trajectory differentiation, which is the topology of a typical 

hematopoietic differentiation dataset.253 Differential abundance test comparing the sub-

cluster cell numbers across different conditions is calculated using EdgeR framework.254 

Three pseudo-replicates were created for each condition(Ren, Mid, Low) by random 

sampling. Each cluster is equivalent to a gene and cell number of each cluster is equivalent to 

the raw reads aligned to each gene for a typical RNA seq differential expression analysis. 

Clusters with low cell numbers (< 50) are excluded, equivalent to getting rid of lowly 

expressed genes. Dispersion was estimated between samples and replicates. Test for 

differential abundance was implemented using the negative binomial model of EdgeR. 

Composite effect was controlled by eliminating the most abundant cluster and repeat the test 

to ensure the results still hold true. All other downstream analysis are performed using Seurat 

and self-generated code, which is available on Github 

(https://github.com/liuweihanty/single_cell_RNA_Cux1) 

 

2.3 Chapter 5 Materials and methods 

GATA1 CUT&RUN library preparation and sequencing for K562 

The protocol is the same as the CUT&RUN protocol for CD34+ HSPC outlined previously in 

this section. We also collected DNA from 5 x 105 K562 cells, and used anti-GATA1 (Abcam, 

ab181544) 1:100 antibody. All computational analysis is also the same as previously 

outlined. 



 56 

CHAPTER 3: SYSTEMIC DATA MINING OF GENOME-SCALE SCREENING 

DATA IDENTIFIED PUTATIVE TUMOR SUPPRESSORS ON CHROMOSOME 7 

 

3.1 INTRODUCTION 

-7/del(7q) is one of the most frequent and serious cytogenetic abnormalities in 

myeloid malignancies, including MDS and AML. -7/del(7q) is associated with worse 

prognosis and chemotherapy resistance, regardless of age and disease.255 Mechanistically, -

7/del(7q) contributes to the initiation of transformation, and is detected in clonal 

hematopoiesis.31,32 Despite the clinical implication of -7/del(7q), the specific mechanisms of 

how they contribute to malignant transformation are not understood. It has been suspected 

that key TSGs encoded on chromosome 7 commonly deleted regions (CDR) might contribute 

to transformation, but identifying these genes has been challenging due to technical and 

biological limitations. The classical approach to look for recessive TSGs from CDRs have 

been ineffective and only limited number of TSGs have been found on chromosome 7, 

including CUX1 through mapping CDR regions,49 EZH2 through searching for second hit 

mutations44 and SAMD9/SAMD9L via microarray hybridization.256 A systemic approach to 

identify putative tumor suppressors on chromosome 7 CDRs is needed. 

The advance in genome-wide perturbation screens in the last decade provided us with 

rich data source to computationally mine the TSG phenotypes and predict putative TSGs. 

These methods use genetic perturbation method to systemically knock out/in or up/down tune 

the expression level of hundreds to thousands of genes in a high throughput fashion by plate 

based or pooled methods using DNA barcodes. The targeted cells could grow underneath a 

biological treatment of interest, such as drug treatment, cell competition, or simply a survival 

essay without external stimuli. Subsequently, the biological effect of the challenge is 

measured by various assays. Early high throughput genetic screen methods include gene 
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trapping mutagenesis, where target gene expression is randomly disrupted by a transgene 

vector with a reporter that can simultaneously tag the identity of the target gene.257 Random 

mutagenesis induced by chemicals are also used for high throughput screens. However, these 

methods are painstakingly time-consuming and difficult to implement experimentally. The 

advent of RNAi method significantly simplified the way to knock down gene expression and 

led to a wave of both in vitro and in vivo studies identifying novel functions of genes in a 

high throughput fashion.258 Subsequently, CRISPR/Cas technology has emerged as the go-to 

tool for large scale screen due to its ease of use and flexibility. CRISPR toolbox allows 

researchers to knockout target genes with Cas9 endonuclease cutting,259 or by attached an 

effector protein to deactivated Cas (dCas) protein to tune the expression of the target gene 

either up (CRISPRa) or down (CRISPRi), without inducing DNA double stranded 

breaks.260,261 With such diverse and flexible genome engineering toolbox available, there 

have been numerous CRISPR genome-wide perturbation studies for tumor suppressor 

function.  The idea is to transfect a pooled population of cells with sequence-specific gRNAs 

that target thousands of genes. Through careful titration, each cell receives one copy of the 

gRNA and thus perturbation on one gene. The perturbation induced effect is measured by 

sequence-based counting of gRNAs at the end of assaying period.262  The readout is reflected 

in CRISPR score (CS), which measured the log transformed sgRNA abundance for each 

guide in the start and end of the screen. Genome-wide loss-of-function screens by either 

knocking down or inhibiting TSG expression in cancer cell lines led to cell overgrowth, while 

knocking in or upregulating TSG generally leads to decreased cellular proliferation (Figure 

3.1).  
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Figure 3.1: Schematic of the effect of different types of genome-wide perturbation screens 

on cancer cell growth. Top panel: upregulating gene expression by CRISPR-activation 

(CRISPRa) or cDNA library overexpression. Bottom panel: downregulating gene expression 

using CRISPR knockout (KO), CRISPR inhibition (CRISPRi) or gene trap mutagenesis 

screens. The graph was created using biorender (https://www.biorender.com/). 

 

The bountiful genome-wide perturbation data sets provide a rich resource to apply 

supervised machine learning and learn the pattern on the effect of perturbing the TSGs. 

Random forest is a popular supervised machine learning method utilizing ensemble trees. The 

ability of random forest to handle high-dimensional data, capture complex interactions among 

genes or features, and provide feature importance rankings makes it a valuable tool in 

deciphering the intricacies of genetic data.58 In this project, I collected a wide-range of 

genome-wide perturbation data in hematopoietic cancer cell lines and applied the random 

forest model to learn how canonical TSGs behave in these screens, and subsequently used the 

trained model to predict TSG activities for all chromosome 7 genes. Before the 

commencement of this project, we were not aware of other studies that leveraged supervised 

machine learning on these screen data to predict TSG activities. 
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3.2 RESULTS 

3.2.1 Compiling genome-wide screening data suitable for identifying TSGs. 

To select the proper training data for our machine learning classifier, I focused on 

genome-wide screening data in human cancer cell lines. For the training data, I compiled a 

list of data composed of gene trap mutagenesis, cDNA library overexpression, CRISPR-KO, 

CRISPRi and CRISPRa screens. The training data contains proliferation scores for each gene 

screened, which measures the relative abundance of the cells edited on each gene at the start 

and end of each screen. For example, for CRISPR screens, this is the normalized ratio of 

gRNA abundance at the end and start of the screen. Subsequently, we applied the following 

filter to preprocess our training data: 

1) Only retain the screens related to hematological malignancies, including acute 

AML, CML and Burkitt’s Lymphoma. We reason that this will improve the accuracy of 

categorizing tumor suppressors, as the same gene could function differently in different types 

of cancers. 

2) Filtered out two screens with too many 0 values (% of zeroes must be smaller than 

90%) and missing values (missing values must be smaller than 66%). Too many zeros could 

indicate bad quality of the screen experiment like poor editing efficiency, and too many 

missing values will make the information extracted from the screen unreliable. The screens 

left all have less than 60% zeroes and less than 66% missing values. 

This led to screening data from eight publications spanning 24 different types of cell 

lines, summarized in Table 1. Furthermore, we added mutational signature data from the 

Davoli et al. 2013 study which were shown to have the good performance in predicting tumor 

suppressors using a LASSO regression model.42 In this study, the authors used pan-cancer 
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mutational dataset and found that these parameters have the best performance to predict TSG 

vs neutral genes and oncogenes:1). ratio of loss-of-function (LOF) vs benign mutations. 2) 

Splicing vs benign mutations 3) High functional impact (HiFI) missense vs benign mutations 

4) deletion frequencies.42 I incorporated the score of these mutations at each genomic loci in 

my classifier. 

Table 2. Genome wide screening data263–271 used in the machine learning classifier 

Source Cell Line Cancer Type Data Type 

Blomen et. al. 2015 HAP1 AML Gene Trap Score 

Blomen et. al. 2015 KBM7 AML Gene Trap Score 

Gilbert et. al. 2014 K562 CML CRISPRa Score 

Wang et. al. 2015 KBM7 AML CRSIPR-KO Score 

Wang et. al. 2015 K562 CML CRSIPR-KO Score 

Wang et. al. 2015 Jiyoye Burkitt’s Lymphoma CRSIPR-KO Score 

Wang et. al. 2015 Raji Burkitt’s Lymphoma CRSIPR-KO Score 

Wang et. al. 2017 EOL AML CRSIPR-KO Score 

Wang et. al. 2017 HEL AML CRSIPR-KO Score 

Wang et. al. 2017 MOLM13 AML CRSIPR-KO Score 

Wang et. al. 2017 MonoMac1 AML CRSIPR-KO Score 

Wang et. al. 2017 MV411 Biphenotypic Leukemia  CRSIPR-KO Score 

Wang et. al. 2017 NB4 AML CRSIPR-KO Score 

Wang et. al. 2017 OCI-AML2 AML CRSIPR-KO Score 

Wang et. al. 2017 OCI-AML3 AML CRSIPR-KO Score 

Wang et. al. 2017 OCI-AML5 AML CRSIPR-KO Score 

https://www.science.org/doi/10.1126/science.aac7557
https://www.science.org/doi/10.1126/science.aac7557
https://www.cell.com/cell/fulltext/S0092-8674(14)01178-7#secsectitle0010
https://www.science.org/doi/10.1126/science.aac7041
https://www.science.org/doi/10.1126/science.aac7041
https://www.science.org/doi/10.1126/science.aac7041
https://www.science.org/doi/10.1126/science.aac7041
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612


 61 

Table 2 continued 

Wang et. al. 2017 P31/FUJ AML CRSIPR-KO Score 

Wang et. al. 2017 PL21 AML CRSIPR-KO Score 

Wang et. al. 2017 SKM1 AML CRSIPR-KO Score 

Wang et. al. 2017 TF1 AML CRSIPR-KO Score 

Wang et. al. 2017 THP1 AML CRSIPR-KO Score 

Wallace et. al. 2016 MV411 Biphenotypic 

Leukemia (AML 

and ALL) 

CRISPRi Score 

Horlbeck et. al. 2016 K562 CML CRISPRi Score 

Horlbeck et. al. 2016 K562 CML CRISPRa Score 

Sack et. al. 2019 HMEC Breast Cancer ORF library 

overexpression 

proliferation Score 

Sack et. al. 2019 HPNE Pancreatic Cancer ORF library 

overexpression 

proliferation Score 

Sanson et. al. 2018 A375 Melanoma CRISPRa Score 

Sanson et. al. 2018 HT29 Colon Cancer CRISPRa Score 

Bakke et. al. 2019 PANC-1 Pancreatic Cancer CRISPR KO Score 

 

The “ground truth” label is a binary column specifying whether the gene is a known 

canonical TSG. (0 or 1, non-TSG or TSG) The data source is from Cancer Gene Census 

database,213 which curates two tiers of TSGs based on the strength of literature support. Tier 

https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://www.sciencedirect.com/science/article/pii/S0092867417300612
https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0153689
https://elifesciences.org/articles/19760
https://elifesciences.org/articles/19760
https://www.sciencedirect.com/science/article/pii/S0092867418302149?via%3Dihub
https://www.sciencedirect.com/science/article/pii/S0092867418302149?via%3Dihub
https://www.nature.com/articles/s41467-018-07901-8#ref-CR2
https://www.nature.com/articles/s41467-018-07901-8#ref-CR2
https://dx.doi.org/10.1186%2Fs12885-019-5455-1
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1 TSGs has extensive literature support with strong experimental evidence, such as TP53 and 

PTEN. Tier 2 TSGs has less literature support but still relatively strong evidence.213 Since tier 

2 TSGs has clear experimental evidence support, I included them and thus have 315 genes 

labelled as canonical TSG in total. The structure of the input data for the machine learning 

classifier is depicted in Figure 3.2 A. 
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B) 

 

Figure 3.2 A) structure of the training, validation and testing data. B) Complete workflow of 

the machine learning model design, training, optimization and testing process. 

 

 

 

A) 



 64 

3.2.2 Designing a robust ML workflow. 

 With the input data ready, next I deliberated on the proper machine learning 

algorithm. I focused on supervised instead of unsupervised machine learning method since it 

allows me to use the labelled “ground truth” TSGs to train the algorithm, in order to 

recognize those genes whose genome-wide screening proliferation scores behave similarly as 

the Cancer Gene Census labelled-TSG. The key considerations include 1) Complexity and 

linearity of my data and 2) The need for normalization. Since my data set include 25 distinct 

predictor columns and around 12,000 genes, it is expected that such complex and high 

dimensional dataset will display a non-linear pattern. Therefore, using a linear model such as 

logistic regression, or support vector machine with linear kernels will risk underfitting and 

over-simplifying the relationships.272 Among the non-linear supervised machine learning 

models, I chose random forest because of several reasons:  

1). It is easy to use with out-of-pocket implementations in R using the package 

caret.273 

2). It has a good balance between accuracy and overfitting. Random forest is an 

ensemble method combining multiple weak learners (individual decision trees) to build a 

strong learner. This method usually results in strong performance than an individual learner. 

At the same time, random forest is good at reducing overfitting bias since each tree is training 

on a random set of data and features, and the final predictions are the average of multiple 

trees.  

3). Random forest does not require data scaling or normalization since the absolute 

value of the training data does not affect the splitting and decisions within each decision tree 

(scale-invariant). And it can handle outliers well since the splitting is based on the relative 
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order of the data and not distance based.274 This advantage of random forest is very important 

since the genome-wide screen data are obtained from different studies, performed by 

different scientists with different reagents and machines. An algorithm that requires 

normalization will introduce significant bias such as batch effects into the dataset. 

Data preprocessing 

Before running the learning algorithm, I performed a series of preprocessing steps to 

make the data ready to be input to the random forest model (Figure 3.2B). Even though I 

have removed screens with excessive missing values, our data still contain a lot of missing 

values, which is normal in genome-wide screen experiments as there are many drop-out (e.g. 

drop out gRNAs in CRISPR screen). However, missing data could be imputed by inferring 

the relationship with similar data points that are not missing. Among the data imputation 

methods, I used k-nearest-neighbor (KNN) algorithm, which estimates the value of missing 

data based on its nearest neighbors that are not missing. KNN method is advantageous 

comparing to the simple mean or median based imputation because it can preserve the 

distribution, capture non-linear relationships of the data and thus more accurate.275  

After data imputation, I then split the rows (genes) into training (60%), validation 

(20%) and testing (20%) data. The training and validation data are all the non-chromosome 7 

protein-coding gene. The training data is used for the algorithm to learn the pattern between 

proliferation scores and whether the gene is labelled as a TSG. The validation data is used for 

performance assessment, hyperparameter tuning and minimizing overfitting. The testing data 

are all the protein-coding genes on chromosome 7, and the test data is held out until the final 

prediction step. To reduce bias in training data and achieve training-testing data balance, I did 

100 times of bootstrapping on training data to randomly sample from the non-chromosome 7 

genes. For each bootstrap, I performed hyperparameter tuning of the random forest model 
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and select the combination of hyperparameters that gives the smallest out-of-bag (OOB) 

error, using a grid search approach. The hyperparameter I tuned include number of decision 

trees, tree max depth, minimal sample required to split a node leaf and maximum number of 

features considers for a node. I chose gini impurity as the function to define the quality of 

each node split. I then performed prediction on the testing data using the 100 tuned models 

and obtained a binary result for each gene (1 for putative tumor suppressor and 0 for non-

tumor suppressor). I then devised a “TSG score” by ranking the chromosome 7 genes based 

on the frequency of being labelled as tumor suppressors in the 100 iterations. The higher the 

score is, the more it behaves like a TSG. For example, if a gene is labelled as TSG in 60 out 

of 100 bootstrapped model testing, its TSG score is 60/100 = 0.6.  

I achieved an area under the curve (AUC) of 0.777 (95% CI 0.747-0.806), as seen in 

the receiver operating characteristic (ROC) curve in Figure 3.3A. I achieved a mean out-of-

bag error rate of 0.29 (Figure 3.3B), and an average of 71.8% accuracy, 73.4% precision, 

59.5% sensitivity, and 82.0% specificity. In order to decide which feature (screen data) gives 

the best performance, I ranked the mean decrease in gini index by removing each feature 

from the model individually (Figure 3.3C). A higher decrease in gini index means removing 

the feature leads to a less pure decision node and thus worse classification result, indicating 

this feature is more important in giving the correct predictions. TSG-specific mutational 

signature came on top as the most powerful features in predicting TSGs. This supports the 

results from Davoli et. al 2013.42 The genome-wide perturbations screens have relatively 

comparable decrease in gini index. The feature importance is orthogonally validated by mean 

decrease in accuracy, which returns similar ranking as gini index (Figure 3.3D). In summary, 

the random forest model returns high accuracy for predicting TSGs based on the ground truth 

labelled by cancer gene census. Next, it will be valuable to cross check the ranked ML 

predicted TSGs with experimental results. 
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Figure 3.3 Quality control and performance measures for machine learning model. (A) AUC 

(area under the curve) ROC (receiver operating characteristics) curve. Error bar represents 

90% CI. (B) Out-of-bag (OOB) error rate frequency distribution, representing the distribution 

of OOB error rate of 100 bootstraps of the random forest model. mean = 0.290, n=100. 

Represents the average error for each iteration using predictions from the trees that do not 

contain it within their respective bootstrap sample. (C,D) Importance of classification  

A) B) 

C)

) 

B)

D)

) 

B)
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Figure 3.3 continued variables across 100 bootstrap iterations. Each classification variable is 

defined by the technology, cell line/mutation signature, and reference (Author,year) 

 

3.2.3 ML cross-validated the experiment in identifying chr7 TSGs 

In parallel to the in silico machine learning approach, my collaborator Jeremy Baeten 

designed and implemented an in vitro plate array based CRISPR KO screen.214 For the 

screen, he compiled a list of 161 genes based on the following criteria: 1) They are hits from 

previous genome-wide screens. (For example, knocking out of the gene increased cancer cell 

line proliferation). 2). They are labeled as TSG from Cancer Gene Census database.213 3). 

They possess TSG-specific mutational patterns as identified by Davoli et. al. 2013.42 4). They 

are expressed in human CD34+ HSPC. The screen is performed in the human primary HSPC, 

since genetic dysregulation in this population is the direct cause of human myeloid 

malignancies. 5). All chromosome 7 commonly deleted region genes.  

gRNAs were designed for each gene, and 108/161 gRNAs passed editing efficiency 

threshold.214 CD34+ HSPCs are transfected with Cas9-gRNA ribonucleoproteins, so that 

each well contains one gRNA targeting one gene. Two parallel screens including 

proliferation in maintenance media and erythroid differentiation assays in EPO-containing 

media are performed to assay the TSG properties. The underlying assumption is that 

knocking out a TSG will lead to impaired erythroid differentiation and increased HSPC 

proliferation. Proliferation and erythroid differentiation scores are calculated as the 

normalized mean proliferation measurement for each gRNA transfected well comparing to 

gAAVS1 (control). gPTEN is used as the positive control for increased proliferation, and 

gGATA1 is included as the positive control for impaired erythroid differentiation.  
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Combining the proliferation & erythroid differentiation assay results will give a more 

complete measurement of TSG properties, rather than looking at them individually. However, 

the readouts of the two assays are in different units. Therefore, I devised a schematic to unite 

the proliferation and erythroid differentiation scores into a combined score that reflect the 

tumor suppressor property of the target gene: for both erythrocyte differentiation and 

proliferation scores, I normalized the experimental results of each gene in both assays in each 

well by subtracting from AAVS1 control. Erythroid signs were inverted so that a higher score 

is associated with increased proliferation and decreased erythroid differentiation. Then I 

obtained an average erythrocyte differentiation and proliferation score by taking the mean of 

each gene’s results across all replicate plates. I then combined the average erythrocyte 

differentiation and proliferation scores into one table and performed min-max normalization 

onto a 0-1 range, in order to remove the effect of directionality and unify the two scores onto 

the same scale. Finally, I summed the normalized proliferation and erythrocyte differentiation 

score to obtain the “combined experimental score”, which is a unified measure of the 

likeliness for each gene to be a tumor suppressor. To test whether the proliferation and 

erythrocyte differentiation results for each gene are significantly different from those of the 

AAVS1 control, I performed a non-parametric Mann-Whitney test on the results of each gene 

across all replicate wells compared to AAVS1. The p values were multiple hypothesis 

corrected using Storey’s q value (FDR < 0.12). The combined score is shown in Figure 3.4A. 

Across all candidate genes, increased proliferation correlates with impaired erythropoiesis, 

consistent with the known link between these two phenotypes. The positive control for 

proliferation gPTEN and for erythroid differentiation gGATA1 are among the top significant 

genes with highest combined TSG score, supporting the robustness of the CRISPR screen. 12 

genes whose knockout lead to significant greater proliferation and more impaired erythroid 

differentiation comparing to the gAAVS1 control are highlighted in red. Some of these genes 
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have been shown to possess TSG properties, such as TRIM24,276 while others are less well 

characterized. To compare the results from CRISPR screen and the machine learning 

classifier, z scores of the machine learning score, experimental proliferation, erythroid 

differentiation impairment and the combined scores are shown side-by-side in Figure 3.4B. 

Many highly scored genes overlapped with genes that scored significantly experimentally, 

such as CUX1, LUC7L2 and TRIM24.276,277 The overlap of the experimental and classifier 

results did not reach significance (hypergeometric test p = 0.12). Conceivably, this may 

reflect a limitation of the classifier and/or some hits in the classifier may exhibit tumor 

suppressor activity by other measurements, such as apoptosis, metastasis, or DNA repair. 

Nonetheless, using the classifier scores, genes within CDRs are again significantly enriched 

for TSGs (Fig. 3.4C, D). This result from disparate datasets, across tumor types, mirrors our 

experimental results. At the time of the manuscript writing, the successful application of 

machine learning with genomic and CRISPR screen data to identify TSGs has not been 

previously reported. Furthermore, our result buttresses the concept of CDRs manifesting as a 

contiguous gene syndrome. 
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Figure 3.4 Machine learning classifier systemically 

ranked chromosome 7 gene TSG-like activities and cross-validated in vitro CRISPR screen 

C) 

D) 

B) 
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Figure 3.4 continued experiment A) Combined score of the 108 candidate TSGs validated 

by CRISPR screen. x and y axis are transformed proliferation and erythroid differentiation 

score, respectively. B) Heat map of variables used to consider myeloid TSG status in all 

genes included in experimental analysis. Genes are ranked by experimental combined score, 

machine learning score, and CDR status equally weighted. Columns 1 and 2 are binary 

variables where yellow = yes and purple = no; the remaining columns are z-scores of the 

experimental and machine learning classification variables. C) Genomic track of all 

chromosome 7 genes. Rows depict gene density, machine learning score, combined 

proliferation and erythroid differentiation score, and overlay of machine learning (ML) and 

experimental scores. Red boxes indicate CDRs. D) Machine learning score of genes within (n 

= 74) or outside of CDRs (n = 825). Significance determined by Mann–Whitney–Wilcoxon 

test, *p < 0.05. 

 

3.3 DISCUSSION 

The application of machine learning in identifying the mechanistic link between 

genetic functions and cancer development is a field developing at warp speed, driven by the 

ever more abundant multimodal data including RNA-seq, single cell RNA-seq, epigenomics 

data and clinical data. This project leveraged machine learning to unravel the link between 

genetic functions and cancer development, focusing on tumor suppressor genes (TSGs). 

Comparing to the conventional manual process of identifying the statistically significant hits 

in each perturbation screen and compile them, a key advantage of this project is that ML 

could identify the subtle but consistent changes across all input datasets and capture the hits 

that might be otherwise omitted by the thresholded manual analysis approach. By 

systematically mining publicly available genome-wide perturbation screens, the project 

provided a framework to discover tumor suppressor properties at a large scale by learning the 

behaviors of known TSGs from the phenotype of cellular proliferation.  

However, tumor suppressor function is not just driven by cellular proliferation, rather, 

dysregulation of TSGs in cancer is a multi-dimensional process involving apoptosis, 

metastasis, metabolism, and DNA repair.278 These processes might or might not contribute to 

cell proliferation manifested in perturbation screens. Some of the top hits such as CUX1 and 
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TRIM24 are consistently ranked as a TSG by both the experimental CRISPR screen and the 

ML classifier. However, there are also some genes possessing TSG activity in the in vitro 

assay, but are ranked as low possibility TSGs by the ML classifier. (Figure 3.4B). This 

discrepancy might be partially explained by the fact that the experimentally determined TSG 

could exert their activities on aspects beyond cellular proliferation. Ideally, a better classifier 

would cover the multifaceted mechanism of actions of TSGs by incorporating multimodal 

data sources such as imaging, epigenomics structural proteomics and metabolomics datasets. 

Studies in recently years have already utilized these dataset to predict tumor suppressors.279–

282 The effective integration of these multi-modal data and precise stratification based on 

patient population heterogeneity will present exciting opportunities to translate these AI/ML 

approaches to clinical applications. 

My approach aligns well with the recent shift towards understanding the complex 

nature of cancer and the intricate interplay of various cellular processes in tumorigenesis. 

Machine learning models, when trained with comprehensive and diverse datasets, can 

uncover subtle patterns and interactions that are often elusive to conventional analysis. 

However, the principle of “garbage in, garbage out” highlights the importance of the quality 

and relevance of the input data. There are multiple ways this classifier could be improved in 

the future. First, it could be iteratively improved by incorporating more hematopoietic 

genome-wide screen data since the date of publishment. Furthermore, TSGs could function as 

oncogenes in different context such as cancer type, cell type and stages of cancers.283,284 Even 

within hematological malignancies, the same gene could function to either promote or inhibit 

tumorigenesis. For example, RUNX1 is frequently mutated in myeloid neoplasms including 

MDS and cytogenetically normal AML, and is widely considered as a tumor suppressor.285 

However, wild type RUNX1 has also been shown to show to promote myeloid 
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leukemogenesis in MLL fusion AML.286 Therefore, the training data should be stratified 

based on existing knowledge on the cancer context. 

This project, at the time of ideation, is one of the early efforts to discover tumor 

suppressor properties in a large scale by systemically mining publicly available genome-wide 

perturbation screens. The classifier provided a concise framework to learn the behaviors of 

TSGs from the phenotype of cellular proliferation.  
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CHAPTER 4: CUX1 REGULATES HUMAN HEMATOPOIETIC STEM 

CELL CHROMATIN ACCESSIBILITY VIA THE BAF COMPLEX 

4.1 INTRODUCTION 

Multipotent stem cells are crucial for adult tissue maintenance and function. 

Disruptions in their homeostasis and lineage commitment lead to various diseases, including 

cancer.85 Understanding lineage determination is a key developmental biology question, 

critical for creating therapies that target stem cell dysfunction. 

Cell fate is shaped by various external signals and internal factors such as epigenetic 

regulators and TFs.  TFs coordinate signalling cues to direct genomic reprogramming for cell 

type specific gene expression.91 TFs modulate transcription by recruiting proteins that 

physically remodel nucleosomes, modify histone and DNA, or regulating RNA polymerase 

directly.86 Pioneer TFs promote DNA accessibility for subsequent TF binding by recruiting 

nucleosome remodeling enzymes such as the SWI/SNF (or BAF, BRG/BRM-associated 

factor) complex, are crucial in the cell fate determination process by promoting lineage-

restricted gene expression programs.112 

The ATPase dependent BAF complexes, consisting of 10-13 subunits, plays important 

role for various biological processes including transcription, DNA repair, and 

development.137 They reconfigure nucleosomes for gene expression pertinent to lineage 

differentiation.136 The BAF complex lacks DNA binding domains and relies on TFs for DNA 

targeting, as seen in hematopoiesis with TFs like RUNX1, PU.1, and KLF1.157,158,287 

Nonetheless, these TFs only account for a portion of BAF chromatin binding, implicating 

additional, yet unknown, hematopoietic pioneer TFs. 

CUX1 is a homeodomain-containing TF essential for various cellular functions, 

including neural, lung, and hematopoietic tissue differentiation.75,79,166,167 Mutations in CUX1 
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are linked to developmental delays and cancers.69,288 It plays essential roles in regulating HSC 

homeostasis, lineage determination, and acts as a tumor suppressor.36,79 CUX1 binds DNA 

through three CUT repeats and one homeodomain. CUX1 binding is enriched at enhancers, 

particularly those in active contact with promoters, suggesting it influences gene expression 

over long distance looping.169,289 Its role in transcription is context-dependent, with 

capabilities to activate or repress gene expression by mechanisms including competing for 

DNA binding sites, and interacting with other TFs, chromatin modifiers and transcription co-

activator.67,290–293 Together, these data indicate that CUX1 is an epigenetic modifier that 

interfaces with higher order chromatin structure, yet the molecular mechanism by which 

CUX1 controls transcription is incompletely understood.  In this study, we address this 

question by identifying endogenous CUX1 interacting partners, CUX1 genomic targets, and 

the ensuing epigenetic consequences through unbiased proteomics and genome-wide 

functional genomics approaches in a human leukemia cell line and primary human HSPCs. 

 

4.2 RESULTS 

4.2.1 CUX1 recruits the BAF chromatin remodeling complex to enhancers. 

 

 

To determine the mechanism by which CUX1 governs gene expression, we identified 

CUX1 protein interaction partners by performing co-immunoprecipitation for endogenous 

CUX1 followed by mass spectrometry in the K562 human myeloid leukemia cell line. We 

chose K562 cells for this experiment as they are considered human leukemic representatives 

of multipotent progenitors, capable of differentiation into erythroid, megakaryocytic, and 

myeloid lineages.294–296 This analysis revealed nine components of the BAF complex 

interacting with CUX1 (FDR<0.05) (Figure 4.1A). Many of the protein subunits identified 
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are shared across the three major BAF complexes; however, the detection of ARID1A and 

ARID1B suggests that CUX1 interacts with the canonical BAF complex (cBAF).153 CUX1 

interactions with two core BAF complex members, SMARCA4 (BRG1) and SMARCC1 

(BAF155) were confirmed by western blot (Figure 4.1B).  

We next tested if CUX1 and BAF bind to overlapping genomic loci. We performed 

ChIP-seq for CUX1 and SMARCA4, the essential enzymatic BAF subunit.297 Using the 

thresholded peak-calling method by MACS2 and IDR analysis,221,222 in total 66.4% 

(17,595/26,497) of CUX1 binding sites overlapped with SMARCA4 peaks, revealing 

extensive overlap of CUX1 and SMARCA4 on DNA (Figure 4.1C). CUX1 and SMARCA4 

overlapping sites were localized predominantly at enhancers (Figure 4.1E) and enriched for 

the hematopoietic TF motifs GATA, RUNX1, KLF1, and PU.1 (Figure 4.1D). Significant 

overlap of CUX1/SMARCA4 co-bound sites with published ChIP-seq data,298,299 shows that 

CUX1 and the BAF complex interact with other hematopoietic TFs at enhancers (Figure 

4.1F). 
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Figure 4.1: CUX1 co-occupies genomic loci with the chromatin remodeler BAF complex A) 

Co-immunoprecipitation for CUX1 in K562 cells was followed by mass spectrometry (n=2 

biological replicates). The heatmap indicates BAF members ranked by the mean label-free 

A) B) 

C) D) 

E) 

F) 
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Figure 4.1 continued quantification fold enrichment compared to IgG controls. Red 

indicates FDR<0.05. B) Representative co-immunoprecipitation followed by immunoblot in 

K562 (n=2 biological replicates).  C) K562 CUX1 and SMARCA4 ChIP-seq overlap (n=2 

biological replicates, IDR<0.05). D) Enriched motifs92 at CUX1 and SMARCA4 co-

occupied sites. E) Chromatin state annotation of all CUX1 binding sites (n=26,497), all 

SMARCA4 binding sites (n=46,877) and CUX1 and SMARCA4 overlapping sites 

(n=17,595) via intersecting binding sites with the K562 ChromHMM track. F) Percent of 

CUX1 binding sites and CUX1/SMARCA4 co-bound sites from ChIP-seq co-occupied by 

lineage specific hematopoietic TFs (all pairwise comparisons of overlap are significant by 

hypergeometric test, p<0.05). All hematopoietic TF ChIP-seq binding sites are obtained from 

ENCODE database. 

 

We next tested the hypothesis that CUX1 recruits BAF to DNA. We performed ChIP-

seq for SMARCA4 in K562 clones CRISPR/Cas9 edited for CUX1 (gCUX1) or a control 

intronic region of HPRT (gHPRT).81 Among the 49,070 (IDR<0.05)222 SMARCA4 binding 

sites identified in gHPRT control cells, 52.1% (25,565) were reduced in gCUX1 cells 

(CUX1-dependent SMARCA4 sites) (Figure 4.2A). An example of the reduction of 

SMARCA4 binding after CUX1 knockout is shown at the HMBS gene, encoding the 

essential erythrocyte hydroxymethylbilane synthase enzyme (Figure 4.2E).300 This 

experiment shows that CUX1 promotes recruitment of the BAF complex to bind certain loci. 

Next, we interrogated if CUX1 directly recruits SMARCA4. An intersection of 

CUX1-dependent SMARCA4 sites with CUX1 binding sites revealed that 27.4% 

(7,005/25,565) of CUX1-dependent SMARCA4 sites are at loci directly bound by CUX1 

(Figure 4.2B, left). In this ‘direct model’, CUX1 promotes recruitment of SMARCA4 to a 

substantial fraction of DNA binding sites. We next examined CUX1 binding at the CUX1-

independent SMARCA4 sites. To this end, we intersected CUX1-independent SMARCA4 

sites with CUX1 ChIP-seq peaks. 41% (9,850/23,505) of these sites were bound to CUX1 

(Figure 4.2B, right). This finding suggests that while CUX1 is not necessary for SMARCA4 

binding at these loci, SMARCA4 may still be co-bound with CUX1, referred herein as an 

‘indirect model’ of SMARCA4 binding. These 7,005 and 9,850 sites are referred to hereafter 
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as “CUX1 recruited SMARCA4” and “non-CUX1 recruited SMARCA4” sites, respectively. 

Example genome snapshots of these two categories are shown in Figure 4.2C (Left: KLF1, 

encoding a TF essential for erythropoiesis.301,302 Right: ENDOD1, encoding a nucleic acid 

hydrolyzation nuclease).303 To understand the differences between these two categories, we 

further characterized the underlying features of these sites. While 69.1% of non-CUX1 

recruited SMARCA4 sites are at distal regulatory elements, this increases to 84% for CUX1 

recruited SMARCA4 sites, suggesting that CUX1 recruits SMARCA4 to many distal 

enhancers (Figure 4.2D). Further, differential motif analysis shows that the CUX1-recruited 

SMARCA4 sites are enriched for lineage-specifying TFs (Figure 4.2F). These data are 

compatible with a model where CUX1 promotes BAF recruitment, particularly at enhancers 

potentially regulated by lineage-directing TFs. 
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Figure 4.2: CUX1 recruits the BAF chromatin remodeling complex to enhancers. 

A) 

B) 

C) 

D) 

E) 

F) 
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Figure 4.2 continued A) Overlap of SMARCA4 peaks (n=2 biological replicates, IDR<0.05) 

in gHPRT and gCUX1 K562 cells. B) Heatmaps showing overlap between CUX1-dependent 

or CUX1-independent SMARCA4 sites with CUX1. The values are normalized ChIP-seq 

reads (RPKM). The direct model represents CUX1 recruitment of SMARCA4. The indirect 

model represents SMARCA4 sites bound but not recruited by CUX1. Example genome 

snapshots for each category are shown C).225  D) Distance to the nearest transcription start 

site (TSS) of CUX1-recruited and non-CUX1-recruited SMARCA4 sites. E) IGV analysis of 

ChIP-seq tracks at the HMBS erythroid gene. Tracks shown are normalized ChIP-seq signal 

across 2 replicates (RPKM) for K562 SMARCA4 gHPRT, gCUX1, CUX1 and GATA1, 

along with K562 chromHMM chromatin state annotations. F) Differential motif analysis of 

CUX1-recruited vs.non-CUX1-recruited SMARCA4 sites 

 

 

 

4.2.2 CUX1 with SMARCA4 promotes the establishment of accessible chromatin.  

 

As recruitment of BAF is one mechanism through which pioneer transcription factors 

remodel chromatin,112 we next assessed the role of CUX1 in the regulation of DNA 

accessibility. We performed ATAC-seq218 on gCUX1 and control gHPRT K562 cells. To 

investigate the effect of CUX1 on DNA accessibility, we first applied a non-thresholded, 

quantitative approach. To this end, we performed genome-wide differential accessibility 

analysis using csaw232 on the ATAC-seq data and observed more sites with significantly 

downregulated (n=933) than upregulated (n=210) accessibility after loss of CUX1 

(FDR<0.05, |Log2FC|>1) (Figure 4.3A), indicating that CUX1 normally contributes to 

chromatin opening. Among the 933 significantly decreased ATAC sites, a considerable 

proportion (38.1%) are at enhancers (Figure 4.3B) and are enriched for PU.1 and KLF1 

motifs (Figure 4.3A), consistent with the model that CUX1 promotes chromatin accessibility 

at enhancers involved in hematopoietic differentiation. The changes in accessibility were 

accompanied by concordant changes in the activating chromatin mark H3K27ac, indicating 

that CUX1 maintains enhancer activation and accessibility in K562 cells (Figure 4.3C).   

Normalized ChIP-seq reads of both CUX1 and SMARCA4 are significantly higher at 

the significant down ATAC sites (933 peaks) compared to the CUX1-independent ATAC 

sites (14,256 peaks with the least significant change in chromatin accessibility. FDR>0.05, 
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|Log2FC|<0.5) (Figure 4.3D). This finding that sites normally opened by CUX1 have higher 

occupancy of both CUX1 and SMARCA4 suggests a direct involvement of these factors in 

driving chromatin accessibility. Analysis of all sites co-bound by CUX1 and SMARCA4 

demonstrated a significant drop in accessibility after CUX1 knockout (p<2.2e-16) (Figure 

4.3E); CUX1-knockout decreased accessibility at CUX1-recruited SMARCA4 sites (Figure 

4.3F) consistent with a model in which CUX1 recruits BAF to enhancers and increases DNA 

accessibility. Unexpectedly, CUX1 also influences accessibility independent of its ability to 

directly recruit the BAF complex. (i.e., the non-CUX1 recruited SMARCA4 sites) (Figure 

4.3G).  While not tested here, this later finding may be due to CUX1 recruitment of 

additional activating factors, such as HATs,292,293 or downstream indirect effects of CUX1 

loss.   
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Figure 4.3: CUX1 with SMARCA4 promotes the establishment of accessible chromatin. 

A) 

B) 

C) 

D) 

E) 

F) 

G) 
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Figure 4.3 continued A) Volcano plot comparing ATAC-seq signal in gCUX1 vs. gHPRT 

K562 cells (n=2 biological replicates). Significance calculated by csaw.232 Top enriched 

motifs for the significant down sites are shown. B) Distribution of K562 chromHMM 

chromatin state of the sites whose accessibility are significantly downregulated after CUX1 

loss (n=933, blue, FDR<0.05, log2FC<-1) and the ATAC sites whose accessibility are not 

dependent on CUX1(n=14,256, grey, FDR>0.1, |log2FC|<0.5), significance calculated by 

hypergeometric test. C) H3K27ac ChIP-seq reads (n=2 biological replicates) at significantly 

down, up and non-significant ATAC sites. D) CUX1 and SMARCA4 occupancy at down 

(n=933) vs. CUX1-independent ATAC sites (n=14,256).  ATAC-seq signal from gHPRT and 

gCUX1 cells for CUX1 and SMARCA4 co-occupied sites E), CUX1-recruited SMARCA4 

sites F), and SMARCA4 sites bound but not recruited by CUX1 G). Significance for (C-G) 

calculated by two-sided Wilcoxon rank-sum test. 

 

 

 

4.2.3 In human HSPCs, CUX1 maintains DNA accessibility at enhancers associated with 

SMARCA4 and hematopoietic differentiation. 

 

To observe whether CUX1 co-occupies genomic loci with BAF components in 

primary human CD34+ HSPCs, we used CUT&RUN in lieu of ChIP-seq as CUT&RUN 

requires fewer cells.217 We observed that 52.1% (3,519/6,758) of CUX1 binding sites overlap 

those of SMARCA4 (Figure 4.4A), and CUX1 and SMARCA4 binding signals are highly 

correlated with each other genome-wide (Spearman’s ρ=0.71, p<2.2e-16) (Figure 4.4B).  

Compared to ChIP-seq in K562 cells, CUT&RUN in CD34+ cells showed a relative 

enrichment for CUX1 and SMARCA4 at promoter-proximal binding sites (Figure 4.4C).  It 

is unclear if this shift is due to technical differences in the assays or biological differences 

between the cell types.  Nonetheless, CUX1 and SMARCA4 binding signals remain 

positively correlated with activating chromatin marks in HSPCs from the NIH Roadmap 

Epigenomics database, with correspondingly higher correlations with H3K4me3, associated 

with promoters (Figure 4.4B). The CUX1/SMARCA4 co-bound sites at promoter proximal 

(n=2,444) and distal (n=1,075) regions were assigned to the single nearest gene using 

GREAT and functionally annotated using AMIGO.226,236,304–306 Notably, the distal genes were 

enriched for processes involved in cellular differentiation and morphogenesis. In comparison, 

the proximal genes were enriched for more general cellular processes such as transcription 
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and mitosis (Figure 4.4D). Examples of CUX1 and SMARCA4 co-occupancy at enhancers 

of genes important for multilineage hematopoietic cell differentiation, GFI1B and 

RUNX1,102,307–309  and at promoters of the mitosis and DNA transcription related genes, 

TUBB and MED18, are shown (Figure 4.4E, 4.4F).310,311  
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Figure 4.4: CUX1 and the BAF complex co-occupy genomic loci in primary human HSPC. 

A) 

B) 

C) 

D) 

E) 
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Figure 4.4 continued A) Overlap of CUX1 and SMARCA4 CUT&RUN peaks in primary 

human CD34+ HSPCs (n=2 biological replicates, IDR<0.05). B) Genome-wide correlation of 

CUX1 and SMARCA4 CUT&RUN signals with histone marks from Roadmap 

Epigenomics.236 All pairwise correlations have p<0.001. C) CUX1 and SMARCA4 peaks 

absolute distance (log2 transformed) to the nearest TSS. The dash line indicates 2 Kb. D) Top 

GO terms for TSS-proximal and -distal CUX1/SMARCA4 co-bound sites (Bonferroni 

corrected p-value<0.05).226,304 IGV genome snapshots of human CD34+ HSPC CUT&RUN 

data showing CUX1 and SMARCA4 co-occupancy at E) enhancers of hematopoietic lineage-

specifying genes GFI1B and RUNX1. ATAC-seq gHPRT control track and active enhancer-

specific histone modifications H3K27ac and H3K4me1 tracks obtained from Roadmap 

Epigenomics are added.  F) CUX1 and SMARCA4 co-occupancy at promoters of essential 

genes involved in mitosis TUBB, and MED18, which is a subunit of the mediator complex 

that is essential in DNA transcription. Promoter annotation labelled by Roadmap 

Epigenomics are added. Highlighted areas are CUX1 and SMARCA4 peaks called by 

MACS2 (solid rectangles, IDR < 0.05) 
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To assay accessibility following CUX1 loss in primary cells, we transfected human 

CD34+ HSPCs with CRISPR gRNAs targeting HPRT and CUX1 for ATAC-seq analysis 48 

hours post-transfection. The mean editing efficiency of CUX1 was 49.5% and 75.5% for 

HPRT.  Differential accessibility analysis using csaw232 showed that 1,603 sites were 

significantly lost (FDR<0.05, log2(FC)<-1) and only 3 were gained (FDR<0.05, log2(FC)>1) 

after CUX1 editing, confirming that CUX1 promotes open DNA accessibility in primary 

HSPCs (Figure 4.5A). Most of the significantly lost ATAC-seq sites are located at predicted 

enhancers (Figure 4.5B) and show an enrichment of multiple hematopoietic TF motifs 

including PU.1, RUNX1, C/EBPɑ, TAL1, and HLF (Figure 4.5A). These TFs play key roles 

in lineage commitment and maintaining hematopoietic stem cell (HSC) quiescence.122,312 To 

further quantify the effect of CUX1 on enhancer accessibility, we obtained 3,902 genome-

wide CUX1-bound enhancers by intersecting CUX1 binding sites from CUT&RUN and the 

human CD34+ chromHMM track from the NIH Roadmap Epigenomics database.236 

Enhancers bound by CUX1 have significantly greater DNA accessibility than enhancers not 

bound by CUX1 (Figure 4.5C).  Next, we focused on the enhancers directly bound by CUX1 

(n=3,902) and observed that upon CUX1 loss, there is a significant decrease of accessibility 

(Figure 4.5C), indicating CUX1 is required to promote open chromatin at enhancer regions.  

Lastly, to examine the relationship of CUX1-mediated accessibility with the BAF complex, 

we quantified CUX1 and SMARCA4 occupancy at the significantly down ATAC sites. 

Compared to CUX1-independent sites, occupancy of both CUX1 and SMARCA4 are 

significantly higher at significantly down ATAC sites (Figure 4.5D).  Examples for 

significant loss of chromatin accessibility following CUX1 knockout are shown at NCOA4, 

which promotes erythropoiesis by regulating ferritin turnover,313 and ADTRP, which 

regulates myelopoiesis and definitive hematopoiesis (Figure 4.5E).314 Taken together, in 

human HSPCs, CUX1 is directly involved in maintaining chromatin accessibility at 
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enhancers associated with SMARCA4 occupancy and targeting genes regulating 

hematopoiesis. 
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Figure 4.5: In human HSPCs, CUX1 and SMARCA4 maintain chromatin accessibility at 

enhancers associated with hematopoietic differentiation. A) Volcano plot of ATAC-seq 

changes in gCUX1 and gHPRT CD34+ HSPCs (n=2 biological replicates). Significance 

calculated by csaw.232 Top motifs for the down sites are shown. 

B) 

D) 

C) 

A) 
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Figure 4.5 continued B) Distribution of chromHMM chromatin state of the peaks whose 

accessibility are significantly downregulated after CUX1 loss (n=1,603, blue, FDR<0.05, 

log2FC<-1) and the ATAC sites whose accessibility are not dependent on CUX1 (n=13,111, 

grey, FDR>0.1, |log2FC|<0.5). Significance is calculated using hypergeometric test. C) 

Normalized ATAC reads at genome-wide CUX1-bound enhancers (n=3,902) and a randomly 

sampled, size-matched list of enhancers not bound by CUX1 (top). Normalized ATAC reads 

at CUX1-bound enhancers (n=3,902) comparing the control gHPRT and gCUX1 conditions 

(bottom). D) Normalized CUT&RUN reads of CUX1 and SMARCA4 in CD34+ HSPC at 

down vs. CUX1-independent ATAC sites. Significance for C) and D) is by two-sided 

Wilcoxon rank-sum test. E) IGV analysis of normalized ATAC-seq signal (RPKM) tracks of 

gHPRT and gCUX1 cells at hematopoiesis-regulating genes NCOA4 and ADTRP. 

Normalized CUX1 and SMARCA4 binding signal (RPKM) from CUT&RUN experiment are 

shown along with CD34+ HSPC chromHMM enhancer annotations. (NCO4 lost site 

log2FC=-1.16, FDR=0.073; ADTRP lost site log2FC=-1.49, FDR=0.027)    
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4.2.4 CUX1 genomic targets are linked with genome architecture and in vivo lineage 

potential.  

 

Previous studies reported that CUX1 binding is highly predictive of enhancer-

promoter interactions.169,289 As we observed a substantial proportion of CUX1 binding at 

promoter-proximal regions in human CD34+ cells (Figure 4.4C), we tested if CUX1 binding 

at these promoters influences accessibility at enhancers looped to those promoters. We 

intersected 2,684 looping DNA contact points, obtained from Hi-C analysis of human 

HSPCs,237 with CUX1 CUT&RUN data and identified n=272 DNA loops that contain distal 

elements in contact with CUX1-bound promoters. Integrating these sites with our ATAC-seq 

data revealed two findings. First, distal elements in contact with CUX1-bound promoters had 

overall increased DNA accessibility as compared to non-CUX1-bound counterparts (Figure 

4.6A). Second, distal elements in contact with CUX1-bound promoters trend towards 

decreased accessibility after CUX1 loss (p=0.085), while there is no change in accessibility 

for loops not in contact with CUX1-bound promoters (p=0.89) (Figure 4.6A). An example 

genome snapshot of CUX1 promoting accessibility of enhancers looped to CUX1-bound 

promoters is shown at cell surface protein tyrosine kinase KIT, which regulates stem cell self-

renewal (Figure 4.6B).315 In summary, CUX1 binding to promoters is associated with 

increased accessibility of looped enhancers. 

Heretofore, our data suggest that CUX1 with SMARCA4 promotes accessibility for 

recruitment of TFs that drive differentiation (Figure 4.5A). To explore the transcriptional 

consequences of CUX1 loss, we integrated the ATAC-seq with RNA-seq from CD34+ 

HSPCs with 98 genes upregulated (FDR<0.1, log2FC>0.75) and 334 genes downregulated 

(FDR<0.1, log2FC<-0.75) after CUX1 knockdown.79 In total, 406/432 of the differentially 

expressed gene (DEGs) contain significantly decreased ATAC-seq sites. Of these 406 genes, 

317 have decreased while only 89 have increased expression (Figure 4.6C). The proportion 
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of DEGs with simultaneously decreased RNA expression and DNA accessibility is 

significantly higher than random (p<2.2e-16, chi-squared test). This finding links CUX1-

dependent increased DNA accessibility with increased target gene expression, as expected. 

Notably, both CUX1 and SMARCA4 occupancies are higher at these 406 genes than in the 

background control, demonstrating a positive correlation between the presence of CUX1 and 

BAF in chromatin accessibility and RNA expression (Figure 4.6D). While gene ontology 

(GO) enrichment analysis revealed no significantly enriched GO terms for the 89 genes with 

increased RNA levels, those genes that decreased were enriched for genes involved in lineage 

potential and transcriptional priming (Figure 4.6C). Therefore, our data indicate that the 

chromatin accessibility-promoting role of CUX1 in human HSPC is coupled to 

transcriptional changes in lineage potential.  

Lineage-determining TFs bind enhancers to drive cell-type specific gene expression 

and terminal differentiation.109,316 Based on the evidence that CUX1 regulates HSPC cell fate 

in driving erythroid, myeloid and lymphoid fate decisions,79 we hypothesized that CUX1 

promotes accessibility at cell-type specific enhancers. We obtained a list of enhancer 

annotations specific for each human hematopoietic cell type from the Integrative and 

Discriminative Epigenome Annotation System (IDEAS) database of the VISION project.233  

We then quantified the change in accessibility after CUX1 editing at these enhancers (Figure 

4.6E). Loss of CUX1 induced a significantly larger drop in accessibility at cell-type specific 

enhancers for all hematopoietic lineages, compared to the control, which is a randomly 

sampled (n=10,000) set of enhancers that did not appear in any cell-type specific enhancer 

lists (p<2.2e-16). These data suggest that CUX1 preferentially unmasks DNA at lineage-

specific enhancers to facilitate hematopoietic maturation. 
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Figure 4.6. CUX1 genomic targets are linked with genome architecture and in vivo lineage 

potential A) ATAC-seq accessibility for gHPRT and gCUX1 CD34+ HSPCs at distal 3D 

chromatin contact points looped to CUX1-bound promoters from published CD34+ HSPC 

Hi-C data.237 B) IGV snapshot of CUX1 binding at the promoter of KIT and the reduced   

accessibility of multiple enhancers looped to the promoter. Enhancer and promotor  

A) 

B) 

C) E) 

D) 
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Figure 4.6 continued annotations are from Roadmap Epigenomics.236 C) Integration of 

CD34+ HSPC ATAC-seq and RNA-seq (n=2 biological replicates).79 Scatterplot shows the 

RNA log2FC vs. ATAC-seq log2FC for 406 DEGs (FDR<0.1, |log2FC|>0.75). Enriched GO 

terms related to HSPC lineage commitment are shown.317 D)A quantitative comparison of 

CD34+ HSPC normalized CUT&RUN reads of CUX1 (left) and SMARCA4 (right) at the 

sites with simultaneously significant changes in RNA expression and chromatin accessibility 

from Figure 4C (n=406), vs. the control, which are size-matched regions associated with 

randomly sampled genes (n=406) from csaw results.  E) Log2FC of ATAC-seq signal 

comparing CD34+ HSPC gCUX1 vs. gHPRT cells at the hematopoietic cell-type specific 

enhancers from the VISION database318 (9,657 myeloid enhancers, 11,653 erythroid 

enhancers, 15,323 lymphoid enhancers), and 10,000 randomly sampled non-cell type specific 

enhancers. 

 

 

Development in single cell sequencing technology including scRNA-seq provided us 

with a rich toolbox to discover the gene expression heterogeneity in early HSCs. Through 

clonal lineage tracing, we can for the first time link the transcriptome of ancestral HSCs to 

their progeny cells.319  This enabled us to interrogate how well genes regulated by CUX1 in 

HSCs can predict cell fates. To examine the role of CUX1 gene regulation in cell fate 

decisions in vivo, we turned to a clonal lineage-tracing dataset coupling murine HSPC single-

cell transcriptomic state to progeny cell fates.238 To test the hypothesis that CUX1 target gene 

expression is predictive of lineage determination, we used logistic regression and deep neural 

network classifiers as described by Weinreb et al 2020.238 Comparable to their studies, a 

randomly sampled group of genes (n=1,000) and a curated list of mouse TFs (negative 

controls) returned less than 50% prediction performance measured by F1 score, whereas the 

top 1,000 most variable genes (positive control) returned F1 scores of ~61-63%, validating 

our machine learning models (Figure 4.7A). While all CUX1-bound genes we identified in 

HSPCs (n=6,758) could not predict cell fate well (F1<45%), CUX1-bound genes with 

differential expression after CUX1 knockdown (n=923) improved accuracy to 56-58%. 

Notably, this performance is similar to the published equivalent gene sets from known HSPC 



 97 

fate-specifying pioneer factors PU.1 (45-53%) and RUNX1 (51-57%) (Figure 4.7A).242–245 

This analysis suggests that CUX1 regulated genes are predictive of HSPC cell fate in vivo. 

Since CUX1 disrupts HSC homeostasis and controls the severity of myeloid diseases 

in a dosage dependent manner,79 an interesting question is whether the gene expression 

changes that drive these phenotypes manifest early in hematopoietic hierarchy. To this end, 

we generated a shRNA knock-down mouse model under bone-marrow transplant setting, 

where Cux1 expression is reduced to medium (54% +/-17%)  and low (12% +/-9%) levels 

respectively. We isolated the Kit+Lin- HSPC population through flow cytometry. scRNA seq 

identified distinct progenitor clusters under different Cux1 dosages (Figure 4.7B). 

Differential abundance analysis revealed that the erythroid progenitors (collectively labeled 

as MEP, or megakaryocytes and erythrocyte progenitors) are significantly less abundant in 

both Cux1mid and Cux1low conditions (Figure 4.7C). The labelled MEP population consist of 

both erythroid progenitors and megakaryocyte progenitors expressing platelet factor 4 (Pf4). 

This observation is consistent with the fact that knocking down Cux1 led to impaired 

erythroid differentiation and anemia in mice,79 and implied that the effect of erythropoiesis 

blockage upon Cux1 loss is manifested in hematopoietic apex. 

Next, I sought to investigate the transcriptomic effect of Cux1 dosages on the HSPC 

population. In the Renilla control sample, I binned all 9074 cells into three groups by the 

level of Cux1 transcripts. The high Cux1 group contains cells whose Cux1 expression fall 

into the top 5 percentile, and the middle group contains cells in the 80%-95% percentile of 

Cux1 expression. The low group contains size-matched 1000 cells by random sampling from 

the bottom 80% of Cux1 expression (Figure 4.8A). Correlation of expression of all genes in 

these three groups revealed that cells with lower Cux1 expression have more correlated gene 

expression modules that contain lineage-specific markers, while the cells with the highest 

level of Cux1 expression are devoid of such cell-type specific modules (Figure 4.8A). This 
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observation in the endogenous population implies that Cux1 level is positively correlated 

with the stem-like transcriptional program. To investigate how Cux1 dosage change affected 

the gene expression of each progenitor population, I pseudobulked the UMIs for each gene 

across all cells in each cluster, and aggregated them into a single count. Differential 

expression analysis revealed that Cux1low lead to most DEGs in neutrophil progenitor and 

common lymphoid progenitor (B cell biased) clusters, while Cux1mid lead to most DEGs in 

MEP clusters. This analysis showed that Cux1 affects the HSPC progenitor gene expression 

in a lineage-biased and dosage dependent manner. 
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Figure 4.7. CUX1 genomic targets predicts HSPC cell fate and loss of CUX1 lead to lineage 

imbalance A) Performance score of cell fate prediction using the published murine HSPC 

scRNA-seq.63 From left to right: positive control is the top 2,000 genes with the highest cell-

cell variation; negative controls are a randomly sampled gene set (n=1,000) and curated list 

A) 

B) 

C) 
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Figure 4.7 continued of mouse TFs (n=1,636);99 CUX1-bound genes from human CD34+ 

HSPC CUT&RUN (n=6,758); overlap of CUX1-bound and differentially-expressed upon 

CUX1 knockdown in CD34+ HSPC (n=923). Equivalent gene sets were tested for PU.1 and 

RUNX1 as benchmarks (n = 336 and 325). For all gene sets larger than 1,000, 50 bootstraps 

were performed to sample for 1,000 genes. Logistic regression and deep neural network were 

used to construct the classifier. Significance is calculated using two-sided Wilcoxon rank sum 

test. B). UMAP representation of the shRenilla control, Cux1mid and Cux1low populations in 

scRNA-seq. Each dot represents a single cell after quality control thresholds outlined in the 

method section. The top up-regulated DEGs were used to label the identity of each cluster. 

Clusters expressing the lineage markers of specific hematopoietic cell types are labelled 

accordingly. C)Differential abundance test on the abundance of each progenitor cluster’s cell 

count comparing Cux1mid to Renilla control (left) and Cux1low to Renilla (right). Differential 

abundance model and significance test is calculated using EdgeR framework.254 (FDR < 

0.05) 
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Figure 4.8. CUX1 regulates lineage-specific HSPC transcriptome in a dosage dependent 

manner A) Spearman correlation heatmap of all detected genes in Renilla sample. The three 

heatmaps show the correlation for the subpopulations that express high, medium and low 

levels of Cux1, respectively. For the low Cux1 bin because there are way more cells than the 

high and medium group, I randomly sampled 1000 cells in order to size match the sample 

A) 

B) 
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Figure 4.8 continued size in high and mid groups to ensure proper statistical power. B) 

Differential expression analysis heatmaps between progenitor populations from Cux1Low vs 

Renilla and Cux1mid vs Renilla. Up and down regulated DEGs are plotted in separate 

heatmaps. Value plotted are log2 transformed fold change. Cut-off used are FDR < 0.1 and 

|log2FC| > 1.  

 

 

 

4.3 DISCUSSION 

 

Our study delineates a mechanism whereby CUX1 facilitates chromatin remodeling 

by recruiting the BAF complex to enhance DNA accessibility, a pivotal process in gene 

regulation (Figure 4.9). Nucleosomes, which typically obstruct transcription factors (TFs) 

and RNA polymerase from DNA access, are destabilized by CUX1, albeit without causing 

displacement.170,171 This destabilization primes for further remodeling by the BAF complex, 

as observed in cellular contexts. This interaction is evident in a significant portion of CUX1 

binding sites, demonstrating a "direct model" of CUX1-dependent SMARCA4 recruitment 

and increased DNA accessibility (Figures 4.2B and 4.3F). An alternative "indirect model" 

also exists, where CUX1 binding does not necessitate SMARCA4 recruitment, suggesting the 

involvement of other TFs like SP1 at these sites,287,320 and raises questions about the 

mechanisms by which CUX1 influences chromatin accessibility indirectly (Figures 4.2B and 

4.3G). 

In the context of hematopoiesis, CUX1's role as a pioneer factor essential for 

epigenetic reprogramming of stem and progenitor cells is highlighted, marking it as a critical 

player in the early differentiation stages in primary human HSPCs.321,322 This role suggests a 

broader function for CUX1 in regulating chromatin accessibility across various tissues and 

implies its general regulatory capacity over enhancer activation by lineage-specific TFs. 

CUX1 haploinsufficiency is associated with developmental abnormalities and 

myeloid malignancies, indicating its essential role in genomic stability. The impact of CUX1 

haploinsufficiency on BAF recruitment, alongside the possibility of altered BAF activity due 
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to CUX1 loss, warrants further investigation. This will be discussed in detail in the final 

discussion section. 

The research underscores CUX1's indispensable role in hematopoiesis and its 

implications in hematopoietic disorders, suggesting that targeting BAF complex activity 

could provide therapeutic benefits in CUX1-deficient myeloid neoplasms. This 

comprehensive understanding of CUX1 and BAF's roles in chromatin remodeling and gene 

regulation presents a foundation for further investigation into their biological functions and 

therapeutic potential. 

 

Figure 4.9: Working model schematic of CUX1 pioneer function. In human HSPC, CUX1 

acts as a pioneer factor to closed enhancers and recruits the BAF chromatin remodelling 

complex to promote DNA accessibility. Subsequently CUX1 recruits or collaborates with 

other hematopoietic TFs to promote lineage specific gene expression programs that ensure 

proper hematopoietic differentiation. The graph was created using biorender 

(https://www.biorender.com/). 
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CHAPTER 5:  CUX1 SERVES AS A GATEKEEPER FOR GATA1-MEDIATED 

ERYTHROID DIFFERENTIATION 

5.1 INTRODUCTION 

Research at our lab showed that CUX1 promotes healthy erythropoiesis. Cux1 

haploinsufficient mice develop MDS with anemia and tri-lineage dysplasia.79  Based on my 

work in the previous section, CUX1 act as a pioneer factor in hematopoietic apex to recruit 

chromatin remodeler and promote pro-erythroid transcriptional programs. At the same time, 

GATA1 is a known central regulator expressed in early erythroid progenitors essential for 

maintaining healthy erythropoiesis.197 Furthermore, CUX1 and GATA1 frequently co-

localize with each other. CUX1 binding sites are significantly enriched with GATA motif. 

ChIP-seq and CUT&RUN confirmed that there are significant overlaps between genome-

wide CUX1 and GATA1 binding sites in both K562 and primary human HSPCs (p < 2.2E-

16, hypergeometric test, Figure 5.1A). Therefore, two exciting outstanding questions remain: 

1) What are the exact mechanisms of CUX1 loss that impair erythropoiesis 2) What the 

interaction mechanism between CUX1 and GATA1 is in HSPC, and how does their 

interaction mechanism affect HSPC cell fate determination. Do they collaborate with or 

recruit each other, or do they antagonize each other?  

 

 

5.2 RESULTS 

 

As part the same manuscript, Angela Stoddart and others at our lab has performed a 

series of studies investigating the mechanism of how CUX1 loss impair erythropoiesis, I’m 

going to summarize them briefly in the first two sections: 

 

5.2.1 CUX1-knockdown uncouples erythroblast cell division from differentiation. 

 

During erythropoiesis, cell division is tightly coupled with differentiation with each 

daughter cell functionally different than the mother cell.172 The cell surface marker CD44 
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with forward side scatter (FSC) can be used to show that proerythroblasts sequentially 

generate basophilic, polychromatic and orthochromatic erythroblasts following a doubling 

1:2:4:8 ratio.323 Using the same shRNA transgenic mice model using in An et. al 201879, our 

lab found that while in the shRenilla control mice, the expected doubling ratio of each 

successive population is observed (1.0, 2.7, 5.8, 9.4), in Cux1low low, this ratio is disrupted 

(1.0, 3.3, 9.7, 10.1), suggesting CUX1 loss uncoupled erythroid differentiation with 

proliferation. Furthermore, bone marrow cells from the mice are sorted using surface markers 

into four sequential erythroblast populations RI (CD71hi/Ter119med), RII 

(CD71hi/Ter119hi), RIII (CD71med/Ter119hi), and RIV(CD71-/Ter119hi). In CUX1low 

mice, there is a decrease of RII (basophilic) population (38% down to 22% in terms of total 

population), but an increase of the RIII (polychromatic) population. However, there is no to 

little change in the RIV population. This observation suggesting that loss of CUX1 disrupts 

the erythroid differentiation trajectory.  

 

 

5.2.2 CUX1 knockdown leads to vast opening of erythroblast chromatin and transcriptional 

deregulation of GATA1-target genes. 

 

Erythroid progenitors undergoing terminal erythropoiesis must undergo vast 

chromatin condensation in preparation for enucleation.324 Differential accessibility analysis of 

ATAC-seq on the RII (CD71+Ter119+) population isolated from Renilla control and 

CUX1low showed that knocking down CUX1 leads to vast chromatin opening (7426 

significantly up peaks comparing to 96 significantly down peaks, called by csaw.232 Gene 

ontology enrichment analysis found that the genes associated with significantly up peaks 

encodes proteins with negative regulation of erythroid differentiation, and acetyltransferase 

activity, such as Ep300 (P300/KAT3B) and Crebbp (CBP/KAT3A). Western blot confirmed 
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that acetylation of several histones including H3K18, H3K23, H3K27 and H4K12 were 

increased >2 fold in erythroblasts following CUX1 KD. These results suggest that CUX1 loss 

might impair healthy erythropoiesis through reversing the chromatin condensation process of 

terminal erythropoiesis. Histone acetylation may play a critical role in driving up an open 

chromatin state in erythroblasts after CUX1 KD. 

 Although CUX1 KD did not significantly alter the Gata1 gene expression, gene set 

enrichment analysis showed that CUX1 is required for GATA1 activated genes. GATA1 was 

first identified as a protein with binding specificity to the -globin 3’ enhancer.325 Fetal 

hemoglobin genes, not normally expressed in adult erythropoiesis, were among the top 

upregulated genes after CUX1 KD, suggesting a major de-regulation of GATA1-mediated 

hemoglobin transcription. Together, these data implicate a functional interaction of CUX1 

with GATA1 in driving terminal erythroid differentiation. 

 

 

5.2.3 CUX1 binding dynamically shifts to GATA1-bound erythroid specific enhancers. 

 

To explore the role of CUX1 in human erythropoiesis, we used a well-defined model 

where human CD34+ HSPCs are expanded and differentiated ex vivo into stage-matched 

populations of erythroid progenitor cells (Figure 5.1B). Using published RNA-seq data we 

illustrate that the PU.1, TAL1 and GATA1 transcription factors are dynamically expressed, 

with PU.1 decreasing and TAL1 and GATA1 increasing as stem cells give rise to erythrocytes, 

consistent with their roles in lineage specification.326 CUX1 expression also changes; it is 

highest in HSPCs (day 0), decreases as cells commit to the erythroid lineage and then 

gradually increases (Figure 5.1C).   

We next assessed CUX1 binding, using CUT&RUN, at days 0 and 7 which 

correspond to undifferentiated HSPCs and basophilic erythroblasts. A differential motif 

enrichment analysis of CUX1 bound sites at day 0 versus day 7 suggests that in human stem 
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cells CUX1 binding is shared with several ETS TF family members (ETS1, ERG, FL1, PU.1) 

and shifts to the erythroid transcription factors, GATA1 and TAL1, as cells commit to the 

erythroid lineage (Figure 5.1D). Leveraging ChIP-Seq occupancy of the lineage-regulated 

TFs, PU.1, GATA1 and TAL1,298 we show that prior to erythroid commitment, CUX1 

binding overlaps more with PU.1 than GATA1 and TAL1 (Figure 5.1E). At day 7, when 

cells become erythroblasts, 50% (1850/3695) and 47% (1740/3695) of CUX1 binding sites 

overlap with GATA1 and TAL1 compared to only 5% (314/6758) and 4% (244/6758) at day 

0. These observations highlighted the dynamic shift in CUX1 binding partners as cells 

commit to the erythroid lineage (Figure 5.1E).  

Using histone modifications H3K4me1 and H3K27Ac J. Huang et al 2016. previously 

identified HSPC-specific enhancers (enriched for FLI1 and PU.1) and erythroblast-specific 

enhancers (enriched for GATA1 and TAL1).203 We found that ~10% of CUX1 binding sites 

overlap with HSPC-specific enhancers prior to lineage commitment and ~35% of CUX1 

binding sites overlap with erythroblast-specific enhancers after cells differentiate into 

erythroblasts (Figure 5.1F). An example genome snapshot illustrating the gradual increase of 

CUX1 enhancer binding was shown at the enhancer locus of SLC25A37, which encodes an 

essential iron importer for mitochondrial heme biosynthesis in erythroblast.327 (Figure 5.1G) 

Together this suggests that CUX1 binding dynamically shifts to GATA1-bound erythroid 

specific enhancers in human erythroblast. 



 108 

Figure 5.1 CUX1 binding dynamically shifts to GATA1-bound erythroid specific enhancers 

A) B) 

C) 

D) 

E) 
F) 

G) 

Day 7 

Day 7 

Day 0 
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Figure 5.1 continued A) Overlap of CUT&RUN peaks of CUX1 and GATA1 in primary 

CD34+ human HSPCs (left). Right panel shows the overlap between CUT&RUN GATA1 

peaks and ChIP-seq called CUX1 peaks in K562 cell. B) Schematic of the erythrocyte 

differentiation used for RNA-seq and CUT&RUN. Cells were harvested at day 0 (HSPC), 

day 7 (basophilic erythroblasts) and day 14 (orthochromatic erythroblast). C) Gene 

expression (Transcripts per cell) of hematopoietic TF PU.1, TAL1, GATA1 and CUX1 at day 

0, 3, 7 and 10.( PMID: 21845190) D) Top significantly enriched motifs from differential 

motif analysis of CUX1 binding sites at day 0 (HSPC, left) and day 7 (basophilic 

erythroblast, right) of erythroid differentiation. E) Percentage of CUX1 binding sites at day 0 

and day 7 of erythroid differentiation that are co-occupied by PU.1, GATA1 and TAL1. F) 

Percentage of CUX1 binding sites that overlap with HSPC-specific and proerythroblast 

specific enhancers.203G) Example IGV genome snapshot at SLC25A37 showing the increased 

CUX1 binding from day 0 to day 7 of erythroid differentiation. GATA1 binding at day 7 was 

also showed. 

 

 

5.2.4 CUX1 loss leads to misdirected GATA1 binding. 

 To investigate how CUX1 loss impacts genome-wide GATA1 binding, we performed 

GATA1 CUT&RUN with the gHPRT and gCUX1 transfected K562 cells (two biological 

replicates each). Differential binding analysis showed that knocking out CUX1 leads to 

significantly more GATA1 binding sites with increased (n = 7522) than decreased (n = 87) 

occupancy (FDR < 0.05, |Log2FC| > 1) (Figure 5.2A).232 Intersecting the 7522 significantly 

upregulated GATA1 peaks with the endogenous GATA1 binding sites called from our lab 

and ENCODE showed that the vast majority of the significant up GATA1 peaks are not in 

regions where GATA1 usually bind and are thus “de novo” (Figure 5.2B).298 In the 

subsequent text, these 7522 significantly up GATA1 sites will be referred as “de novo 

GATA1” sites. Genome-wide correlation analysis showed that higher endogenous CUX1 

binding intensity are correlated with higher degree of increase of GATA1 binding upon 

CUX1 loss, implying CUX1 dosage is important in gatekeeping GATA1 binding (Figure 

5.2C). Further characterization of the de novo GATA1 sites showed that they are mostly 

located at enhancer regions (Figure 5.2D). In addition, the K562 genomic loci that showed a 

significant increase in chromatin accessibility after knocking out CUX1 are enriched for the 
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GATA motif and have a significant higher magnitude of GATA1 occupancy increase 

compared to other genomic loci (Figure 5.2F), implying that the CUX1-dependent DNA 

accessibility might prevent abnormal GATA1 binding in the endogenous condition. 

Functionally, GATA1 could either serve as a repressor or activator for gene 

expression in a context dependent manner.187 To investigate the transcriptional consequences 

of the de novo GATA1 binding, we integrated the GATA1 CUT&RUN data with RNA-seq 

data in K562 cells with gHPRT and gCUX1. Upon knocking out CUX1, genes who have a 

simultaneous increase in RNA expression and GATA1 occupancy increase are enriched for 

mitosis and cellular proliferation pathways (Figure 5.2E), while the genes who have GATA1 

occupancy increase but RNA expression decrease are enriched for regulation of erythroid 

differentiation pathways. This analysis is consistent with the fact that loss of CUX1 leads to 

increased HSPC proliferation and impaired erythropoiesis,79 thus providing a potential 

mechanistic explanation that the abnormal de novo GATA1 binding might be a cause behind 

these phenotypes. 

 To determine if the de novo GATA1 binding are direct or indirect consequence of 

CUX1 occupancy, we divided the non-significant GATA1 sites and de novo GATA1 sites 

into those bound and not bound by CUX1 (Figure 5.3A). Both the CUX1 bound and non-

CUX1 bound de novo GATA1 sites have significant increased GATA1 binding. This 

indicates that under endogenous condition, CUX1 might gatekeep and prevent GATA1 

binding at these sites through both physically blocking GATA from accessing and through 

unknown indirect mechanisms. For the sites where CUX1 directly shield GATA1 from 

binding (n = 2,914), they are more distributed at distal enhancer elements are enriched for 

hematopoietic TF motifs including SPI (encoding PU.1), FLI1 and RUNX1 (Figure 5.3B, C). 

This observation implies that these sites might be essential hotspots for hematopoietic 

differentiation regulation and warrants further investigation. 
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The ChIP-seq signal of the active enhancer histone marks H3K4me1 and H3K27ac 

increased significantly at both the CUX1 bound and non-bound de novo GATA1 sites after 

CUX1 KO (Figure 5.3D). This could result in a more permissive active enhancer chromatin 

environment for GATA1 to bind, and thus be a mechanistic explanation underlying the de 

novo GATA1 binding. However, the exact molecular mechanism of how loss of CUX1 lead 

to increased H3K4me1 and H3K27ac deposition remains unknown and worth further 

investigation. 

 In summary, these data show that CUX1 serves as a gatekeeper to prevent 

promiscuous GATA1 binding under normal conditions, possibly through both directly 

blocking GATA1 binding and indirectly mechanisms. 
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Figure 5.2. CUX1 loss leads to misdirected GATA1 binding. A) Volcano plot of the GATA1 

CUT&RUN changes in gHPRT and gCUX1 (n = 2 biological replicates). Significance 

calculated by csaw.232 
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Figure 5.2 continued B) Overlap of number of de novo GATA1 sites (n = 7522) and wild 

type GATA1 binding sites called by our own CUT&RUN (top) and by ChIP-seq from 

ENCODE database (bottom) in K562. Wild type GATA1 peaks are called by MACS2 

followed by IDR protocol (IDR threshold < 0.1). C) Genome-wide correlation of normalized 

CUX1 binding reads and log2 fold change of normalized GATA1 reads in gCUX1 vs gHPRT 

conditions. Normalized CUX1 CUT&RUN reads were divided into 10 equidistant bins to 

represent the regions with lowest to highest CUX1 binding signal. The significance of the 

consistent upward trend is calculated using one-way ANOVA test. D) Distribution of 

chromHMM chromatin state of de novo GATA1 sites (n=7,522, blue, FDR<0.05, log2FC> 1) 

and the GATA1 sites whose occupancy is not dependent on CUX1 (n=3,471, grey, FDR>0.1, 

|log2FC|<0.5). Significance is calculated using hypergeometric test. E) Integration of K562 

GATA1 CUT&RUN and RNA-seq (n=2 biological replicates). Scatterplot shows the RNA 

log2FC vs. GATA1 CUT&RUN log2FC for the 7,522 de novo GATA1 sites (FDR<0.1, 

log2FC>1). The sites who correspond to up and down differentially expressed genes are 

highlighted in red and blue, respectively (RNA-seq FDR < 0.1, Log2FC > 0 and < 0). F) Log2 

fold change of GATA1 CUT&RUN signal after CUX1 KO for K562 genomic sites with 

significant down, non-significant and significantly up regulated chromatin accessibility.  
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Figure 5.3: CUX1 gatekeeps GATA1 binding through direct and indirect mechanisms A) 

Heatmap showing the side-by-side K562 normalized CUX1 ChIP-seq and GATA1 

CUT&RUN gHPRT & gCUX1 reads (RPKM) at the CUX1-independent non-significant 

GATA1 sites (FDR > 0.1, |log2FC| < 0.3) and the de novo GATA1 sites (FDR < 0.05, 

log2FC > 1). The peaks are divided by whether they overlap with CUX1 peaks (CUX1-

bound) or not (non-CUX1 bound). B) Distribution of the distance to transcription start site  

B) 

B) 

A) 

C) 

D) 
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Figure 5.3 continued (proximal vs distal, threshold is 2 kB from TSS) for the de novo 

GATA1 sites bound vs not bound by CUX1, and C) the significantly enriched motifs at these 

two sets of sites. D) Normalized K562 ChIP-seq reads (RPKM) of the histone mark 

H3K4me1 and H3K27ac at the de novo GATA1 sites bound and not bound by CUX1, 

comparing the gHPRT vs gCUX1. Significance calculated by two-sided Wilcoxon rank sum 

test. 

 

 

5.3 DISCUSSION 

A complex network of TFs, cytokines and hormones orchestrate erythropoiesis.177,178 

Central to this process is the transcription factor GATA1. We had previously found that 

CUX1 deficiency impairs erythropoiesis at the expanse of myeloid expansion and can lead to 

anemia in mice as they age.79 The mechanism whereby decreased CUX1 expression results in 

impaired production of red blood cells was not understood. My study provided a previously 

unknown interaction mechanism between two central regulators of hematopoiesis, CUX1 and 

GATA1. 

 Our research showed that CUX1 loss uncoupled the erythroblast differentiation and 

proliferation process and disrupted differentiation at the intermediate RII stage. Against the 

chromatin condensation normally required for erythrocyte reticulation and maturation, loss of 

CUX1 resulted in a vast chromatin opening in the primary mice RII cells and increased active 

histone acetylation. Transcriptionally, GATA1-regulated gene expression programs require 

normal dosage of CUX1 expression. This implies that CUX1 and GATA1 jointly regulate 

erythroid specific gene expressions that are essential for healthy erythropoiesis. Furthermore, 

integration analysis in human erythroblasts showed CUX1 binding undergoes a dynamic shift 

from mostly HSPC specific enhancers to GATA1-bound erythroid specific enhancers along 

the erythroid differentiation trajectory, which provided further regulatory roles of CUX1 in 

erythropoiesis.  
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Given the disruption in terminal erythroid differentiation after CUX1 loss, we 

originally hypothesized that GATA1 may not be binding its target genes in CUX1-deficient 

cells. However, we unexpectedly found that GATA1 binding was increased in the absence of 

normal CUX1 expression leading us to propose that CUX1 acts as a gatekeeper for GATA1 

binding. The level of GATA1, examined by western blotting and intracellular staining, was 

not elevated in CUX1-deficient cell lines and cannot explain the increased binding. Some 

studies have proposed that acetylation of GATA1 itself could alter its binding,328,329 but we 

found no evidence for increased or decreased GATA1 acetylation after CUX1 KD.  

Mammalian terminal erythropoiesis involves gradual chromatin condensation steps 

that are essential for differentiation. The reason for this is that chromatin and nuclear 

condensation is followed by an enucleation step enabling the generation of a physically 

flexible mature red blood cell stage. Cux1low erythroid cells are capable of undergoing 

enucleation in vitro and there is no evidence for nucleated RBCs in mice (data not shown). It 

is therefore likely that the vast chromatin opening by ATAC-seq and increased histone 

acetylation observed in Cux1low erythroblasts alters accessibility of DNA binding proteins 

without causing huge structural changes to the nucleus.  

Our study proposed that multiple regulatory mechanisms might exist to ensure 

GATA1 bind to the correct subset of loci. We find that the loss of CUX1 expression can 

dramatically alter GATA1 binding (Figure 5.2A). In some instances, CUX1 may be 

physically blocking access of GATA1 (direct model) but in other instances it may be indirect, 

such as changes to DNA accessibility and histone modifications (Figure 5.3A).  We found 

that the fold increase of GATA1 binding is significantly higher in the genomic loci where 

accessibility increased after CUX1 loss (Figure 5.2F). This observation implies that the de 

novo GATA1 sites have increased accessibility upon CUX1 loss. However, whether the 

increase in GATA1 binding precedes or follows the increase in DNA accessibility remains 
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unknown. Previous study shown that GATA1 level does not caused genome-wide DNA 

accessibility change in erythroid progenitors using the G1E-ER4 cell line system.330 

Therefore, it is likely that it is the loss of CUX1 promotes DNA accessibility at the de novo 

GATA1 sites, and therefore allows more GATA1 binding. Future mechanistic studies should 

validate the sequence of these events and provide mechanistic explanation on why loss of 

CUX1 leads to such prominent GATA1 occupancy increase. In addition, our analysis also 

showed that the de novo GATA1 sites have significantly higher active histone mark H3K27ac 

and enhancer histone mark H3K4me (Figure 5.3D). The increased active histone 

modification is in concordance with the increased DNA accessibility, and these changes 

might co-ordinately provide a permissive chromatin environment for additional GATA1 

binding. Going forward, it will be important to elucidate exactly how CUX1 promote the 

increased active histone mark deposition. For example, does CUX1 cooperate with the 

COMPASS family histone methyltransferase to increase the H3K4me1, and collaborate with 

HAT to increase H3K27ac? In addition, there might be additional indirect mechanisms that 

CUX1 utilizes to gatekeeps for GATA1 binding. Does CUX recruit other TFs and co-

repressors to prevent GATA1 binding from the de novo GATA1 sites? Lastly, although most 

of de novo GATA1 binding sites have no detectable GATA1 binding events in the WT 

condition, there are some loci that already have some levels of GATA1 binding, but loss of 

CUX1 just further increased the GATA1 binding intensity at these sites. Our ongoing 

analysis is trying to dissect the transcription consequence of these two distinct types of gained 

GATA1 sites through integration with RNA-seq analysis. 

The “gatekeeper” hypothesis is not in contradiction to our observation that GATA 

motifs are enriched in CUX1 binding sites in both K562 and HSPCs, as there are sizable 

overlaps between CUX1 and GATA1 binding sites in both cell types. Since CUX1 and 

GATA1 both promote healthy erythropoiesis, it is likely that the mode of interaction for these 
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two TFs are multifaceted. CUX1 might collaborate with GATA1 at some genomic loci such 

as the locus control regions of beta-globin, while blocks GATA1 binding at other loci. 

Together, these findings provide a potential mechanistic explanation for our lab’s 

previous observation that CUX1 loss led to anemia and fatal myeloid malignancies in mice 

though disrupting the endogenous GATA1 binding. The novel interaction mechanism 

between two crucial erythropoiesis master regulators will provide key insights for therapeutic 

intervention. 
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CHAPTER 6. DISCUSSION 

6.1 Overview 

The loss of all chromosome 7 (-7) or its long arm (del(7q)) is one of the most 

recognized high risk cytogenetic abnormalities in pediatric and adult myeloid malignancies.29 

Despite the clinical implication of -7/del(7q), the underlying mechanism that promotes 

transformation has remained elusive. It is now recognized that cooperation of multiple 

haploinsufficient 7q genes, rather than complete inactivation of a 7q TSG, are likely 

responsible for disease progression. However, identifying the critical genes has been difficult 

given the large number of genes in the deleted regions. The first project of this thesis 

leveraged machine learning to providing a comprehensive tool for identifying del 7q TSGs. 

By systematically mining publicly available genome-wide perturbation screens, the project 

provided a framework to discover tumor suppressor properties at a large scale by learning the 

behaviors of known TSGs from the phenotype of cellular proliferation. This work resulted in 

a ranked list of all human chromosome 7 genes with high-to-low TSG likeness scores, which 

can serve as a starting reference for future experiments. 

The del(7q) gene, CUX1, had been shown by our lab and others to function as a 

critical myeloid TSG. The question remains: how does haploinsufficient expression of this 

homeobox-containing TF lead to malignancies? Myeloid neoplasms are characterized by 

disruptions to the myeloid differentiation process. We find that CUX1 possesses PF activities 

to epigenetically regulate hematopoietic lineage commitment and homeostasis. Herein, we 

demonstrate that CUX1 directs the BAF chromatin remodeling complex to DNA to increase 

chromatin accessibility in hematopoietic cells. CUX1 preferentially regulates lineage-specific 

enhancers, and CUX1 target genes are predictive of cell fate in vivo. Since del(7q) patients 

and Cux1-deficient mice both develop severe anemia, we finally examine the erythroid 
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branch of hematopoiesis. We find that CUX1 promotes healthy differentiation through 

ensuring proper GATA1 binding, a critical regulator of erythropoiesis. 

Overall, the thesis offered mechanistic insights into myeloid malignancies associated 

with -7/del(7q), providing a comprehensive tool for identifying TSGs, clarifying the role of 

CUX1 as a PF in HSPC fate determination, and discovering an unexpected interaction 

mechanism between two major erythropoiesis regulators GATA1 and CUX1. These findings 

offer key mechanistic insights that underlie phenotypes observed in myeloid cancer patient.  

 

6.2 Machine learning models uncover TSG activities that are often elusive to 

conventional analysis. 

By applying a supervised learning approach using the random forest algorithm, we 

utilized the abundant genome-wide perturbation studies in human hematopoietic cancer cell 

lines, and predicted TSG activities systemically on the human chromosome 7.  The main 

value proposition of my approach is that ML algorithms are good in detecting small, subtle 

but concordant changes across large-scale datasets. Identifying TSGs manually through 

simple statistical analysis one dataset at a time is not only time consuming, but also risks 

losing valuable false negative hits which not necessarily possess strong TSG activity in one 

screen but have weak yet real TSG activities across multiple screens. As the data source for 

such analysis became ever more abundant and our biological understanding for tumor 

suppressor advance. This classifier should only be a starting point rather than a wrapped-up 

project hidden on the bookshelf. There are multiple ways to improve the classifier. 



 121 

To better characterize hematopoietic TSG activities, more screen data and better 

subtyping based on cancer types should be incorporated in the model training process. ML 

prediction results are only good as the input data. Databases such as BioGRID ORCS actively 

curated CRISPR-screens as they are published.331 A search in the database revealed 50+ new 

CRISPR screens published in using human hematopoietic cell lines alone since the ending of 

this project. This number is only going to grow larger over time. Incorporating these results 

and re-running the classifier iteratively would increase the accuracy of TSG identification. 

Furthermore, as gene activity could differ across different cancer types, accurately 

subgrouping training data based on cancer cell types will help to pinpoint the context-

dependent TSG activities more accurately. One of the major limitations of this study at the 

time is that the genome-wide genetic perturbation training data is limited, so we included 

several different types of cancer cell lines (Table 2). Although the majority of the cell lines 

are AML, several CML, ALL and solid tumor types including breast, melanoma and 

pancreatic cell lines were also included. With the ever-growing curated data, future 

implementation of the model should also train on different cancer types separately.  

Secondly, the model training process should incorporate more modality/types of data 

source that can accurately represents TSG activity. TSG activity does not only manifest in 

cellular proliferation. DNA damage repair, post-translational modification, epigenetic 

modification, and metabolism are examples of other biological processes that could be 

affected by TSG.278 All of these biological processes could manifest partially but not 

completely in proliferation. Therefore, multimodal data sourced reflecting these different 

biological aspects should be incorporated in predicting TSG activities. Indeed, DNA 

sequencing data which identify mutational patterns have been used to predict TSG 

activities.42,332 A study has also identified histone modifications as strong predictor for 
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TSGs.333 In recent years, mapping protein structure to biological function has become an 

intensively researched area, partially fuelled by advancement in deep learning-based 

Alphafold algorithm,334 which could accurately predict 3D protein structure from primary 

amino acid sequences. Such mapping is significant because majority of the current 

therapeutic candidates work by targeting 3D protein structures, and finding the exact protein 

structure responsible for TSG activity could help cancer therapy development. A recent study 

applied convoluted neural network on 1,191 TSG and 1,188 OG protein structures from the 

protein data bank (PDB). The classifier is trained on extracted features including biochemical 

properties such as surface amino acid charge and hydrophobicity etc.335 Such studies could 

help researchers to rapidly identify druggable target on protein surface to develop drugs that 

activate TSGs and inhibit cancer growth. In addition to the data sources mentioned so far, it is 

conceivable that data such as proteomics on post-translational modification, metabolomics, 

and epigenomes data such as genome-wide methylation will be invaluable training resources. 

Several studies have utilized these data to predict TSG activities.279–282  However, to our 

knowledge, there are no studies to date that systemically integrating these multimodal data 

types to predict TSG activity in human cancer. It is certainly a very promising area to pursue 

in the future. 

There is also a growing body of evidence suggesting that a subset of genes, often 

encoding for TFs and kinases, do not conform to the simplistic binary oncogene vs TSG 

categorization. Rather, they could either promote or inhibit cancer growth depending on 

cellular context.284 Examples include the NOTCH receptors that functions as an oncogene in 

T-lineage acute lymphoblastic leukemia while it performs tumor-suppressor function in 

squamous epithelial cells.336,337 Other “double agent” genes include PTP1B,338 TP53339 and 

WT1340. Cancer types, mutations and isoforms are the most common context-dependent 
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factors that dictates whether these “double agent” genes act as a tumor suppressors or 

oncogenes. Conceptually, it is possible that sequential mutational events first abolish the TSG 

activity of a gene and a second mutational events turn it oncogenic. These observations 

further strengthen the need to optimize the ML classifier to be more context driven.  

 

6.3 CUX1 has pioneering factor activity in early hematopoiesis. 

CUX1, a ubiquitously expressed TF, has emerged as a central player in hematopoietic 

malignancies. Haploinsufficiency of CUX1 disrupts normal HSPC homeostasis and 

differentiation, resulting in clonal expansion, lineage biases, and multilineage dysplasia.79,341 

When combined with additional mutations, CUX1 deficiency promotes fulminant leukemic 

transformation.69,342 The role of CUX1 as a pioneer factor in regulating hematopoietic stem 

and progenitor cell (HSPC) homeostasis and differentiation provides valuable insights into 

the epigenetic regulation of stem cell fate. The second part of the thesis established CUX1 as 

a hematopoietic pioneer factor. CUX1 recruits the chromatin remodeler BAF complex to 

open enhancer and collaborate with other hematopoietic TFs to regulate HSC fate. This 

sequence of events is apparent in a substantial portion of CUX1 DNA binding sites, 

exemplified by the “direct model” of CUX1-dependent SMARCA4 recruitment and increased 

DNA accessibility (Figures 4.2B and 4.3F). We also observed a similar number of CUX1 

binding events that were not required for SMARCA4 recruitment in the “indirect model” 

(Figures 4.2B and 4.3G). In this latter category of sites, SMARCA4 is potentially recruited 

via alternate transcription factors such as SP1,287,320 whose motif is enriched at the indirect 

sites. CUX1 binding may be independent of or might follow BAF recruitment to these sites. 

It is not obvious why chromatin accessibility also decreases at these indirect sites after CUX1 
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knockdown (Fig. 4.3G).  Perhaps CUX1 also promotes an open chromatin state by 

recruitment of histone acetyltransferases at these sites.292,293 Alternatively, the partial 

nucleosome destabilization mediated by CUX1 alone enables other factors to bind and 

stabilize the more open chromatin state.   

The mechanism of recruiting the chromatin remodeler BAF complex by CUX1 is 

pivotal for CUX1 pioneering activity in stem cells. Going forward, it will be interesting to 

map other potential elements of the sequential CUX1 recruitment events beyond the BAF 

complex. What other TFs CUX1 recruit as downstream events after BAF-induced chromatin 

opening? Does CUX1 recruit other chromatin remodelers to promote DNA accessibility?  

Although our co-IP mass spec data did not suggest apparent additional chromatin remodeler 

complexes interacting with CUX1, extensive investigations into various chromatin 

remodelers across different cellular and tissue systems are warranted. 

Integrative analysis using RNA-seq has revealed that the regulation of DNA 

accessibility by CUX1 correlates with the transcriptomic impacts on myeloid expansion and 

erythroid differentiation inhibition following CUX1 knockdown (Figure 4.6C). Identifying 

the specific subset of CUX1 binding sites that influence gene expression regulation would be 

of great interest. Maresca et al. 2023 implemented an acute protein depletion system on PF 

SOX2 and conducted nascent transcription analysis, demonstrating that SOX2-dependent 

open DNA sites—not merely SOX2 binding sites—are highly indicative of SOX2-regulated 

gene expression.343 This study implicates PF binding and chromatin opening are both 

required for activating gene expression. It is conceivable that this principal applies to the 

CUX1-dependent ATAC sites that are bound by CUX1. However, whether and how CUX1 

regulates gene expression indirectly for the CUX1-depedent ATAC sites without direct 

CUX1 binding remains unknown. It would be intriguing to compare the gene regulatory 
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mechanisms between the CUX1 bound and non-bound CUX1-dependent ATAC-seq sites. It 

is likely that for the CUX1-depedent ATAC-seq sites not directly bound by CUX1, additional 

collaborating TFs and histone modifying enzymes are vital for regulating gene expression 

activity. How these elements are influenced by CUX1 dosage requires further experimental 

study. Additionally, discerning the immediate versus delayed gene expression effects of 

CUX1 knockdown is essential; The CRISPR knockout system we used assesses gene 

expression changes several days in culture post-CUX1 loss, potentially reflecting both 

immediate and prolonged effects. Our laboratory is in the process of refining a degron 

system, which, when used alongside nascent RNA-seq, could precisely identify the 

immediate changes in RNA expression regulated by CUX1. 

 As in any adult tissue, hematopoietic differentiation requires stem and progenitor cells 

to undergo epigenetic reprogramming to commission and decommission the appropriate 

enhancers while reorienting genomic architecture to implement the pertinent mature cell 

transcriptional program. To date, the central actors in this process in the apex of the 

hematopoietic hierarchy have remained unclear. With respect to chromatin remodelers in 

normal hematopoiesis, our mechanistic knowledge of these factors, including the BAF 

complex, remains incomplete. Regarding the TFs that direct these complexes, a few pioneer 

factors have been identified, but these have largely been described in cell lines or to act in 

downstream progenitors.322 To our knowledge, CUX1 is the first transcription factor reported 

to have demonstrated pioneer factor activity in the early stages of differentiation, in primary 

human HSPCs.   

 Although not measured here, a logical extension of our finding is that CUX1 regulates 

chromatin accessibility in other tissue types. Given the wide-ranging role of CUX1 in the 

homeostasis of diverse tissues, it seems improbable that CUX1 only regulates a stereotypical 
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set of target genes. CUX1 is conceivably a more general regulator of enhancer receptivity to 

activation via ensuing lineage-specific TFs. In this paradigm, CUX1 is critical for initiating 

epigenetic remodeling in tissue-specific stem cells, and lineage-determining TFs drive 

subsequent differentiation. 

 In myeloid malignancies, developmental syndromes, and other developmental 

contexts, CUX1 has haploinsufficient phenotypes.65,288 Likewise, mutations in the BAF 

complex are commonly heterozygous in cancer and developmental disorders.137 It remains to 

be determined how CUX1 haploinsufficiency impacts genome-wide BAF recruitment and 

DNA accessibility. We observed a widespread reduction of SMARCA4 occupancy after 

knocking out CUX1 in K562 (Figure 4.2A). The subsequent location and function of the 

displaced BAF complex post-CUX1 knockout present an interesting line of inquiry. One 

possibility is that loss of one copy of CUX1 untethers a portion of BAF to enable 

promiscuous BAF recruitment to de novo sites via other interacting partners.344  We did not 

convincingly identify such a “gain-of-function” effect in K562 cells, where few de novo 

SMARCA4 binding sites are acquired after CUX1 knockdown (Figure 4.2A). More likely, 

CUX1 or BAF complex haploinsufficiency leads to either partial or complete loss of 

regulation at a subset of target sites. It is probable that the untethered BAF complex returns to 

the nucleoplasm. Investigating the destiny of this liberated BAF complex is of significant 

interest. Questions about whether they remain unbound, are broken down, or recycled by 

cellular machinery are vital. This information could greatly influence therapeutic strategies 

involving BAF inhibitors in cancer treatment, especially considering that patients with CUX1 

haploinsufficiency might display reduced BAF complex binding, possibly diminishing their 

sensitivity to BAF inhibitors. The development of biomarkers to identify patients with CUX1 

haploinsufficiency who might benefit from BAF-targeted therapies would be crucial, 
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potentially including assays to detect levels of CUX1 or BAF complex activity within tumors.  

More likely, CUX1 or BAF complex haploinsufficiency leads to either partial or complete 

loss of regulation at a subset of target sites.  The tools to precisely address this important 

question and characterize dose-dependent binding sites for future studies are only recently 

emerging. 

 The canonical model of pioneer factor activity posits that after DNA accessibility is 

increased, “settler” TFs can subsequently bind DNA and execute gene expression. Indeed, we 

find the motifs and TF occupancy of several key regulators of hematopoietic differentiation 

uncovered at sites regulated by CUX1 and BAF. Obstensibly counterintuitively, several of 

these TFs independently harbor pioneer factor activity, including RUNX1, PU.1, and 

KLF1.322  There are several potential explanations for this apparent redundancy.  First, it is 

conceivable that more than one pioneer TF binds simultaneously to an enhancer to 

cooperatively establish the enhancer landscape during differentiation.345 Second, and not 

mutually exclusive, a given TF does not necessarily have pioneer activity at all DNA targets, 

as we observed for CUX1 and was described for PU.1, as two examples.157 In other words, 

CUX1 may be required for PU.1 binding at a subset of enhancers. It is conceivable that 

CUX1 and other PFs/non-PFs might pioneering for each other and form an intricate 

regulatory circuit in coordinating stage-specific gene expression, similar to the mutual 

pioneering action of FOXA1 and HNF4A.120 Identifying such “co-pioneers” of CUX1 will be 

of great interest to understand the mechanism of CUX1 gene expression regulation. A third 

possibility is that these factors are binding sequentially, as opposed to simultaneously, during 

differentiation. In this case, CUX1 is required in HSPCs while a subsequent pioneer factor 

maintains accessibility in more mature progenitors. Thus, while the pioneer model provides a 

framework for conceptualizing epigenetic regulation, like many biological models, there is 
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likely more underlying complexity. In fact, the binary concept of pioneer vs. settler TFs has 

been drawn into question, and more TFs may be uncovered within a spectrum of pioneer-like 

activity. 

 On the translational side, our research presents several promising therapeutic 

implications. Considering that CUX1 often functions as a haploinsufficient tumor suppressor 

gene (TSG) in multiple cancer types and is commonly lost via -7/del(7q) in hematological 

malignancies,341 restoring wild-type CUX1 expression stands out as a promising therapeutic 

strategy. Overexpressing or re-introducing lost TSG in cancer cells have been studied 

extensively as a potential avenue of cancer therapeutics.346 The reintroduction of CUX1 could 

restore normal BAF complex DNA binding activity, potentially rectifying the aberrant gene 

expression profiles characteristic of CUX1 haploinsufficient cancers. To achieve this, gene 

therapy and genome editing present viable approaches for reinstating CUX1 expression. 

Techniques such as lentiviral vectors or electroporation could reintroduce CUX1 into ex vivo 

autologous HSC population, which could then be reinfused into patients. In vivo gene therapy 

could utilize AAV to deliver functional CUX1 cDNA. CRISPR-based gene editing might 

target bone marrow directly, facilitating the repair or replacement of the mutated CUX1 

allele. The recent approval of the world’s first CRISPR-based gene editing therapy Casgevy® 

for beta-thalassemia, which edits BCL11A enhancers in HSCs to modulate the fetal vs. adult 

hemoglobin production, underscores the potential of this approach. Similar CRISPR 

technologies, possibly combined with homology-directed repair or base editing, could correct 

the CUX1 mutation via whole DNA segment replacement or single nucleotide editing. Before 

implementing such therapies, however, critical aspects must be clarified. Our laboratory's 

research indicates that CUX1 influences cell fate in a dosage-dependent manner,79 making 

precise dosage control crucial. Traditional gene therapies that knock in genes might lead to 
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overexpression and dosage-related toxicity. In contrast, epigenome editors offer the 

advantage of modulating gene expression levels with tuneable precision.347 This technology 

uses a DNA-binding domain, such as deactivated Cas9 (dCas9), combined with effector 

proteins like KRAB, DNMT3, or VP64, to modulate gene expression via transcriptional 

regulation or DNA methylation/acetylation. Given CUX1's haploinsufficiency, epigenome 

editing is particularly well-suited because it can fine-tune the endogenous expression level of 

the gene—neither too little nor too much. Upregulating CUX1 expression could be achieved 

through acetylating CUX1 promoter or VP64-mediated transcription machinery recruitment. 

Epigenome editing has already been explored in animal models and early clinical studies for 

diseases caused by haploinsufficiency, such as Dravet syndrome.348 It is noteworthy that 

CUX1 level decrease with age, as are HSC self-renewal capability and -7/del(7) myeloid 

neoplasms.349,350 Envisioning a future where doctors might replenish CUX1 levels to promote 

longevity is not entirely far-fetched. However, before such advancements become reality, 

numerous technical and biological hurdles must be overcome. Challenges such as targeted 

delivery to specific tissues, mitigating off-target effects and immunotoxicity linked with 

genome and epigenome editing must be addressed. Nevertheless, these therapeutic prospects 

hold undeniable promise and signify a frontier in precision medicine. 

Our research also shed light on other potential therapeutic concepts. Small molecule 

modulators could be designed to enhance the activity of the residual BAF complex left upon 

CUX1 loss, possibly by promoting the assembly and stability amplifying its chromatin 

remodeling function to offset the reduced CUX1 levels. Although just a small fraction, the 

gained BAF binding events upon knocking out CUX1 warrants further investigation (Figure 

4.2A). For example, are some of these gained BAF binding due to recruitment by other 

oncogenic TFs? In this regard, inhibitors that prevent oncogenic transcription factors from 
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aberrantly interacting with the BAF complex in the absence of CUX1 would also be 

beneficial, redirecting the complex to its regular targets. Research at our lab is also trying to 

use synthetic lethality screens with CRISPR-Cas9 to identify genes that, when inhibited, 

selectively kill cancer cells with CUX1 haploinsufficiency. Another avenue might involve 

molecules that can recruit alternative chromatin remodeling complexes and acetyltransferases 

to sites typically targeted by CUX1-BAF, offering a compensatory mechanism for CUX1 

loss. These therapeutic strategies would need to be carefully tailored to preserve the essential 

functions of the BAF complex in normal cells while selectively targeting the cancerous 

pathways, thereby optimizing the treatment of cancers characterized by CUX1 loss. Lastly, 

extensive research has established BAF complex role in promoting genome stability and 

facilitate DNA damage repair.351 Based on our lab’s finding that CUX1 also possess similar 

capabilities,81 it will be interesting to investigate whether CUX1 and the BAF complex 

cooperate to facilitate DNA repair, or they act through independent pathways. This 

knowledge could provide novel strategies to develop DDR therapeutics. 

 

6.4 CUX1 interacts with the erythropoiesis master regulator GATA1. 

One of the key features of pioneer factors is their ability to recruit or cooperate with 

other TFs to regulate lineage-specific gene expression. Since CUX1 is indispensable for 

healthy erythropoiesis, an exciting question to investigate is how CUX1 collaborate with 

other erythroid TFs in co-ordinately regulating erythropoiesis. The third part of my thesis 

unveiled how CUX1 interacts with the erythropoiesis master regulator GATA1. Instead of 

recruiting GATA1, surprisingly we discovered that CUX1 functions as a gatekeeper to 

prevent abnormal GATA1 binding. This might explain why GATA1 is not observed as an 

interaction partner with CUX1 in our co-IP mass spec data.  
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The gatekeeper paradigm of interaction between CUX1 and GATA1 is novel. TFs 

frequently interact with each other to regulate lineage specific-gene expression. In this regard, 

there are multiple known ways TFs could interact with each other. First, pioneer TFs could 

recruit other TFs upon initial binding to DNA, as discussed in the second part of this thesis. 

TFs could also act synergistically, such as FOXP3 and ETS1 in regulating the regulatory T 

cell differentiation.352 Alternatively, TFs could also antagonize each other. A classic example 

is STAT3 and STAT5 competitive binding in regulating the cytokine IL17 expression during 

the regulatory T cell maturation process.353 Another example is the classical PU.1 – GATA1 

antagonism in hematopoiesis that regulates erythroid vs. myeloid lineage balance, where 

these two lineage-specific TFs antagonize each other by direct physical interaction, 

competitive DNA binding and transcriptional repression of each other.207,354 A study on PU.1 

also showed that TF can not only regulate gene expression by direct binding, but also by 

“stealing” partner TFs from their endogenous sites.355 We reason that the “gatekeeping” 

interaction of CUX1 and GATA1 share some similarities with the TFs competing for 

common binding sites. However, unlike examples such as GATA1-PU.1 competition, which 

lead to two distinct cell fates, CUX1 and GATA1 both function to promote healthy 

erythropoiesis. Additional, unlike GATA1-PU.1 and the GATA1-GATA2 duals where one 

TF directly suppress the expression of another TF, we did not observe a meaningful increase 

of GATA1 RNA or protein expression upon CUX1 loss in K562. In this context, CUX1 is 

more likely serving as a “steer” to direct existing GATA1 protein binding and serving as a 

“shield” to prevent abnormal binding events rather than engaging in direct competition for 

binding sites. To our knowledge, there is no existing literature supporting the notion that two 

master TFs of the same lineage function in a similar manner, thus underscoring the novelty 

and significance of our discovery. 
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Human genome contains millions of copies of GATA motif, all of which could house 

GATA1 factor binding theoretically.196 Therefore, it is conceivable that multiple regulatory 

mechanisms exist to ensure GATA1 bind to correct subset of loci. CUX1 is central in such 

mechanism because knocking out CUX1 “unleashed” GATA1 for promiscuous binding. 

Interestingly, by integrating with RNA-seq analysis, we discovered that these de novo 

GATA1 binding sites correspond to increased cellular proliferation and division and impaired 

erythroid differentiation processes (Figure 5.2E), which might explain the phenotypical 

observation that CUX1 loss leads to impaired erythropoiesis. A more detailed investigation 

into the individual genes among the de novo GATA1 sites could provide novel insights.  

GATA1 influences gene expression by interacting with a myriad of co-activators like 

LMO2 and LDB1, and co-repressors such as ETO2 and the NuRD complex.356,357 These 

elements play opposing roles in the organization of chromatin, with the equilibrium of their 

activities determining the extent of gene expression regulated by GATA1. The mechanism 

behind GATA1's selection of specific factors for recruitment to specific genomic loci is a 

subject of significant research interest, yet it is not fully comprehended. How CUX1 

influences GATA1 to recruit other co-factor warrants further investigation. For example, how 

CUX1 and GATA1 collaboratively interact with the BAF complex? Part two of this thesis 

demonstrates that CUX1 promotes DNA accessibility by recruiting the BAF complex and 

promote enhancer accessibility. GATA1 has also been shown to recruit the BAF complex to 

DNA, where the BAF complex promotes GATA-1-dependent chromatin looping and 

transcriptional activation of α- and β-globin loci.162,165 This process is essential to safeguard 

healthy erythropoiesis.358 In addition, ample evidence suggests that the BAF complex is 

essential in promoting healthy erythropoiesis. Mouse embryos with mutated SMARCA4 

display blocked erythroid differentiation, anemia and eventually die from the mutation.161 

Mechanistically, the chromatin remodelling, histone acetylation, DNA methylation and 
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transcription are disrupted at the beta globin locus.161 SMARCA4 deletion in mouse model 

has also shown that the BAF complex is required for primitive erythropoiesis and vascular 

development.358 Given the importance of the BAF complex in erythropoiesis and the large 

number of overlapping binding site of CUX1 and GATA1, going forward, it will be 

interesting to untangle how these two transcription factors cooperate to recruit the BAF 

complex, or do they compete for BAF binding at certain genome loci. 

On the genome-wide scale, even though loss of CUX1 predominantly leads to 

chromatin closing, there is a minor section of the genome that becomes more accessible 

(Figure 4.3A). We discovered that these sites are selectively enriched for GATA motif and 

display a higher magnitude of GATA1 binding increase after CUX1 loss (Figure 5.2F). The 

BAF complex subunit ARID1B has been shown to regulates GATA1 gene expression and 

binding site accessibility.359 This implies that perhaps in the sites where both DNA 

accessibility and GATA1 binding increased upon CUX1 loss, GATA1 might recruit or take 

in some untethered BAF complex to promote DNA accessibility. These sites also have 

increased active histone mark H3K27ac and enhancer mark H3K4me1 signals after knocking 

down CUX1 (Figure 5.2C). This is surprising because CUX1 overall promotes the active 

chromatin mark H3K27ac and H3K4me1 signal genome-wide (Figure 4.3C). Previous 

observation suggests that that CUX1 might recruit histone acetyltransferases (HAT) to 

deposit H3K27ac.292,293  Perhaps CUX1 differentially regulates the accessibility and histone 

modification on different sections of the genome. Despite the genome-wide function, loss of 

CUX1 selectively opens these regions and create a permissive histone environment to allow 

GATA1 factor to come in and bind. Alternatively, GATA1 binding itself could be the reason 

why these sites display permissive chromatin characteristics, since GATA1 has pioneer 

capabilities and is known to promote histone acetylation by recruiting HAT.180,360,361 A 

plausible possibility for this seemingly contradictory observation is maybe the activating 
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capability of GATA1 surpassed the loss of DNA accessibility and histone acetylation caused 

by CUX1 loss. Future studies should vigorously investigate these alternative mechanisms and 

determine the sequence of such events.  

CUX1 gatekeeps GATA1 binding by both direct shielding and unknown indirect 

mechanisms (Figure 5.2A). Future studies should aim to discover what these indirect 

mechanisms are. For example, CUX1 could collaborate with GATA1-antaganizing TFs such 

as PU.1 or GATA2 which reside at these sites to block GATA1 binding. Or does CUX1 

creates repressive histone environment at these sites to prevent GATA1 binding? 

This study opens many other open questions worth further investigation. For example, 

how does CUX1 loss affect the “GATA switch”, which is an essential step in early HSC to 

erythroid progenitor transition? How does CUX1 affect the assembly of the LDB1 complex 

which is formed by GATA1 and several other co-factors to promote erythropoiesis? 

Furthermore, despite the overwhelming gatekeeping function, there are also a few GATA1 

binding sites that decreased in occupancy upon CUX1 loss (Figure 5.1A), future studies 

should examine the identity and functions of these sites. Are these important regulatory sites 

for pro-erythrocyte differentiation genes? One possibility is that besides gatekeeping, CUX1 

also recruits GATA1 to promote selective erythroid lineage gene expression. Lastly, since 

CUX1 is essential in maintaining healthy erythropoiesis, does it also gatekeeps other 

erythropoietic TFs such as TAL1 and KLF1? Does similar gatekeeping mechanism happen in 

other tissue systems where CUX1 plays essential developmental roles? What other TFs than 

CUX1 can serve as a gatekeeper in development? 

While the research offers significant insights into the molecular mechanisms 

governing CUX1-GATA1 interaction and its dysregulation in erythropoiesis, the conclusion 

we obtained uses the K562 cancer cell line which is multipotent human leukemic progenitors. 

Future studies should test the hypothesis across different stages in primary mice and human 
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erythroid progenitors. Contrary to the predominant pioneer-like chromatin accessibility-

promoting role of CUX1 in K562 and human HSPC, CUX1 loss leads to vast chromatin 

opening in primary mice RII cells, which damages the normal chromatin condensation 

process. This seemingly contradictory observation could be explained by CUX1 dosage. It 

has been observed that pioneer factors could lose the pioneer activity and switch “mode”  to 

binding open DNA regions with other TFs when expressed at low dosage.121 We have 

observed that CUX1 expression is much lower in RII comparing to HSPCs through western 

blot. Therefore, it is conceivable that CUX1 might lose the pioneer activity in RII and switch 

to other functions. What these functions are warrant further investigation. For example, does 

CUX1 collaborate with proteins in the cytoskeleton organization and histone methylation 

families to ensure chromatin condensation? Furthermore, how these seemingly opposite roles 

of CUX1 in chromatin accessibility affect the GATA1 binding is worth further investigating. 

Does CUX1 interact with GATA1 differently across different erythropoiesis stages, if so, 

what are the phenotypical consequences at each stage?  

Our research provided a mechanistic explanation on why losing CUX1 leads to 

impaired erythropoiesis. Therapeutics and diagnostics strategies could be developed 

accordingly. Both CUX1 haploinsufficiency/mutation and GATA1 mutation status could be 

used as biomarker for prognosis purposes. Perhaps patients with dual CUX1 & GATA1 

mutations will have worse anemia and survival than patients with just one mutation? In 

AML/MDS patients with CUX1 haploinsufficiency and severe anemia, selectively inhibiting 

GATA1 DNA-binding domain function could be used with precaution on preserving some 

degree of normal GATA1 activity while reducing promiscuous GATA1 binding. Although 

not invented yet, we envision one day therapeutic methods could redirect TF binding from 

loci to loci. Given the haploinsufficient state of cancer patients and the genomic “zip code” of 
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where CUX1 gatekeeps GATA1 binding, such wonder drug might be able to redirect 

promiscuous GATA1 to where it is supposed to bind. 

In conclusion, the research presented in this thesis provides a computational 

framework to uncover TSGs from rich genome-wide screen data, and comprehensive 

explored the molecular mechanisms governing hematopoiesis and its dysregulation in cancer. 

The research established CUX1 as a pioneer TF in hematopoiesis by recruiting chromatin 

remodeler BAF complex to open lineage-specific enhancers, drives cell fate gene expression 

programs, and safeguard against abnormal GATA1 to ensure proper erythroid differentiation. 

the findings provide a solid foundation for future research and contribute significantly to our 

understanding of the complex regulatory networks in hematopoietic stem cell differentiation. 

 

 

6.5 Future directions 

Enrich ML training with multi-modal data integration: Explore other data types to add to 

the genome-wide perturbation screens in order to capture TSG activities beyond proliferation. 

Proteomics data on partner proteins, metabolomics, structural data and biochemical assays 

testing for DNA repair capabilities can likely be incorporated to capture these important 

readouts and increase the accuracy of TSG prediction. The same ML workflow could be 

applied to study other recurrent aneuploidy events beyond -7/del(7q), such as del(5q), trisomy 

8, and trisomy 12 etc. 

 

Chromosome 7 TSG interactions: Which interaction partners on chromosome 7 does 

predicted TSGs interact with in HSPCs? Perturb-seq might be used to probe for chromosome 

7 TSG regulatory circuitry in a massive parallel way and reveal such interactions in the 

heterogeneous HSPC population with single cell resolution. 
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Mapping sequential CUX1 recruitment events: Investigate which TFs are recruited by 

CUX1 following BAF-induced chromatin opening, and whether CUX1 recruits other 

chromatin remodelers to promote DNA accessibility. The research should examine different 

cellular and tissue systems. 

 

CUX1 binding site characterization: Identify the specific subset of CUX1 binding sites 

influencing gene expression regulation. Analyze whether CUX1's regulatory effect on DNA 

accessibility correlates with the transcriptomic impacts on myeloid expansion and erythroid 

differentiation. 

 

CUX1-dependent ATAC sites: Explore the gene regulatory mechanisms between CUX1-

bound and non-bound CUX1-dependent ATAC-seq sites, considering the potential roles of 

collaborating TFs and histone-modifying enzymes in regulating gene expression activity. 

 

Immediate vs. delayed effects of CUX1 knockdown: Differentiate the immediate versus 

delayed gene expression effects of CUX1 knockdown using a refined degron system 

alongside nascent RNA-seq. 

 

Where the untethered BAF complex goes: Determine how CUX1 haploinsufficiency 

impacts genome-wide BAF recruitment and DNA accessibility, considering the location and 

function of the BAF complex post-CUX1 knockout. 
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Cooperative pioneering of CUX1: Identify potential "co-pioneers" of CUX1 and understand 

the complex regulatory network of stage-specific gene expression by studying the 

cooperative or sequential binding of pioneer TFs during hematopoietic differentiation. 

 

Therapeutic implications of restoring CUX1: Investigate gene therapy and genome editing 

techniques to restore CUX1 expression, focusing on dosage control and the development of 

biomarkers to identify patients who might benefit from BAF-targeted therapies. 

 

Gatekeeping function of CUX1 in GATA1 binding: Study the indirect mechanisms by 

which CUX1 gatekeeps GATA1 binding, and whether CUX1 collaborates with GATA1-

antagonizing TFs or creates a repressive histone environment to prevent GATA1 binding. 

 

CUX1 and erythropoiesis: Examine how CUX1 loss affects the GATA switch and the 

assembly of the LDB1 complex in erythropoiesis, and investigate the gatekeeping role of 

CUX1 on other erythropoietic TFs like TAL1 and KLF1. 

 

Translational approaches for CUX1 and GATA1 mutations: Develop therapeutic and 

diagnostic strategies based on CUX1 haploinsufficiency/mutation and GATA1 mutation 

status as biomarkers for prognosis. Explore the potential of selectively inhibiting GATA1 

DNA-binding domain function while preserving normal GATA1 activity to reduce 

promiscuous binding in patients with anemia. 

 

Mechanistic studies across erythropoiesis stages: Investigate how CUX1 interacts with 

GATA1 across different erythropoiesis stages and what the phenotypical consequences are at 

each stage, using primary mice and human erythroid progenitors. 
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