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3.12 (a). The illustration of the [[4,1,2]] (left) and the [[7,1,3]] (right) code. The colored
plaquettes represent stabilizer generators that have supports on the surrounding
vertices (data qubits). (b) The FT circuit for the [[4,1,2]] code correcting one data
erasure (red cross). Colored boxes represent an ancilla-assisted measurement
of a stabilizer associated with a plaquette of the same color. The ancilla is
initialized in |+⟩, a sequence of CX/CZ gates between the ancilla and the data
qubits are applied (not shown), and the ancilla is measured in the Pauli X basis.
(c) The non-FT circuit for the [[7,1,3]] code that is non-adaptive. An initial
erasure error on a data qubit triggers the circuit, which measures all the six
stabilizers in a fixed sequence (pink-green-blue) and applies the correction at the
end. We explicitly show the CX gates in the first box (X3X4X6X7 stabilizer
measurement) to illustrate an erasure error that propagates to multiple data
errors and causes a logical failure. The top shows the evolution of the errors
for the example trajectory. The red circles indicate qubits with potential Pauli
errors (converted from the erasure errors). (d). The FT circuit for the [[7,1,3]]
corrects the errors adaptively. Suppose another erasure happens during the CZ
gate (shown in red) between the ancilla and the third qubit while measuring
Z1Z2Z3Z4. Upon detection of this error we stop the stabilizer measurement,
discard and replace the ancilla and the thrid qubits and update the erasure-
flag error set E to E = {I,X1} × {I, P3} × {I, Z1Z2}, where P3 indicates an
arbitrary Pauli error on the third qubit. The correlated Z1Z2 error results from
discarding the ancilla that is entangled with the first and the second qubits. We
then measure the stabilizers X1X2X3X4, X2X3X5X6, Z2Z3Z5Z6, Z1Z2Z3Z4 to
correct possible errors within E . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

3.13 The solid (dashed) lines show the lower (upper) bound of the lifetime with (with-
out) the fault-tolerant implementation. The dotted line shows the expected life-
time λ−1 without error correction. The circle ([[4, 1, 2]]) and square ([[7, 1, 3]])
markers show estimates of the improved lifetime with error correction for maximal
recovery time using experimentally feasible parameters. . . . . . . . . . . . . . . 126

3.14 Detail of the coupling of the ancilla chip in Fig. 3.11(a) to a data chip. We
show three surface patches S (syndrome), A (ancilla), and D (data). Each patch
is encoded in a rotated surface code, with data qubits on the vertices and X-
type (Z-type) syndrome qubits on the black (white) plaquettes. To extract error
syndromes, a CX gate between S and D patches is implemented by introducing
the A patch and applying the measurement-based circuit shown in the inset. . 128
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3.15 The Knill QEC circuits. The non-transversal circuits for the preparation of logical
|0⟩ for the (a) [[4, 1, 2]] code, (b) [[7, 1, 3]] code. (c). The FT circuit for the [[4, 1, 2]]
code correcting 1 data erasure at the input. (d). The FT circuit for the [[7, 1, 3]]
code correcting 1 data erasure at the input and 1 erasure during the preparation
of |00⟩L. For (c) and (d), there are three blocks of qubits (black, blue and orange),
each consisting of n qubits encoded in an n-qubit code that are distributed over
n chips indexed by different numbers. An encoded bell pair between the blue and
the orange blocks is created by preparing the logical state |00⟩L non-transversally
using the circuits (a)(b), and then applying a transversal (logical) Hadmard and
a CX gate. The information then is teleported from the black block to the orange
block by performing a bell measurement between the black and the blue blocks.
The bell measurement is implemented by first applying a transversal CX gate
between the black and the blue blocks and measuring a logical X (Z) operator
on the black (blue) block, whose supported qubits have not been erased. The
correction for the erasure errors is done by applying a Pauli frame update on the
output orange block conditioned on the measurement outcomes. . . . . . . . . . 131

4.1 Architecture of a qLDPC-based fault-tolerant quantum computer using reconfig-
urable atom arrays. This consists of a qLDPC memory block, a processor with
computational logical qubits, and mediating ancillae between the memory and
the processor. The lower panel shows a contour plot of the number of physical
qubits (including data and ancilla qubits) required by our architecture, at a 10−3

physical error rate, given a target number of logical qubits and a target logical
failure rate, compared to the surface code. The qLDPC space overhead is given
by the minimum of that for the LP codes shown in Fig. 4.7(b) with less than
1428 data qubits and that for HGP codes using an extrapolation of the numerical
results in Fig. 4.7(a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

4.2 Efficient implementation of quantum LDPC codes with atom arrays. (a) Illus-
tration of the algorithm to perform an arbitrary 1D log-depth rearrangement.
We first move all atoms that need to end in the right half of the system to the
right side, then compact each half into adjacent sites, so that there is sufficient
workspace for subsequent steps. Moving atoms will be displaced perpendicularly
during movement, to avoid collisions with static atoms in the same row, see Sup-
plementary Movie. The same procedure can then be repeated on each half of the
system recursively for depth log(L), where L is the length of the atom array to be
rearranged, resulting in the desired ordering. The algorithm uses 50% more static
traps than the number of atoms as workspace. (b) Illustration of the HGP code,
obtained as a product of two classical codes. Lines indicate that the parity check
at the syndrome node involves the corresponding data node. (c,d) The required
connectivity can be implemented via parallel row permutations, followed by par-
allel column permutations. Although we illustrate this for one pair of row/column
interacting, the same permutations and CZs can be applied on multiple rows or
columns in parallel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
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4.3 Efficient non-intersecting rearrangement in log-depth. By using a divide and
conquer algorithm, we can perform an arbitrary 1D rearrangement in depth log-
arithmic in the number of qubits. Repeating this across the array yields an
efficient implementation of the desired rearrangements, without requiring inter-
secting atom trajectories that may lead to additional loss and decoherence. Here,
we illustrate the full set of movements required in a small example. Similar to the
earlier figures, blue squares indicate classical checks and orange circles indicate
classical bits. When a blue square and orange circle are moved to be neighboring
at the end of the rearrangement, they execute an entangling gate. The top panel
indicates the desired change of configuration, where the ordering of neighboring
atoms in the top row needs to be modified to that in the bottom row via par-
allel rearrangement, as illustrated by the crossing gray lines. The bottom figure
illustrates how we decompose the arbitrary rearrangement into a non-crossing
rearrangement, where the gray lines no longer intersect. . . . . . . . . . . . . . . 151

4.4 Illustration of ordering of operations in pipelined syndrome extraction. (a) Suc-
cessive steps of entangling gates for the pipelined product coloration circuit de-
scribed in Alg. 8, with d = 3 rounds of syndrome extraction. Numbers at the
corners of the X and Z ancilla qubits denote the round of syndrome extraction
they correspond to. (b) Illustration of a local circuit that data qubits and ancilla
qubits see, with dashed lines indicating different circuit moments. As the X sta-
bilizer interacts with both qubits before the Z stabilizer, the syndrome extraction
order is valid. Similar analysis can be performed for the commutation relations
with the next round of ancilla qubits. . . . . . . . . . . . . . . . . . . . . . . . 152

4.5 Achievable logical failure rates of the HGP codes with different idling error
strengths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

4.6 Product structure of HGP codes and LP codes. (a) The HGP code is constructed
from two classical LDPC codes. The classical codes are illustrated on the left
and top, where circles indicate classical bits and squares indicate classical checks.
A data qubit is placed at each intersection of two classical bits (filled orange
circles) and of two classical checks (filled blue circles). Z stabilizer generators are
placed at the intersection of horizontal bits and vertical checks, while X stabilizer
generators are placed at the intersection of horizontal checks and vertical bits.
Each stabilizer is connected to data qubits along the same row or column, with
the same connectivity as the classical codes, as illustrated for the top left Z
stabilizer. We have omitted other connections for ease of visualization. (b) The
LP code is constructed by taking a lift over the hypergraph product of two classical
protographs. The protographs and their hypergraph product are indicated by the
dashed nodes and the lift is illustrated by the multiple inner nodes within each
dashed node. The inner connectivity between two dashed nodes is given by the
circulant-matrix representation of the ring elements in Eq. (4.8). When flattening
the inner nodes vertically (horizontally), the vertical (horizontal) connectivity
between the qubits and the checks for each column (row) is the same as the left
(top) lifted classical code. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
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4.7 qLDPC memory performance. Logical failure rates as a function of physical
error rate for the qLDPC memory using HGP codes (a) and LP codes (b), for a
depolarizing error model that includes idling errors that increase with the code
sizes. For the HGP codes, we take the hypergraph product of classical codes
associated with random (3, 4)-regular bipartite graphs that have good expanding
properties, which have an encoding rate lower bounded by 1/25. For the LP
codes, we choose 3 by 5 base matrices over a quotient polynomial ring and obtain
a family of codes with sizes up to 1428 by increasing the lift size and optimizing
the matrix entries. These LP codes have an encoding rate lower bounded by 2/17,
maintaining a higher encoding rate as well as better distances than HGP codes of
the same sizes. See Methods for details of the code construction. We use a product
coloration circuit for syndrome extraction (Alg. 7) and a space-time circuit-level
decoder based on BP+OSD that decodes over every 3 code cycles, regardless of
the code sizes. The LFRs are calculated using LFR = 1− (1−pL)1/mc , where pL
is the total logical failure probability over mc code cycles. We choose mc = 42
for physical error rates below 4×10−3 and mc = 12 for physical error rates above
4 × 10−3. pL is obtained from the Monte Carlo simulations, with a standard
deviation

√
pL(1− pL)/M , where M denotes the number of samples. We also

compare the largest HGP/LP code to surface codes of similar sizes and encoding
rates (see the dashed lines), as discussed in the main text. . . . . . . . . . . . . 162
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4.8 Fault-tolerant teleportation from surface to qLDPC code. We identify the log-
ical Z operator of the surface code, Z2, and the logical X operator of one of
the qLDPC code’s logical qubits, X1. We associate these two logical operators
with classical codes C1 and C2, by mapping the qubits supporting the logical
operators to bits and the corresponding incident stabilizer generators to classical
checks. We then construct an ancilla patch as the hypergraph product of C1
and C2, where the columns resemble C1 and the rows resemble C2. Direct lat-
tice surgery between this ancilla patch and each of the surface and HGP codes
is conducted by matching similar boundaries associated with the chosen logical
operators. In between similar boundaries, an extra array of ancillary qubits and
checks associated with the transpose of the classical code is inserted to mediate
the surgery. All checks in the merged code commute with each other, as required,
and the product of the stabilizers associated with the checks of the transposed
code gives the required joint logical measurement, as in the case of standard sur-
face code lattice surgery [10]. We elaborate on the lattice surgery procedure in
Methods. (b) Measurement-based teleportation circuit [11]. Logical state

∣∣ϕ〉
is teleported from the surface code to one of the qLDPC’s logical qubits. The
joint Clifford measurements are conducted through lattice surgery as illustrated
on panel (a). (c) Simulated logical failure rates (per code cycle) of the teleporta-
tion. Noise is added during the merge and split steps of the XX lattice surgery.
We decode with the same space-time circuit-level BP+OSD decoder used in the
memory simulations. The corresponding surface codes paired with the three HGP
codes have distances 3, 5, and 7. We record a logical failure if there is an error
in any of the logical qubits of the qLDPC code after the teleportation scheme is
complete. Denoting the total logical failure probability as pL, we calculate the
logical failure rate (per code cycle) as LFR = 1 − (1 − pL)

2d, where there are
2d cycles during the noisy XX lattice surgery, and d denotes the minimal code
distance. The plotted physical error rates are rescaled to account for idling errors,
as explained in Methods. Error bars obtained identically to Fig. 4.7. . . . . . . 165
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ABSTRACT

Quantum computers hold the promise of solving classically intractable problems. However,

quantum systems are intrinsically faulty due to the environment-induced noise and decoher-

ence. As such, fault-tolerant quantum computers, which can run a quantum computation

successfully even if the physical operations are faulty, are needed for solving utility-scale

problems. Building such a fault-tolerant quantum computer requires a fault-tolerant scheme,

which replaces target quantum circuits with new circuits that involve extra qubits and more

gates but are robust against all physical faults with the help of quantum error correction.

The state-of-the-art fault-tolerant scheme, which we refer to as the baseline scheme, encodes

qubits into planar surface-code patches and performs encoded logical operations via code

deformations and lattice surgeries. However, its large space-time overhead, which requires

millions of physical qubits and takes days for large computations, poses a formidable chal-

lenge for scaling quantum computing to practical levels. In this thesis, we introduce new

fault-tolerant schemes by leveraging new hardware and coding features not previously con-

sidered by the baseline scheme. Specifically, we present new schemes for bosonic systems that

feature an infinite-dimensional Hilbert space, design noise-tailored topological codes, and in-

vestigate low-overhead schemes on hardware with long-range connectivity using the recently

developed quantum low-density-parity-check codes. Our results demonstrate that by incor-

porating these hardware-specific schemes and employing improved quantum codes, we can

drastically reduce the overhead barrier towards practical fault-tolerant quantum computing.
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CHAPTER 1

INTRODUCTION

1.1 The field of study: fault-tolerant quantum computing

Unlike their classical counterparts, quantum computers operate on principles of quantum me-

chanics, leveraging unique properties such as superposition and entanglement [14, 15]. These

distinct mechanisms enable quantum computers to tackle problems that are computationally

intractable for classical systems. For instance, Shor’s seminal work [16] demonstrated that

factoring large integers, a task requiring exponential time for classical computers, can be

accomplished in polynomial time on a quantum computer. This illustrates the remarkable

potential of quantum computing to solve complex problems efficiently.

Successfully executing a large quantum circuit necessitates an extremely low error rate per

operation, typically below 10−10 for practical quantum algorithms [17, 18, 19, 20]. However,

unlike classical systems, quantum systems inherently suffer from noise induced by the envi-

ronment and decoherence [15]. State-of-the-art quantum devices exhibit error rates ranging

from approximately 0.1% to 1% [21, 22, 23, 24]. Closing such a significant gap in operational

error rates is unlikely achievable solely through reductions in physical error rates. Instead,

the field must focus on developing quantum computers capable of supporting fault-tolerant

quantum computing, wherein computations can succeed despite noisy physical operations.

Fortunately, the advancement of fault-tolerant schemes has demonstrated the feasibility of

this task [25].

A fault-tolerant scheme replaces a quantum circuit designed on bare physical qubits with

a larger circuit capable of "simulating" the original circuit [26]. This simulation aims to

produce the same output statistics with a high success probability, even in the presence of

physical noise. The cornerstone of all fault-tolerant schemes lies in quantum error correction

(QEC) [27, 28, 15], which actively corrects physical errors by introducing extra redundant
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qubits, thereby expanding the circuit’s width. In this thesis, our focus will be on code-centric

fault-tolerant schemes, which are built upon specific QEC codes (see Sec.1.2 and Sec.1.3 for

an introduction to QEC codes).

At a high level, a fault-tolerant scheme based on a QEC code C operates as follows:

1. Each qubit of the original circuit C is replaced with a logical qubit encoded in the code

C.

2. Each operation of C, such as state preparation, unitary gates, and measurements,

performed on physical qubits, is replaced with an C-encoded and error-corrected logical

operation on the corresponding logical qubits.

It’s important to note that such a code-centric scheme is independent of the specific circuit

C, and the key task lies in designing a universal set of error-corrected logical operations for

the code C. This differs from recent circuit-centric fault-tolerant schemes [29, 30, 25, 31, 32],

which do not rely on a specific QEC code initially. Instead, they aim to directly design a

new circuit C ′ capable of error correction by leveraging its intrinsic redundancy [30].

It’s worth emphasizing that designing a universal set of error-corrected operations is

distinct from conventionally defined QEC, which typically realizes error-corrected idling op-

erations (for quantum memory) assuming perfect error-recovery operations. Designing fully

error-corrected (or fault-tolerant) operations capable of tolerating all operational faults and

extending beyond the memory level is significantly more complex. For instance, the simplest

fault-tolerant operation is a logical gate implemented by transversal physical gates (where

each qubit is involved in only one physical gate), followed by a full round of memory QEC.

While such a logical operation is trivially fault-tolerant, as minimal errors are injected and

propagated by the transversal gates, which can then be corrected by the QEC gadget (as-

suming it’s also fault-tolerant), it’s important to note that transversal gates do not generate

a universal gate set, as per the Eastin–Knill theorem [33]. Hence, further efforts are required

for developing code-centric fault-tolerant schemes. For more details about the philosophy,
2



recent developments, challenges, and opportunities of fault-tolerance, readers are referred to

Ref. [25].

In Sec.1.4, we will introduce a paradigmatic fault-tolerant scheme based on the surface

code[34, 35, 17]. This scheme has been a leading candidate for fault-tolerant quantum

computing, owing to several advantages: a relatively high noise threshold, compatibility

with geometrically local operations, well-developed logical operations, a clear understanding

of resource requirements, and efficient circuit compiling for implementing logical algorithms.

We will refer to this scheme as the baseline fault-tolerant scheme.

Early proof-of-principle demonstrations of the baseline scheme have been realized in state-

of-the-art devices (see, e.g., Refs.[21, 36, 37]). However, as we will discuss in detail in Sec.1.4,

significant challenges exist in scaling up quantum computers using the baseline scheme.

Therefore, the primary goal of this thesis is to address the challenges posed by the baseline

scheme and propose new fault-tolerant schemes capable of surpassing its performance.

1.2 Quantum error correction

The paradigmatic problem of quantum error correction can be framed as transmitting quan-

tum information reliably through some noisy channel Nγ , which is a completely positive and

trace-preserving (CPTP) map between quantum states (see Sec. 2.1.1 for a more elementary

introduction of quantum channels). The general strategy is as follows [38]:

1. Encode the source Hilbert space HS carrying the information redundantly into a larger

physical Hilbert space H via some encoding channel: EC : L(HS)→ L(H), where L(•)

represents the space of lienar operators on •. Note that this encoding channel EC

uniquely determines a QEC code C.

2. Let the encoded quantum state transmit through the noisy channel Nγ : L(H) →

L(H), where γ is some parameter characterizing the noise strength.
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3. Apply a recovery channel R : L(H)→ L(H) that can, to the best, cancel the effect of

Nγ .

4. Apply a decoding channel D : L(H) → L(HS), which is typically the inverse of the

encoding channel, to dictate the encoded information back into the source Hilbert

space.

The composite channel

N := D ◦R ◦ Nγ ◦ EC (1.1)

finally maps from HS onto HS and should be close to an identity channel IHS
if the noise

rate γ is not too large. Note that in order for the recovery to be successful, it is essential

to use a Hilbert space H that has a larger dimension than the source space HS (this is the

so-called redundancy).

There are different ways of performing the encoding, depending on the code we choose

and the physical system we encode the information into. For example, we have HS = C2

and H = C⊗n2 for a [[n, 1, d]]-stabilizer qubit code that encodes a single logical qubit into n

physical qubits, whereas H = HCV (the infinite-dimensional Hilbert space of an oscillator)

for a single-mode bosonic code that encodes a single logical qubit into an oscillator (as we

will introduce in Chapter 2).

1.3 Stabilizer codes

In this section, we briefly review the basics of a representative family of QEC code, called sta-

bilizer codes, that admit a particularly simple encoding and recovery channel (see Eq. (1.1)).

The purpose of this section is mainly to introduce the notation and terminologies that we

will use later in this thesis. For more details about the stabilizer codes, readers are referred

to Ref. [39].

A [[n, k, d]]-stabilizer encodes a 2k-dimensional source (or logical) space (can be associated
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with k logical qubits) into the 2n-dimensional space of n qubits. Specifically, we define a

2k-dimensional subspace of the n-qubit Hilbert space as the common +1 eigenspace of an

Abelian stabilizer group S ⊂ Pn that does not contain −I, where Pn denotes the n-qubit

Pauli group. The stabilizer group S is generated by a set of r = n− k stabilizer generators,

i.e. S = ⟨S1, S2, · · · , Sr⟩. We also refer interchangeably to these generators as checks. A CSS

stabilizer code is a stabilizer code with stabilizer generators that can be partitioned into Z-

types (only containing Pauli Z operators) and X-types (only containing Pauli X operators).

The Z and X checks can be represented as binary check matrices HZ and HX , respectively,

where the columns are associated with the qubits and each row is associated with a stabilizer

generator. The commutativity of the stabilizers requires that HZH
T
X = 0 mod 2.

Given a stabilizer code with a stabilizer group S, the nontrivial logical operators are

given by

L = N(S)\S, (1.2)

where N(•) denotes the normalizer of • with respect to the Pauli group. The distance d of

the code is defined as the minimum Hamming weight of the nontrivial logical operators, i.e.

d := minL∈L |L|.

The stabilizer codes are designed against stochastic Pauli error channels:

Np :=
∑
Q∈Pn

p(Q)Q •Q† (1.3)

where p is some probability distribution of different Pauli errors. For such a Pauli channel,

the recovery channel for the stabilizer codes is particularly simple: (1) One first measures

all the r stabilizer generators and records the outcomes as an error syndrome s ∈ Fr2. This

corresponds to projecting the system to a certain error subspace. (2) One applied a Pauli

correction that is the output of some decoderD : Fr2 → Pn, which decodes from the syndrome

s. The total recovery channel is thus the sum of all the projections over all the error subspaces
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followed by the corresponding feedback correction. If using an optimal decoder, the code

can correct any Pauli error with a Hamming weight ≤ ⌊(d− 1)/2⌋.

1.4 The baseline fault-tolerant scheme with surface codes

In this section, we briefly sketch the baseline fault-tolerant scheme using surface codes and

physical qubits. Please refer to Refs. [18, 40, 20] for more details.

As illustrated in Fig. 45 of Ref. [18], the baseline scheme performs fault-tolerant quan-

tum computing on a 2D grid of physical qubits with only nearest-neighbor couplings. The

logical qubits are encoded using tiles of surface code patches. See Sec. 3.1.2 for more details

about surface codes. Single-qubit logical operations can be performed by deforming each

patch. Two-qubit entangling operations between two logical qubits can be performed by

first bringing the patches to adjacent positions (via continuous patch deformation) and then

merging the corresponding patch boundaries.

Such a baseline scheme is appealing due to its various advantages, such as: (1) It only re-

quires local nearest-neighbor couplings between qubits. (2) It has a relatively high threshold

(∼ 1% [17, 41, 42]) for the entire computation. (3) The logical operations are well under-

stood and can even be simply described as a game of deforming and merging different piles

of qubits [10, 18]. (4) Fault tolerance is easily understood using the topological picture, i.e.

fault tolerance is achieved as long as boundaries supporting nonlocal logical errors are well

separated in both space and time. (5) Decoding is easy and efficient: the error syndromes

are in the form of a stream of defects in space-time tubes and decoding is performed by

simply pairing these space-time defects using the efficient matching algorithm [17, 43].

However, there are also severe challenges when applying this baseline scheme for large-

scale fault-tolerant quantum computing, i.e. involving thousands of logical qubits and > 1010

gates:

1. The threshold (∼ 1%) is not high enough for near-term devices with bare physical
6



qubits. To quickly suppress the logical errors, the physical error rate should be not

only below the threshold but also deeply below the threshold. Since state-of-the-art

devices have error rates only slightly below 1% [21, 22, 23], further increase of the code

threshold or reduction of physical error rates are in demand.

2. The scheme comes with a large space-time overhead. Given an algorithmic

circuit with k logical qubits and T non-Clifford gates, the baseline scheme has a “logical

space-time volume", defined as the number of logical qubits times the number of logical

cycles (most of the bottom-layer logical operations, e.g. a Pauli product measurement,

take one logical cycles), roughly 2kT [18, 40]. Let d denote the distance of each surface

code patch. Since each logical qubit requires Ω(d2) physical qubits, and each logical

cycle takes a time of Ω(d), the total space-time volume of the fault-tolerant circuit, i.e.

the number of physical qubits times the runtime of the circuit, is given Ω(kTd3). As k

and T increase with the size of the computation, d also needs to increase to sufficiently

suppress the total failure rate of the circuit. This translates to enormous space-time

overhead due to the d3 factor. State-of-the-art estimates show that implementing useful

quantum algorithms, e.g. the factoring algorithm, requires millions of qubits and takes

days.

1.5 Overview of the thesis and reading guide

As discussed in Sec. 1.4, the baseline fault-tolerant scheme using surface codes faces ma-

jor challenges and, in particular, its large space-time overhead makes large-scale quantum

computing a formidable task.

To improve upon the baseline fault-tolerant scheme, an important observation is that

there are several strong constraints (or standard assumptions) people have put on the hard-

ware and the QEC code when designing the scheme and estimating its resource overhead.

As shown in Table 1.1, it is assumed that the base physical units are simply physical qubits
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with two energy levels, the noise model is the symmetric depolarizing noise model (with

equally distributed Pauli error rates), the connectivity between qubits is constrained to

nearest-neighbor couplings, and the code (surface code) has vanishing encoding rate (the ra-

tio between the encoded logical qubits and the block length) asymptotically. The hardware

and coding assumptions reflect the constraints for the leading physical devices (supercon-

ducting circuits with transmon qubits [44, 21]) and the leading QEC code (surface code),

respectively. However, as various new types of hardware advance with distinct characteristics

and noise profiles, we might be able to design new hardware-tailored fault-tolerant schemes

that outperform the baseline. Also, new breakthroughs in coding theory and fault-tolerant

designs may enable us to explore better schemes with drastically better QEC codes. The new

hardware and coding features that we exploit in this thesis to design better fault-tolerant

schemes are summarized in Table 1.1.

Base physical units Noise model Connectivity Encoding rate
Baseline
scheme

Bare qubits
(two-level) Depolarizing noise Nearest-neighbor Vanishing

New
schemes

Oscillators
(infinite-dimensional) Biased noise Long-range Constant

Table 1.1: Summary of key hardware and coding features that we utilize in the thesis to
design new fault-tolerant schemes that improve upon the baseline scheme.

An overview of the thesis structure is shown in Fig. 1.1.

In Chapter 2, we will consider oscillators with an infinite-dimensional Hilbert space as the

base physical units. Compared to bare two-level qubits, an oscillator intrinsically provides

the Hilbert space redundancy required for QEC (see Sec. 1.2). We exploit such redundancy

and design bosonic QEC schemes that are more hardware-efficient, i.e. consuming fewer

physical units, than the baseline.

In Chapter 3, we will consider physically relevant noise models that are more structured

than the depolarizing noise. For instance, the so-called bosonic qubits [38, 45, 4, 46] have a

8
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Figure 1.1: Structure of the thesis.

highly biased Pauli noise channel, i.e. one type of Pauli error is dominant over the rest. We

exploit such noise structures and design noise-tailored topological codes with significantly

boosted performance.

In Chapter 4, we consider non-local hardware connectivity, which can be realized in

recently-advanced platforms such as reconfigurable neutral arrays [47, 22]. We show that

when combining the non-local connectivity with the recently developed quantum low-density-

parity-check (qLDPC) codes featuring a constant encoding rate [12, 48], we can design fault-

tolerant schemes with significantly lower space overhead.

Finally, in Chapter 5, we provide concluding remarks and discuss caveats of our schemes

and alternative future pathways toward fault-tolerant quantum computing.
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CHAPTER 2

BOSONIC CODES

In this chapter, we will explore novel fault-tolerant schemes utilizing bosonic systems, or

harmonic oscillators [38]. Compared to the baseline scheme using surface codes with physical

qubits, these bosonic fault-tolerant schemes offer several advantages:

1. Hardware Efficiency: QEC in bosonic systems can be more hardware-efficient. Unlike

physical two-level systems, an oscillator possesses an infinite-dimensional Hilbert space,

allowing for redundant encoding of error-protected logical qudits into single physical

units. Note that logical information can also be encoded collectively into many os-

cillators, which can further boost the QEC performance [49, 50], or even enable an

error-corrected logical oscillator [51].

2. Simplicity: QEC in bosonic systems is simpler due to a simpler noise structure and

fewer errors to correct compared to many physical two-level systems, such as the trans-

mon. For instance, as we will discuss in Sec. 2.1, one typically only needs to correct the

dominant photon loss errors in most bosonic systems. The structured noise allows for

the design of simple and tailored QEC codes capable of efficiently correcting dominant

errors.

3. Autonomous QEC: The local nature of bosonic QEC enables autonomous QEC by

engineering a local reservoir. For single-mode bosonic codes, the QEC recovery chan-

nels only require local operations on a single oscillator. Such recovery channels can be

implemented using active measurements and feedback, or equivalently, by engineering

a local reservoir (only coupled to the target oscillator) that passively and continuously

extracts the entropy [52]. Such an autonomous scheme can reduce the complexity of

QEC and be more robust against operational errors. Note that similar autonomous

10



schemes for surface codes, or other stabilizer codes, are much more challenging since

they would involve reservoirs that couple multiple qubits.

However, challenges arise when utilizing bosonic systems for full-fledged fault-tolerant

quantum computing: (1) Achieving fault tolerance against all physically relevant errors,

i.e. ancilla errors, is challenging. (2) Implementing fault-tolerant logical operations and

extending encoded bosonic modes beyond the memory level poses significant challenges.

In Sec. 2.1, we will introduce the basics of bosonic QEC, covering typical noise channels

and representative bosonic codes. We will discuss in detail the challenges faced by existing

fault-tolerant schemes with bosonic systems.

In Sec. 2.2, we will present a new scheme for autonomous QEC and fault-tolerant quantum

computing using squeezed cat qubits. Our scheme autonomously suppresses common types

of bosonic errors using low-order non-linear interactions between bosonic modes, enabling

low-overhead fault-tolerant quantum computing.

In Sec. 2.3, we will introduce a new set of universal and fault-tolerant logical operations

for the four-leg cat code. We overcome the challenge of implementing fault-tolerant logical

gates for this code by introducing discrete-variable ancillae and achieving fault tolerance for

the hybrid system.

2.1 Basics of bosonic quantum error correction

In this section, we review some basic aspects of bosonic error correction, covering common

noise channels of bosonic systems (Sec. 2.1.1) and representative bosonic codes (Sec. 2.1.2).

Finally, we discuss the challenges of fault-tolerant quantum computing using existing bosonic

codes.
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2.1.1 Noise channels

Typical bosonic noise channels include excitation loss, heating, dephasing, and Gaussian

random shifts. For most bosonic systems such as the superconducting cavities [53] and

optics [54], the excitation loss is the dominant error source. In the following, we provide a

brief introduction to the loss channel. We refer the readers to Refs. [38, 55] for the rest of

the noise channels.

Bosonic loss channel

Before we introduce the loss channel, let us briefly first introduce some notations and termi-

nologies for generic quantum channels. The notations closely follow Ref. [56].

Let HX be the Hilbert space of a system X, L (HX) the space of linear operators over

HX [57], andD (HX) the space of density matrices. A linear mapNA→B : L (HA)→ L (HB)

is called a quantum channel from A to B if it is completely positive and trace-preserving

(CPTP), i.e. if for any ancillary system E, the composite map

(N ⊗ I)AE→BE : L (HA)⊗ L (HE)→ L (HB)⊗ L (HE) , (2.1)

where I denotes an identity channel (on E), maps density matrices to density matrices.

Any quantum channel NA→B admits a Kraus representation:

NA→B =
∑
i

Ki •K
†
i , (2.2)

where Ki : HA → HB are a set of Kraus operators representing NA→B , and • denotes any

operator in L (HA).

Let HCV = span{|n⟩}∞n=0 denotes the infinite-dimensional Hilbert space of an oscillator,

where |n⟩ denotes a Fock state with n excitations, and â :=
∑∞

n=1
√
n |n− 1⟩ ⟨n| the an-
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nihilation operator acting on HCV . The bosonic loss channel that maps L(HCV) back to

L(HCV) can be defined using the Lindblad master equation [58]

d

dt
ρ̂(t) = κD [â] (ρ̂(t)) , (2.3)

where D[Ô](•) := Ô • Ô† − 1
2{Ô, •}. By integrating Eq. (2.3), we obtain

ρ̂(t) = NL [γ] (ρ̂(0)) , (2.4)

where γ = 1− e−κt is the transmitivity, and NL [γ] is the CPTP map representing the loss

channel with a transmitivity γ.

The Kraus representation for NL [γ] is given by [38]:

NL [γ] =
∞∑
n=0

L̂k • L̂
†
k, L̂k =

√
γk

k!
(1− γ)

n̂
2 âk. (2.5)

2.1.2 Bosonic cat codes

In this section, we briefly review a representative family of single-mode bosonic codes - the

rotation-symmetric codes [59], and a sub-family of codes - the cat codes [60]. We refer the

readers to Refs. [61] for another family of common single-mode bosonic codes — the GKP

code [62].

Rotation-symmetrical codes

AN -fold rotation-symmetrical (RS) code is stabilized by a discrete bosonic rotation operator:

R̂N := ei(2π/N)n̂, (2.6)
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where n̂ is the bosonic photon-number operator andN is some positive integer. This indicates

that the code possesses a N -fold rotation symmetry since all the codewords are invariant

under a 2π/N phase rotation.

However, a single stabilizer in Eq. (2.6) does not uniquely specify a two-dimensional sub-

space of an oscillator. Thus, one needs to specify another degree of freedom to define a logical

qubit. More specifically, we can uniquely define a (N, |Θ⟩)-RS code with codewords [59]

∣∣+N,Θ
〉
:=

1√
N+

2N−1∑
m=0

ei(mπ/N)n̂ |Θ⟩ ,

∣∣−N,Θ
〉
:=

1√
N−

2N−1∑
m=0

(−1)mei(mπ/N)n̂ |Θ⟩ ,

(2.7)

where N+,N− are normalization constants. Note that each of the codeword is simply a

superposition of rotated copies of |Θ⟩. As such, |Θ⟩ can be viewed as a base state, which,

together with the rotation symmetry N , uniquely define a rotion-symmetrical code. As an

example, taking |Θ⟩ = |α⟩, where |α⟩ denotes a coherent state with amplitude α, we obtain

the well-known cat codes with 2N legs [38, 59].

A (N, |Θ⟩)-RS code is always capable of detecting N − 1 loss errors, since the codewords∣∣0N,Θ
〉

and
∣∣1N,Θ

〉
in Eq. (2.7) only support on every 2kN and (2k + 1)N fock state (for

k = 0, 1, · · · ), respectively. Such a photon number separation by N between codewords is

intrinsically due to the N -fold rotation symmetry and irrespective of the choice the base

state |Θ⟩.

However, the capability of correcting loss errors will depend on the base state |Θ⟩ since

the distortion of the codespace after p (p ≤ 1) losses will depend on Θ:

P̂N,Θ(â
†pâp)P̂N,Θ = ϵ0

ˆ̄I +
∑

i∈{X,Y,Z}
ϵi(p,N,Θ) ˆ̄Pi, (2.8)

where P̂N,Θ denotes the projection operator onto the codespace, ˆ̄I the logical indentity, and
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ˆ̄PX ,
ˆ̄PY ,

ˆ̄PZ the three types of logical Pauli operator of the code. ϵi(p,N,Θ) will be some

complex functions that depends on not only N , but also |Θ⟩. If ϵi(p,N,Θ) ̸= 0 fir some i, the

(N, |Θ⟩) code can only approximately correct p photon losses and the amplitude of ϵi(p,N,Θ)

characterizes the code’s QEC capability as an approximate error-correcting code [63].

As an example, a carefully-designed binomial code [64], whose base state |Θ⟩ has binomial

coefficients in the Fock basis, can perfectly correct photon losses up to a certain order. In

contrast, a cat code, with a coherent state as the base state, can only approximately correct

loss errors. Nevertheless, the error coefficients {ϵi(p,N, |α⟩)} of a cat code get exponentially

suppressed by the mean photon number of the code n̄ := tr(P̂N,α, n̂) , which is approximately

|α|2 (see Sec. 2.3.1 for more details). As such, a cat code can also perfectly detect and correct

N − 1 photon losses in the large-cat limit (≫ 1).

Cat codes

As shown in the previous section, a 2N -leg cat can be defined as a N -fold RS code with a

base state |α⟩. Such a cat can detect N − 1 photon loss errors, and can also approximately

correct them when α≫ 1.

An advantage of the cat codes, compared to other RS codes, is that it is relatively simple

to prepare its logical states, which are simply superposition of coherent states. In fact, the

four-leg cat, capable of correcting a single-photon loss, was the first QEC code demonstrating

break-even error suppression, i.e. the lifetime of a logical qubit is longer than its physical

counterpart, experimentally [65].

Another advantage of the cat code is that it is relatively easy to engineer a dissipator

that stabilizes the codespace. As shown in Ref. [45], a 2N -leg cat code can be stabilized by

the following Markovian dissipation:

d

dt
ρ̂ = D[a2N − α2N ]ρ̂. (2.9)
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More concretely, Eq. (2.9) has a 2N -dimensionsal coherent steady-state subspace, which is

spanned by {ei(2π/Nm)n̂ |α⟩}2N−1m=0 [45]. Obviously, the codespace of the cat is a subspace of

this steady-state subspace, and thus being protected by the engineered dissipator D[a2N −

α2N ].

As an example, a two-leg cat (with N = 1) can be stabilized by a dissipator D[a2 − α2],

which can be engineered by a two photon loss D[a2], together with a coherent two photon

drive [4]. It can be realized in, e.g. superconducting circuits [66], using only third-order

nonliearities. Such dissipatively protected two-leg cats are referred to as dissipative cats, and

are considered as a promising candidates for realizing low-overhead fault-tolerant quantum

computing [4, 5]. Although this dissipative cat cannot correct any photon loss errors and end

up with uncorrected phase-flip errors, the bit-flip errors, which are associated with flipping

the coherent states from |α⟩ to |−α⟩, are exponentially suppressed by the dissipation. Then,

one can obtain a logical qubit with [4]

γphase ∝ κ1n̄, γbit ∝ n̄e−2n̄, (2.10)

where γphase and γbit denotes the logical phase- and bit-flip error rate, respectively, and

n̄ = |α2| denotes, again, the mean photon number. Since the bit-flip rate is exponentially

suppressed while the phase-flip rate is only linearly amplified, this code can be viewed as

a bosonic analog of the repetition code. More importantly, such exponential suppression

against one type of error is achieved without active QEC, but instead using engineered

dissipation. As such, these cat qubits can be viewed as a new type of physical qubits with

certain intrinsic error protection and a highly biased noise channel. The noise bias can be

viewed as a resource for reducing the resource overhead [67, 68], when concatenating these

cat qubits with an outer qubit code [69, 5].

The two-leg cat can be alternatively stabilized by a Hamiltonian with Kerr nonlineari-
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ties [70, 46]:

HKerr−cat = −K(a†2 − α2)(a2 − α2). (2.11)

The codespace of the cat is now the degenerate ground-state manifold of the engineered

Hamiltonian, which is gapped from all other excited states by a gap ∼ 4K|α|2. Such a

cat protected by a gapped Hamiltonian is referred to as the Kerr-cat qubit. The same

codespace can be also protected by a combination of gapped Hamiltonian and engineered

dissipation [71, 72]. We refer to all these cat qubits with passive stabilization as stabilized

cat qubits.

These stabilized cat qubits all feature a highly suppressed bit-flip rate and, consequently,

a high noise. Moreover, the noise bias of these stabilized cats can be preserved in the circuit

level by using carefully-designed bias-preserving operations [46]. Therefore, it is feasible to

design fault-tolerant quantum computing schemes with lower overhead using biased-noise

cat qubits [5, 69, 73, 74].

2.1.3 Challenges of fault-tolerant quantum computing using bosonic cat codes

Although the family of bosonic cat codes are promising candidates for low-overhead fault-

tolerant quantum computing, significant challenges are present:

1. All though the cat code can, in principle, exponentially suppress the bit-flip errors

while also correcting finite-order photon losses (with N ≥ 2), simultaneous suppres-

sion of both errors is challenging to achieve in practice. For the stabilized two-leg cats

(with N = 1), although exponential bit-flip error suppression has been demonstrated

with the passive stabilization [66], loss-induced phase-flip errors are uncorrectable us-

ing this code. Consequently, very low photon-loss rates (or alternatively, very high

stabilization strength) are required for achieving fault tolerance. For instance, it is

estimated in Ref. [5] that the fault tolerance threshold for κ1/κ2, where κ1 denotes the

single-photon loss and κ2 denotes the engineered two-photon dissipation rate, is in the
17



level of 10−4, which is far below what has been achieved (∼ 10−1 [66]) so far. For cats

with more legs (e.g. N = 2), although loss-induced phase-flip errors can be suppressed

to a higher order by measuring the modular photon number [65], bit-flip errors be-

come harder to correct. On the one hand, passive QEC involves high-order dissipator

(see Eq. (2.9)) that is challenging to realize; On the other hand, existing active QEC

schemes, such as the teleportation-based QEC scheme in Ref. [59], involve high-order

nonlinear interactions between bosonic modes, as well as phase measurements that are

challenging to engineer.

2. Due to the highly nonlinear nature of the cat codes, implementing fault-tolerant logical

operations is challenging. Existing schemes either require strong nonlinear interactions

between bosonic modes (see e.g. [4, 59]), or use discrete-variable ancillae that could

inject errors to the bosonic modes [75].

2.2 Fault-tolerant quantum computation with

autonomously-protected squeezed cat qubits

The standard QEC procedure relies on actively measuring the error syndromes and per-

forming feedback controls [15]. However, such adaptive protocols demand fast, high-fidelity

coherent operations and measurements, which poses significant experimental challenges. At

this stage, the error rates in the encoded level are still higher than the physical error rates

in current devices due to the errors during the QEC operations [24, 37, 76, 77]. To ad-

dress these challenges, we may implement QEC non-adaptively via engineered dissipation

– an approach called autonomous QEC (AutoQEC) [52, 78]. Such an approach avoids the

measurement imperfection and overhead associated with the classical feedback loops. Au-

toQEC schemes that can greatly suppress dephasing noise in bosonic systems have been

both theoretically investigated and experimentally demonstrated using the two-component
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cat code [45, 4, 70, 71, 66, 79, 80]. However, AutoQEC against excitation loss, which is

usually the dominant error source in a bosonic mode, remains challenging. It requires either

large nonlinearities that are challenging to engineer (e.g., the multiphoton processes needed

for n-fold rotation-symmetrical codes with n ≥ 4 [45, 81, 59]) or couplings to an intrinsically

nonlinear DV system [82, 83, 84] that is much noisier than the bosonic mode.

In this work, we propose an AutoQEC scheme against excitation loss with low-order

nonlinearities and accessible experimental resources. Our scheme is, in principle, device-

independent and readily implementable in superconducting circuits and trapped-ion systems.

The scheme is based on the squeezed cat (SC) encoding [85], which involves the superposition

of squeezed coherent state. We introduce an explicit AutoQEC scheme for the SC against

loss errors by engineering a nontrivial dissipation, which simultaneously stabilizes the SC

states and corrects the loss errors. We show that the engineered dissipation is close to the

optimal recovery obtained using a semidefinite programming [1, 2, 3]. Notably, our proposed

dissipation can be implemented with the same order of nonlinearity as that required by

the two-component cat, which has been experimentally demonstrated in superconducting

circuits [86, 66, 87] and shown to be feasible in trapped-ion systems [88].

Furthermore, we show that similar to the stabilized cat qubits, the stabilized SC qubits

also possess a biased noise channel (with one type of error dominant over others), with an

even larger bias (defined to be the ratio between the dominant error rate and the others)

∼ en̄
2

(compared to ∼ en̄ for the cat), where n̄ denotes the mean excitation number of

the codewords. Consequently, we can concatenate the stabilized SC qubits with a DV code

tailored towards the biased noise to realize low-overhead fault tolerant QEC and quantum

computation [89, 90, 91, 92, 93, 68]. We develop a set of operations for the SC that are

compatible with the engineered dissipation and can preserve the noise bias needed for the

concatenation. Compared to those for the cat [4], these operations suffer less from the loss

errors because of the AutoQEC. Moreover, they can be implemented faster due to a larger
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effective dissipation gap and a cancellation of the leading-order non-adiabatic errors. In

combination, the access to higher-quality operations leads to much better logical performance

in the concatenated level using the SC qubits. For instance, we can achieve one-to-two

orders of magnitude improvement in the κ1/κ2 threshold, where κ1 is the excitation loss

rate and κ2 is the engineered dissipation rate, for the surface-SC and repetition-SC scheme

(compared to surface-cat and repetition-cat, respectively). Furthermore, the repetition-SC

can achieve a logical error rate as low as 10−15, which already suffices for many useful

quantum algorithms [17, 94], even using a small SC with n̄ = 4 under a practical noise ratio

κ1/κ2 = 10−3.

We note that aspects of the SC encoding were also recently studied in Ref. [85], with

an emphasis on the enhanced protection against dephasing provided by squeezing (a point

already noted in Refs. [95, 96, 97]). Unlike our work, Ref. [85] neither explored the enhanced

noise bias provided by squeezing, nor exploited the ability to concatenate the SC code with

outer DV codes using bias-preserving operations; as we have discussed, these are key advan-

tages of the SC approach. Our work also goes beyond Ref. [85] in providing an explicit, fully

autonomous approach to SC QEC that exploits low-order nonlinearities, and it is compatible

with several experimental platforms. In contrast, Ref. [85] studied an approach requiring

explicit syndrome measurements and a formal, numerically-optimized recovery operation. It

was unclear how such an operation could be feasibly implemented in experiment. We also

note that the SC has also been studied in the context of quantum transduction [98] (a very

different setting than that considered here) and preparation of SC states has been recently

demonstrated experimentally [99].

2.2.1 Squeezed cat encoding and subsystem decomposition

Squeezed cat encoding

The codewords of the SC are defined by applying a squeezing along the displacement axis
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(which is taken to be real) to the cat codewords:

|SC±
r,α′⟩ := Ŝ(r)|C±

α′⟩ (2.12)

where |C±
α′⟩ := N±(|α′⟩ + | − α′⟩) with N± = 1√

2(1±e−2α′2)
being normalization factors,

and Ŝ(r) := exp
[
1
2r(â

2 − â†2)
]

is the squeezing operator. The above codewords with even

(|SC+
r,α′⟩) and odd (|SC−

r,α′⟩) excitation number parity are defined to be the X-basis eigen-

states. Similar to other bosonic codes [100], the performance of the SC code is related to

the mean excitation number n̄ of the codewords:

n̄ :=
1

2
(⟨SC+

r,α′ |â†â|SC+
r,α′⟩+ ⟨SC−r,α′|â†â|SC−r,α′⟩)

= α′2
(
coth 2α′2 cosh 2r − sinh 2r

)
+ sinh2 r

(2.13)

For a SC code with fixed n̄, according to Eq. (2.13), the amplitude α′ of the underlying

coherent states varies with the squeezing parameter r as

α′ ≈
√
n̄− sinh2 rer, (2.14)

which holds for the regime of interest where α′ > 1. See a graphic illustration of the

interdependency between n̄, α′ and r in Fig. 2.1. Note that α′ is closely related to how

separated in phase space the two Z-basis SC states are, which determines their resilience

against local error processes [100, 101]. At fixed n̄, α′2 can be written as a concave quadratic

function of e2r, α′2 ≈ −1
4e

4r + (n̄ + 1
2)e

2r − 1
4 , which has a maximum α′2max = n̄2 + n̄ (see

Fig. 2.1(a)). In Fig. 2.1(b), we show how the average photon number is varied as a function

of squeezing while maintaining a constant dissipation gap, which is proportional to α′2, fixed.

It is then apparent that we can achieve a maximum suppression of average photon number

at an intermediate squeezing while enjoying the same protection from dissipation gap as the
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Figure 2.1: Relations between the displacement, α′, and the average photon number, n̄, as a
function of the exponential of squeezing, e2r, of a SC code, |SCα′,r⟩. (a) The displacement

varies with the squeezing as α′ =
√
n̄− sinh2 rer while fixing the average photon numbers.

The maximum achievable displacements are
√
n̄2 + n̄. (b) The average photon number varies

with the squeezing as n̄ = α′2e−2r + sinh2 r while fixing the displacements and, therefore,
the dissipation gap.

cat code.

Subsystem decomposition

We can divide the Hilbert space of a bosonic mode HCV = span{|n⟩, n = 0, 1, 2..} into two

orthogonal subspaces:

HCV = Heven ⊕Hodd,

where Heven (Hodd) is the +1 (−1) eigenspace of the parity operator Π̂ := e−in̂π. Since

both Heven and Hodd are isomorphic to HCV, we can decompose HCV into two subsystems:

HCV = C2
L ⊗Hg,

where C2
L is a Hilbert space of dimension 2 (which we refer to as a qubit), and Hg ≃ HCV

is a Hilbert space of infinite dimension (which we refer to as a gauge mode). Under this

decomposition, |+⟩L ⊗ |ψ⟩g (|−⟩L ⊗ |ψ⟩g) is an even-(odd-) parity state for any |ψ⟩g ∈ Hg.

The choice of the gauge mode basis is not unique. For instance, we can choose a basis for
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Hg based on the modular decomposition [102] of the number operator: |+⟩L ⊗ |m⟩g :=

|0 + 2m⟩ (|−⟩L ⊗ |m⟩g := |1 + 2m⟩). For the squeezed cat (SC), it is convenient to work

with another basis related to the squeezed coherent states. We first define a set of non-

orthonormalized states |ψn,±⟩ := Nn,±Ŝ(r)
[
D̂
(
α′
)
± (−1)nD̂

(
−α′

)]
|n⟩, where Nn,± is the

normalization factor. Note that states with different parity ± are orthogonal with each other.

We then apply the Gram-Schmidt orthonormalization procedure to the states within each

parity branch (starting from |ϕ0,±⟩ and then increasing n) to obtain a set of orthonomalized

states {|Φn,±⟩}. Finally, we define a subsystem basis as

|±⟩L ⊗ |ñ = n⟩g := |Φn,±⟩. (2.15)

The choice of this subsystem basis can describe the SC more efficiently than the Fock basis

since |±⟩L ⊗ |ñ = 0⟩g coincides with the SC codewords. Furthermore, the physical states

of a stabilized SC usually evolve within a subspace with low excitation in the gauge mode.

As such, we can apply a truncation to the gauge mode and perform the analysis within a

truncated 2d-dimensional (with d being a small integer) subspace of HCV: span{|±⟩L⊗|ñ =

n⟩g, n = 0, 1, .., d− 1}.

Note that the states |Φn,±⟩ are equivalent to the shifted Fock basis introduced in Ref. [5]

by a global squeezing transformation. For example, we can obtain the expression of the

bosonic annihilation operater by applying a squeezing transformation to Eq. (C15) in Ref. [5],

where it is decomposed as âsf ≈ ẐL ⊗ (α + ˆ̃a), and obtain

â
Ŝ(r)
−→ Ŝ†(r)âsfŜ(r) (2.16)

= cosh râsf − sinh râsf (2.17)

= ẐL ⊗ (e−rα′ + cosh rˆ̃a− sinh rˆ̃a†) +O(e−2α
′2
), (2.18)

where ẐL is the Pauli Z operator acting on the logical qubit, and ˆ̃a =
∑∞

n=0

√
n+ 1|ˆ̃n =
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n⟩g⟨ˆ̃n = n+ 1| is the annihilation operator acting on the gauge mode.

Error-correction capability

Here, we analyze the capability of the squeezed cat encoding for correcting excitation loss

(â), heating (â†), and dephasing (â†â) errors. We first explain why the SC code can correct

the loss errors by analyzing the Knill–Laflamme error correction conditions [103, 104] and

evaluating the QEC matrices [105]. Consider a pure loss channel with a loss probability γ,

the leading-order Kraus operators are {Î ,√γâ}. The detectability of a single excitation loss

is quantified by the matrix:

P̂codeâP̂code = e−rα′
q + q−1

2
Ẑc + ierα′

q − q−1

2
Ŷc

≈
√
n̄− sinh2 rẐc − ierα′e−2α

′2
Ŷc,

(2.19)

where P̂code is the projection onto the code space, Ẑc := ẐL⊗ |0⟩g⟨0| (Ŷc := ŶL⊗ |0⟩g⟨0|) is

the Pauli Z (Y ) operator in the code space, and q :=

√
1−e−2α′2

1+e−2α′2 . See Supplementary Note

2 of Ref. [106] for a detailed derivation. The approximation in the second line is made in the

regime of interest where e−2α
′2 ≪ 1.

Eq. (2.19) indicates that a single excitation loss mostly leads to an undetectable logical

phase-flip error with a probability that decrease with the squeezing parameter r, which can

be better understood by considering the action of the decomposed â operator (Eq. (2.18))

on the codeword â(|+⟩L ⊗ |0⟩g) = |−⟩L ⊗
√
n̄(
√
η|0⟩g −

√
1− η|1⟩g), where

η := (n̄− sinh2 r)/n̄. (2.20)

As shown in Fig. 1, after a single excitation loss, the branch of the population (with ratio

η) that stays in the ground state of the gauge mode leads to undetectable logical phase-flip

errors. In contrast, the other branch (with ratio 1 − η) that goes to the first excited gauge

state is in principle detectable. The detectable branch is also approximately correctable since
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P̂codeâ
†âP̂code ≈ n̄Îc + O(e−2α

′2
)X̂c. Therefore, we expect that we can suppress the loss-

induced phase flip errors by a factor η that decreases with the squeezing r. Moreover, the X̂c

and Ŷc terms in the QEC matrices for both loss, heating, and dephasing are exponentially

suppressed by α′2. As shown in Eq. (2.14), α′2 can be greatly increased by adding squeezing

(with α′2max = n̄2 + n̄). Consequently, we expect that the SC can also have significantly

enhanced noise bias compared to the cat.

2.2.2 Autonomous quantum error correction

While we have shown that the SC encoding can, in principle, detect and correct the loss

errors, it remains a non-trivial task to find an explicit and practical recovery channel. In

this section, we provide such a recovery channel, showing surprisingly that it requires only

experimental resources that have been previously demonstrated.

Figure 2.2: The illustration of a SC that suffers from a single excitation loss and then
approximately corrects it. Each dashed box represents a state (visualized by the Wigner
function) of the SC, which is decomposed as a product of a logical qubit and a gauge mode.

A single excitation loss corrupts the codeword |+⟩c (left) into the state â|+⟩c/
√
⟨+|câ†â|+⟩c

(right). During such a process, a phase flip happens on the logical qubit, and a fraction
1− η of the gauge mode population gets excited (indicated by the thick orange arrow). The
excited population can be detected and then corrected, as indicated by the blue arrow.

As shown by the blue arrow in Fig. 2.2, we can, in principle, perform photon counting

measurement on a probe field that is weakly coupled to the gauge mode, and apply a feedback

parity flip ẐL on the logical qubit upon detecting an excitation in the probe field [107].
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Such measurement and feedback process can be equivalently implemented by applying the

dissipative dynamics as described by Lindblad master equation dρ̂
dt = κ2D[F̂ ], with the jump

operator F̂ given by

F̂ = (ẐL ⊗
ˆ̃I)Ŝ(r)(â2 − α′2)Ŝ†(r), (2.21)

and D[Â]ρ̂ := Âρ̂Â† − 1
2{Â

†Â, ρ̂}. When α′ ≫ 1, F̂ ∝ ẐL ⊗ ˆ̃a represents a logical phase flip

conditioned on the gauge mode losing an excitation. In the Fock basis, such an operator can

be approximately given by

F̂ ≈ 1

α′
Ŝ(r)(c1â+ c2â

†)(â2 − α′2)Ŝ†(r), (2.22)

with c1 + c2 = 1.

In Sec. 2.2.5, we propose two reservoir-engineering approaches to implement such a non-

trivial dissipator using currently accessible experimental resources. We sketch the main ideas

here. The first approach utilizes three bosonic modes that are nonlinearly coupled. As shown

in Fig. 2.6(a), a high-quality mode b and a lossy mode c, together, serve as a nonreciprocal

bath [108] that provides a directional interaction e−iθẐL ⊗ ˆ̃a from the gauge mode to the

logical qubit in the storage mode a. Such a coupled system can be physically realized in, e.g.,

superconducting circuits [86, 87]. The second approach couples a bosonic mode nonlinearly

to a qutrit {|g⟩, |e⟩, |f⟩}. As shown in Fig. 2.7, the bosonic mode is coupled to the gf tran-

sition via Ŝ(r)(â2 − α′2)Ŝ†(r)|f⟩⟨g| + h.c. and to the ef transition via ẐL|e⟩⟨f | + h.c.. By

enhacing the decay from |e⟩ to |g⟩, we can obtain the effective dissipator F̂ by adiabatically

eliminating both |e⟩ and |f⟩. Such a system can be physically realized in, e.g., trapped-ion

system [88].

With the engineered dissipator in Eq. (2.21), the SC can be autonomously protected from

excitation loss, heating and dephasing. We now derive the error channel of the dissipatively

stabilized SC qubit in the memory level. The dynamics of the system are described by the
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Lindblad master equation:

dρ̂

dt
= κ2D[F̂ ]ρ̂+ κ1(1 + nth)D[â]ρ̂+ κ1nthD[â†]ρ̂+ κϕD[â†â]ρ̂. (2.23)

The logical phase-flip and bit-flip error rates of the SC under the dynamics described by

Eq. (2.23) are given by:

γZ = [κ1(1 + 2nth) + κϕe
−2r](n̄− sinh2 r), (2.24)

γX,Y = κϕ
(n̄−sinh2 r)e2r(sinh2 2r/4+cosh 4r)

2 sinh(2(n̄−sinh2 r)e2r)
, (2.25)

where γX,Y denotes the sum of the logical X and Y error rates, which we refer to as the bit-

flip rate for simplicity. In the following, we provide a detailed derivation of Eqs. (2.24) (2.25).

The phase-flip error rate can be easily derived by analyzing the errors under the subsystem

decomposition. The loss and heating errors are in the form â ≈ ẐL ⊗ (e−rα′ + cosh rˆ̃a −

sinh rˆ̃a†), â† ≈ ẐL ⊗ (e−rα′ + cosh rˆ̃a† − sinh rˆ̃a). They both contribute to the phase-flip

rate via the undetectable term e−rα′ẐL =
√
ηn̄ẐL (the detectable part associated with

the ẐL ⊗ ˆ̃a† term is approximately correctable by F̂ ). The dephasing is in the form â†â ≈

ÎL⊗[e−2rα′2+e−2rα′(ˆ̃a+ˆ̃a†)+cosh2 rˆ̃a†ˆ̃a+sinh2 rˆ̃aˆ̃a†−cosh r sinh r(ˆ̃a2+ˆ̃a†2)]. It contributes

to the phase-flip rate dominantly by the e−2rα′ÎL ⊗ ˆ̃a† term, which creates an excitation in

the gauge mode that is subsequently destroyed by F̂ with a residual phase flip. Therefore,

the dephasing contributes to the phase-flip rate by κϕe−4rα′2 = κϕe
−2rηn̄.

Since the bit-flip error rate is exponentially small in α′, the subsystem decomposition is

insufficient to obtain an analytical expression of it. Thus, we derive the bit-flip error rate

using the conserved quantities of the system [45, 109]. To facilitate the analysis, we first

neglect the ẐL term in the dissipator in Eq. (2.21) since it does not contribute to the bit-flip
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rate, and then analyze the system dynamics in the squeezed frame:

dρ̂s
dt

= κ2D[â2 − α′2]ρ̂s + κϕD[â
†
sâs]ρ̂s, (2.26)

where Âs := Ŝ†(r)ÂŜ(r) for any operator Â. Note that we we consider the dephasing here,

which is the dominant source for the bit-flip errors. The two conserved quantities associated

with the dominant dissipator â2 − α′2 are

Ĵ++ =
∞∑
n=0

|2n⟩ ⟨2n| ,

Ĵ+− =

√
2α′2

sinh 2α′2

∞∑
q=−∞

(−1)q

2q + 1
Iq

(
α′2
)
Ĵ
(q)
+−,

(2.27)

where Iq (·) is the modified Bessel function of the first kind, and Ĵ(q)+− =

(
â†â−1

)
!!

(â†â+2q)!!
Ĵ++â

2q+1

for q ≥ 0 and Ĵ
(q)
+− = Ĵ++â

†2q+1

(
â†â
)
!!

(â†â+2|q|−1)!! for q < 0. The steady state coherence

of the system initialized in ρ̂(0) can be computed through c++ (∞) = tr
{
J
†
++ρ (0)

}
and

c+− (∞) = tr
{
J
†
+−ρ (0)

}
. Thus, we compute the bir-flip rate perturbatively by considering

the dephasing in the squeezed frame,

γX,Y = −κϕtr
{
J
†
+−D

[
Ŝ† (r) â†âŜ (r)

] ∣∣C+
α

〉 〈
C−α
∣∣} , (2.28)

which is then simplified to Eq. (2.25).

In the regime where e−r ≪ 1 and γZ is mainly contributed by excitation loss, we can

simplify Eqs. (2.24) and (2.25) as

γZ ≈ ηn̄κ1, γX,Y ≈
9

16
κϕα

′2e−2α
′2
e4r, (2.29)
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(b)

(a)

Figure 2.3: Error rates of the stabilized SC. (a) The phase γZ (orange) and bit γX,Y (cyan)
error rate of the dissipatively stabilized SC as a function of squeezing r under the parameters
n̄ = 4, κ1 = 100κϕ = κ2/100, nth = 0.01. The solid lines represent the analytical expressions
Eqs. (2.24) and (2.25) while the diamonds represent the numerically extracted values. All
the error rates are normalized by those of the dissipative cat γZ,c, (γX,Y )c, which are given
by Eqs. (2.24) and (2.25) with r = 0. (b) The entanglement infidelity of a joint loss and
recovery channel varying with the loss probability γ for the SC encoding with n̄ = 4. The
recovery channel is either the engineered dissipation (the circles) or the optimal recovery
channel determined by an SDP program [1, 2, 3] (the stars).

where

α′ ≈
√
4η(1− η)n̄. (2.30)

As plotted in Fig. 2.3(a), fixing n̄, γZ decreases monotonically with the squeezing r (unless

r approaches the maximum squeezing rmax ≈ sinh−1(
√
n̄). See Methods of Ref. [106] for

details.) as the undetectable portion η of the loss-induced errors decreases (see Eq. (2.20)).

The change of γX,Y with r (or equivalently, η) is roughly captured by the change in the

displacement amplitude α′ (see Eq. (2.30)), and γX,Y takes the minima roughly when α′

reaches the maxima α′max =
√
n̄2 + n̄. Note that the minimal bit-flip rate of the SC enjoys a

more favorable scaling γX,Y ∝ e−2n̄
2

with n̄, compared to γX,Y ∝ e−2n̄ for the cat, so that

the SC can have a much larger noise bias under the same excitation number constraint.

In principle, one needs to consider the tradeoff between γZ and α′ and choose the optimal
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η depending on the tasks of interest. Smaller η leads to better protection from excitation

losses, which is preferred by, e.g., the idling operations. Larger α′, on the other hand, leads

to a larger noise bias and a widened effective dissipation gap, which can support faster

operations, e.g., the bias-preserving CNOT gate introduce in the next section. Here, the

effective dissipation gap is defined as the the excitation gap of the effective Hamiltonian

Ĥeff = 1
2κ2F̂

†F̂ = 1
2κ2Ŝ

(r)(â†2 − α′2)(â2 − α′2)Ŝ†(r), which characterizes the leakage rate

and the non-adiabatic error rate under a Hamilotnian perturbation [109, 4, 5]. Since Ĥeff

is the same as that for a cat with a displacement α′ up to a unitary transformation, the

effective dissipation gap for the dissipative SC is 2κ2α
′2. In the following, we fix n̄ = 4 and

η = 1/4 if not specified otherwise, which corresponds to a squeezing of r = 1.32 (11.5 dB).

Such a parameter choice leads to γZ ≈ κ1, which removes the enhancement factor n̄ present

for the stabilized cats [4, 70] (for n̄ = 4). Meanwhile, α′2 ≈ 3
4 n̄

2 provides a sufficiently large

noise bias and a large effective dissipation gap.

In Fig. 2.3(b), we benchmark the performance of our Auto-QEC scheme against loss

errors by comparing it to the optimal recovery channel given by a semidefinite programming

(SDP) method [1, 2, 3]. We consider the composite channel N = D · Nγ · E , where E

denotes the encoding map from a qubit to the SC, Nγ denotes a Gaussian pure loss channel

(corresponding to Eq. (2.23) with κ2 = κϕ = nth = 0) with loss probability γ := κ1t,

and D denotes the recovery channel either using the autonomous QEC with the dissipator

Eq. (2.21) or the optimal recovery channel. We use the entanglement fidelity Fe := ⟨Φ+|(N⊗

I)(|Φ+⟩⟨Φ+|)|Φ+⟩, where |Φ+⟩ denotes a Bell state for the logical qubit and an ancilla qubit,

as the error metric for the composite channel. We evaluate the entanglement infidelity (EI)

1−Fe as a function of the loss probability γ. Note that the EI is the objective function for the

SDP. As shown in Fig. 2.3(b), the EI obtained using the Auto-QEC is close to the optimal EI,

especially in the low-γ regime, demonstrating that our proposed autonomous QEC scheme

is close to optimal for correcting excitation loss errors. We note that it is crucial to have
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the phase-flip ẐL correction in the dissipator F̂ in order to correct the loss-induced phase-

flip errors. Otherwise, a simple dissipator Ŝ(r)(â2 − α′2)Ŝ†(r) directly generalized from the

dissipative cat would still give an unsuppressed phase-flip rate γZ = κ1n̄.

We note that the SC encoding also emerges as the optimal or close-to-optimal single-

mode bosonic code through a bi-convex optimization (alternating SDP) procedure for a loss

and dephasing channel with dephasing being dominant, as shown in Ref. [56].

2.2.3 Bias-preserving operations

To apply the autonomously protected SC for computational tasks, we need to develop a

set of gate operations that are compatible with the engineered dissipation. Furthermore,

the operations should preserve the biased noise channel of the SC, which can be utilized for

resource-efficient concatenated QEC and fault-tolerant quantum computing [67, 68, 93, 5, 69].

Following the literature for the cat and the pair-cat [4, 46, 110, 111], we develop a set of

bias-preserving operations for the SC:

B = {P|±⟩c ,MX , X, Z(θ), ZZ(θ), CNOT, Toffoli}, (2.31)

which suffice for many concatenated QEC schemes (e.g. concatenation with the repetition

codes or the surface codes). The detailed design of each operation is presented at the end of

this section.

Overall, the bias-preserving operations for the SC can achieve much higher fidelity (lower

dominant Z-type error rates) than those for the cat for the following two reasons: (1). The

operations suffer less from the excitation loss errors, which are (partially) autonomously

corrected. (2). The non-adiabatic errors are significantly suppressed by the ẐL correction

in the dissipator F̂ (see Eq. (2.21)) and the enlarged effective dissipation gap (∝ α′2), so

that the gate operations could be implemented faster. In Fig. 2.4, we show the total Z-type
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Figure 2.4: Error rates of the bias-preserving Z-rotation and CNOT for the stabilized SC.
We plot the total Z error probability of the Z(π) gates (a) and the CNOT gates (b) versus
the gate time. For the CNOT gate, pZ := pZc

+ pZt
+ pZcZt

is the sum of the control-mode,
target-mode, and the correlated phase flip rates. κ1/κ2 is fixed at 10−3. The blue lines
represent the gates on the cat qubits [4], and the red lines represent our proposed gates
on the SC qubits with η = 1/4. n̄ is chosen as 4 for both cat and SC. The insets are the
zoomed-in error rates of the SC gates around the optimal gate times. As detailed in Methods,
the Z(π) gate requires a linear drive of strength π

8T ( π
4T ) for the cat (SC). The CNOT gate

requires a nonlinear coupling between the control and the target mode of strength π
8T ( π

4T )
for the cat (SC).

error rates for the Z-axis rotation Z(θ) and the CNOT gate as a function of the gate time.

Compared to the cat gates in Ref. [4] with the same n̄, the SC Z(θ) (CNOT) gate can

achieve a 42.0 (7.56) times reduction in the lowest error rates. While we have fixed η = 1/4

as mentioned in last section, it is not necessarily the optimal choice of the squeezing. In fact,

with η approaching 1/2, we obtain even lower errors at faster gate times.

We note that compared to the cat stabilized by â2−α2 in the literature, a simple extension

to a SC stabilized by Ŝ(r)(â2 − α′2)Ŝ†(r) can also lead to improvement in the gate speed

and fidelities due to the enlarged effective dissipation gaps. However, adding the extra phase

flip in the dissipator brings a much more significant improvement due to the suppression of

the loss-induced errors and the leading-order non-adiabatic errors. See Sec. 2.2.6 for more
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details.

Now, we present the detailed design and error analysis for the bias-preserving gates for

the SC in Eq. (2.31).

Z-axis rotation Z(θ)

Similarly to the cat, the Z-axis rotation Z(θ) can be generated by a resonant linear drive

ĤZ =
θ

4α′T
er(â+ â†), (2.32)

in the presence of the engineered dissipation in Eq. (2.21) for a time T . In the subsystem

basis, ĤZ ≈ θ
4α

′
T
ẐL⊗ (2α′+ˆ̃a+ˆ̃a†). The total phase flip error probability of the Z rotation

is pZ = pNA
Z (T ) + κ1ηn̄T , where the second term represents the loss-induced phase flips

and the first term represents the non-adiabatic errors due to the non-adiabatic excitation

ẐL ⊗ ˆ̃a† in ĤZ . We note that compared to the parity-preserving dissipator D[ÎL ⊗ ˆ̃a],

which is used in the literature for the cat (by applying a driven two-photon dissipation), the

parity-flipping dissipator F̂ in Eq. (2.21) can significantly reduce the non-adiabatic errors

induced by ẐL ⊗ ˆ̃a†. The reason is that the majority of the parity flips associated with the

non-adiabatic transitions can be flipped back through the application of the dissipator. The

remaining errors with a fraction ξ leads to the residual non-adiabatic error pNA
Z proportional

to ξ (see the previous Methods section). Under the adiabatic limit θ
4α

′
T
≪ 4κ2α

′2, the

system’s evolution under the dissipator F̂ can be approximated by the dynamics of the

density matrix ρ̂trunc with a truncated 2-level gauge basis:

κ2D[F̂ ]ρ̂ ≈ 4κ2α
′2((1− ξ)D[ẐL ⊗ ˆ̃a] + ξD[ÎL ⊗ ˆ̃a])ρ̂trunc. (2.33)

Performing first-order adiabatic elimination [112] on the gauge excited state results in an

effective Z error rate ξθ2

16κ2α
′4T

. Notice that adiabatic elimination does not capture the higher-

order errors and the result only holds under the adiabatic limit. A more accurate expression
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can be derived through solving the ordinary differential equations of the two level system.

As a result, the modified non-adiabatic error has the form:

pNA
Z (T ) =

ξθ2

16κ2α
′4T 2

(c1T + c2
e−2κ2α

′2T − 1

2κ2α
′2

). (2.34)

Performing numerical fit, we obtain c1 = 1.5, c2 = 1.8.

CNOT gate

The CNOT gate is implemented by applying the engineered dissipation only on the control

mode and a Hamiltonian term that drives a phase rotation on the target mode conditioned

on the states of the control mode:

d
dt ρ̂ = κ2D[F̂c]ρ̂− i[ĤCNOT, ρ̂],

ĤCNOT = π
4α′T

[
er(âc + â

†
c)− 2α′

]
(â
†
t ât − α

′2),

(2.35)

where F̂c denotes the engineered dissipator in Eq. (2.21) on the control mode. The noise

terms are not shown for simplicity. We note that compared to the standard CNOT gate

on the cat [4, 5], we turn off the dissipation on the target mode during the gate to circum-

vent the need for high-order coupling terms between the two modes. Although the target

mode temporarily loses the protection against the excitation loss, we can still implement a

high-quality gate if the gate time is short enough and the leakage on the target mode can

be subsequently returned to the code space without introducing too many errors. Similar

strategy and insights have been made in Ref. [72]. To deal with the non-adiabatic transi-

tions on the target mode, which preserve the parity, we apply a parity-preserving dissipation

κ2D[Ŝ(r)(â2t −α′2)Ŝ†(r)] on the target mode (while the control mode is, as always, protected

by the parity-flipping dissipation) for a time Tcool. In our simulations, we fix the cooling

time Tcool = 8 × 1
4κ2α′2 to ensure that the leakage is suppressed to below 0.5%. Using the
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Pauli-twirling approximation, the Z-type errors of the CNOT gate are

pZc
= κ1ηn̄ (T + Tcool) + pNA

Z (T ),

pZt
= κ1n̄

(
T

2
+ Tcool

)
,

pZcZt
=

1

2
κ1n̄T,

(2.36)

where pZc
, pZt

and pZcZt
denote the Z error on the control, target mode and the correlated

Z error, respectively. They sum to the total Z error probability pZ = κ1n̄(1+η)(T +Tcool)+

pNA
Z (T ). Note that, unlike the Z rotation, the CNOT gate does not enjoy a full suppression

of the loss-induced errors (by a factor η) due to the lack of the engineered dissipation on the

target mode during the gate. The non-adiabatic error pNA
Z (T ) on the control mode has a

similar form as Eq. (2.34):

pNA
Z (T ) =

ξπ2

16κ2α
′2T 2

1.5T + 0.6
e−2κ2α

′2T − 1

2κ2α
′2

 (2.37)

We also present the non-Z error rate of the CNOT gate here. Note that the CNOT gate

has a significantly larger non-Z error rate than all other bias-preserving operations in B. As

discussed numerically in Ref. [5], the non-Z error of a cat’s CNOT gate scales approximately

as 1.8e
−2α2

α2
1

κ2T
. For our CNOT gate on the SC, we find a similar expression

pX,Y = 5.57
e−2α

′2

α′2
1

κ2T
, (2.38)

in the regime where κ2T > 1. Note that for shorter gate time, we cannot find a simple

expression for pX,Y and a numerical simulation of the gate has to be performed to determine

pX,Y .

ZZ rotation ZZ(θ)

The ZZ rotation can be implemented by applying the following beam-splitter Hamiltonian
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to two dissipatively stabilized modes: ĤZZ = π
4α′2 e

2r(â1â
†
2 + â

†
1â2).

Toffoli gate

The Toffoli gate can be implemented similarly to the CNOT gate:

d

dt
ρ̂ = κ2D[F̂c1 ] + κ2D[F̂c2 ]− i[ĤTof , ρ̂],

ĤTof = −
π

8α′2T
((erâc1 − α

′)(erâ†c2 − α
′) + h.c.)× (â

†
t ât − α

′2),

where F̂c1 and F̂c2 are the parity-flipping dissipator on the c1 and c2 mode, respectively.

X gate

The X gate can be implemented by adiabatically tuning the phases of the stabilized code

states e−i
π
T tâ†â|SC±

r,α′⟩ so that a π phase rotation is implemented in time T . By adding a

counterdiabatic drive ĤX = π
T â
†â the non-adiabatic effects are completely suppressed and

the X gate can be implemented arbitrarily fast in principle.

X-basis state preparation

To prepare the X-basis eigenstate |SC+
r,α′⟩, we initialize the system into the vacuum state

|0⟩, and turn on the parity-preserving dissipation κ2D[Ŝ(r)(â2−α′2)Ŝ†(r)]. Since the parity

is a conserved quantity, we obtain the even-parity state |SC+
r,α′⟩ at a time t ≫ 1/4κ2α

′2.

We note that such a process is not protected from photon losses, since the dissipation does

not correct the loss-induced stochastic phase flips. We will explore the implementation of

more robust state preparation against losses in future work. One possible approach is to

adiabatically inflate the SC from vacuum by tuning the dissipation (with an appropriate

counter-adiabatic drive [70]), while maintaining the phase-flip correction.

X-basis measurement

To perform an X-basis measurement, we turn off the engineered dissipation and apply the

standard QND bosonic parity measurement using a dispersive coupling between the bosonic

mode and a transmon qubit [113, 114, 115]. A single photon loss during the dispersive

coupling changes the parity and leads to stochastic measurement errors with a probability
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that depends on when the loss jump happens. As such, the loss-induced measurement er-

ror probability associated with such a single measurement is pm = 1
2 n̄κ1T . To suppress

the loss-induced error, we apply the QND parity measurement three times and apply the

parity-flipping dissipation to correct the loss after each measurement. Finally, we perform a

majority vote to obtain the measurement outcome. Such a protocol leads to a loss-induced

measurement error probability p′m = 3
2ηκ1n̄T +O((κ1T )2), which maintains the η suppres-

sion factor against photon loss.

2.2.4 Concatenated quantum error correction with squeezed cats

With the bias-preserving operations, we can concatenate the SC with an outer discrete-

variable code to suppress the logical error rates to the desired level. To compare the SC with

the standard cat, we follow the literature and consider the concatenation with a repetition

code [4] and a thin rotated surface code [5]. The surface-cat scheme can arbitrarily suppress

the errors in a resource-efficient manner once the ratio between the loss rate κ1 and the

engineered dissipation rate κ2 is below a certain threshold. The repetition-cat, on the other

hand, cannot arbitrarily suppress the errors for a cat with constrained n̄. Below a κ1/κ2

threshold, as the repetition code size increases, the logical Z error rate is exponentially

suppressed while the logical X error is linearly amplified. Thus, a minimal total logical error

rate is present.

The concatenated schemes with the cat face several challenges. First, the κ1/κ2 thresh-

olds (e.g., ∼ 5 × 10−4 for the surface-cat in Fig. 2.5(a). See also a comparable estimation

in Ref. [5].) are very low because of the low-fidelity bias-preserving operations. Also, the

minimal logical error probability of the repetition-cat (e.g., ∼ 10−2 for n̄ = 4, see Fig. 2.5(d))

is not low enough for fault-tolerant algorithms, except for cats with very large mean photon

number, because of the limited noise bias.

In the following, we will show that these challenges can be overcome by using the dissi-
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Figure 2.5: Logical errors of the SC and the cat concatenated with repetition codes or
surface codes. (a) Surface code logical Z error probabilities for a range of code distance
dZ = 3, 5, 7, ..., 15 (from red to brown) with fixed dX = 3. The SC is fixed to n̄ = 4, η = 1/4.
The dashed lines indicate the threshold values of κ1/κ2. (b) Surface code thresholds in
κ1/κ2 varying with the average excitation number of the SC or the cat. (c) Repetition code
logical Z error probabilities for a range of code size dZ . (d) Repetition code minimum total
logical error probabilities, under the long gate time constraint T ≥ 1/κ2. Both the cat and
the SC have an average excitation number n̄ = 4. The logical error probabilities for both
the surface codes and the repetition codes are obtained from Monte Carlo simulations of
dZ code cycles and one final round of perfect stabilizer measurement. We use the same
minimum-weight-perfect-matching (MWPM) decoder as described in Ref. [5]

pative SC. The κ1/κ2 thresholds for both the surface code and the repetition code can be

significantly improved by concatenating with the dissipative SC. Moreover, the repetition-SC

can reach sufficiently low logical error probability ∼ 10−15 even with a small SC n̄ = 4 (see

Fig. 2.5(d)). It is worth noticing that the thresholds for concatenated cat code shown in

Fig. 2.5(a, c) are approximately independent of the size of the cat since the optimal CNOT

gate error is independent of n̄ for cat code.

We first consider the concatenation of the SC with a dX by dZ thin surface code. Similar

to Ref. [5], we fix the X distance dX to 3, which suffices to suppress the logical X error rate,

and increase the Z distance dZ to suppress the logical Z error rate. At fixed η = 1/4, we

obtain the logical Z error probability for dZ code cycles as a function of κ1/κ2 for different
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dZ , as shown in Fig. 2.5(a). The physical error rates of each physical operation involved in

the surface-code QEC are presented in Supplementary Note 5 of Ref. [106]. We obtain a

κ1/κ2 threshold at 0.93%, which is around 20 times higher than that of the surface-cat [5].

Note that by optimizing the choice of the squeezing, the maximum threshold we obtained

for n̄ = 4 is around 1.2%. Moreover, in Fig. 2.5(b) we show that this threshold can be

further increased to about 3% by increasing n̄ to 7. Note that the κ1/κ2 threshold of the

surface-cat remains almost the same when increasing n̄. We attribute the increase of the

κ1/κ2 threshold (for the concatenated SC schemes) to the reduced physical operation error

rates (see the previous section).

Next, we consider the concatenation of the SC with a repetition code with size dZ . As

shown in Fig. 2.5(c), we obtain a 3.9% κ1/κ2 threshold for the logical Z error rate (again,

see Supplementary Note 5 in Ref. [106] for the physical error rates used for the simulation),

which is roughly 9 times higher than that of the repetition-cat. Below the κ1/κ2 threshold,

as previously mentioned, a minimal total logical error rate is present. To obtain the minimal

total logical error rate (by optimizing over dZ), we find approximate expressions for the

logical Z and X error probabilities in the sub-threshold regime (κ1/κ2 < 10−3):

pZL ≈ 0.059dZ

(
p′Z

0.056

)0.48dZ

,

pXL ≈ 2dZ(dZ − 1)pX,Y ,

(2.39)

where p′Z := pZt
+ pZcZt

denotes the sum of the target mode and the correlated phase-flip

rate of the CNOT gate (phase flips on the control mode have negligible contribution to the

logical error rate for the repetition code), pX,Y the total non-Z error rates of the CNOT

gate (the total rates of all the two-qubit Pauli errors that do not contain Z terms). p′Z and

pX,Y are in general functions of the CNOT gate time κ2T . To obtain simple expressions for

them, we restrict the CNOT gate time to be κ2T ≥ 1, which limits the nonadiabatic leakage
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during the gate. In this regime, we have p′Z ≈ κ1n̄T , pX,Y ≈ 5.57 × e−2α′2

α′2
1

κ2T
. Note that

we do not see the contribution from the loss rate κ1 to pX,Y since for fast gate, pX,Y is

dominated by the nonadiabatic errors.

In Fig. 2.5(d), we plot the minimal total logical error probability pL = pZL + pXL of the

repetition-SC by optimizing dZ and κ2T for n̄ = 4 and η = 1/4. As a comparison, we also

include minimal logical error probabilities of the repetition-cat with n̄ = 4 using the physical

error rates in Ref. [5]. When κ1/κ2 ≥ 10−3, the optimal gate error is no longer attained

under the long gate time constraint, κ2T ≥ 1 for the SC. Therefore, in that regime, the SC

results can be understood as an upper bound of the minimum total logical error rates. For a

practical noise ratio κ1/κ2 = 10−3, the minimal logical error probability of the repetition-SC

can reach ∼ 10−15, which suffices for many useful quantum computational tasks [17, 94].

In contrast, the logical error probability of the repetition-cat (with n̄ = 4) can only reach

∼ 10−2, which is far from being useful. Even with a larger cat size of n̄ = 8 as considered

in, e.g., Ref. [5], the minimum logical error probability is still roughly ∼ 10−5 at such a

noise ratio. To reach a similar level of logical error probability as the repetition-SC, we need

either a much larger cat with n̄ ≫ 10 (with the repetition code), or a more sophisticated

outer code, e.g., the surface code. We attribute the drastic reduction in the minimal logical

error rate of the repetition-SC to the significantly enhanced noise bias, or equivalently, the

reduced physical bit-flip rates of the SC, which are exponentially suppressed by n̄2, instead

of n̄ for the cat.

2.2.5 Physical implementation

In this section, we present the details of the two approaches implementing the dissipator in

Eq. (2.21) for autonomously protecting ths SC qubits. Before describing our recipes, it is

worth discussing the challenges involved here. The most straightforward method to realizing

a generic Lindblad dissipator D[F̂ ] is to couple the system to an auxiliary reservoir mode c
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(with decay rate κc) via a coupling Hamiltonian g(F̂ ĉ† + h.c.). In the limit where mode c

acts as a Markovian environment for the system, i.e. κc ≫ g, we realize the target dissipator

F̂ with an effective dissipation rate 4g2/κc. For the dissipator in Eq. (2.21), this simple

route requires a strong fourth-order nonlinear coupling, which has not been demonstrated

yet due to the experimental challenges.

Here we present two approaches for realizing the desired nonlinear dissipator using acces-

sible experimental resources: The first approach utilizes three nonlinearly-coupled bosonic

modes, which can be physically realized in, e.g., superconducting circuits [86, 87]; The second

approach couples a bosonic mode nonlinearly to a qutrit, which can be physically realized

in, e.g., trapped-ion system [88].

Implementation in superconducting circuits

The first approach only requires third-order nonlinearities, which can be experimentally

generated by four-wave fixing, to implement our desired dissipator, making use of a more

structured engineered dissipation proposed in Ref. [108]. Under the subsystem decomposi-

tion of the storage mode a encoding the SC, one can realize a general nonlinear dissipator

of the form D[e−iθẐL ⊗ ˆ̃A] (with an angle θ), by coupling a gauge-mode operator ˆ̃A and

an auxiliary mode b to the input and output ports of a directional waveguide, respectively,

and introducing a dispersive interaction between an auxiliary mode b and the logical qubit:

Ĥdisp. =
λ
2 ẐLb̂

†b̂. For the dissipator in Eq. (2.21), we choose ˆ̃A = ˆ̃a. The physical interac-

tions (in the Fock basis) can be obtained from the mapping ˆ̃a → 1
2α′ Ŝ(r)

(
â2 − α′2

)
Ŝ†(r),

and ẐL → 1
2α′ Ŝ(r)

(
â+ â†

)
Ŝ†(r), which means that we need a nonlinear coupling between

the storage mode a and the waveguide port. While it is challenging to directly achieve this

using e.g. a physical circulator, the directional dynamics can be synthetically engineered

by adding another reservoir mode c. The whole setup is illustrated in Fig. 2.6(a), whose
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dynamics is given by master equation

d

dt
ρ̂ = −i[Ĥdisp. + Ĥtun., ρ̂] + κcD[ĉ], (2.40)

where the tunnel coupling Hamiltonian Ĥtun. of the total system-reservoir is given by

Ĥtun. = Jabˆ̃a
†b̂+ (Jacˆ̃a− iJbcb̂)ĉ† + h.c., (2.41)

Jab =
√

ΓaΓb/2, Jac =
√
Γaκc/2, Jbc =

√
Γbκc/2. (2.42)

In the regime where the joint b, c modes act as a Markovian reservoir for mode a, i.e. κc ≫√
ΓaΓb and Γb ≫ Γa, we can adiabatically eliminate both b and c to obtain an effective

dissipator (using the effective operator formalism [112]), as

d

dt
ρ̂ = ΓaD

[
iλẐL − Γb

iλẐL + Γb

ˆ̃a

]
ρ̂. (2.43)

Setting λ = Γb, we obtain the desired dissipator ẐL⊗ˆ̃a to stabilize the SC (see Supplementary

Note 6 of Ref. [106] for a detailed derivation).

When deriving Eq. (2.43), we require the physical setup Eq. (2.40) to operate in the

regime where adiabatic elimination remains valid. It is thus natural to ask what are the

imperfections given realistic physical parameters, i.e. when the decay rates κc, Γb of auxiliary

modes b, c cannot be infinitely large. In that case, one can show the dominating error due to

finite reservoir bandwidth is due to the finite decay rates κc and Γb, and it is preferable to

set κc ∼ Γb to optimize over hardware resources (see Supplementary Note 6 of Ref. [106] for

details). In this regime, the extra error introduced by physical implementation is determined

by the ratio Γa/Γb, which heuristically describes the branching ratio between the logical qubit

population that does not undergo the parity flip (uncorrected error) and the population

that does (corrected error) whenever a gauge mode excitation decays into the environment.
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(a)

(b)

Figure 2.6: Physical realization of the stabilized SC in superconducting circuits. (a) Realiza-
tion of the parity-flipping dissipator ẐL ⊗ ˆ̃a using three nonlinearly coupled bosonic modes.
(b) Comparison between the numerically extracted η (ηsim) and the theoretically predicted
η (ηpred in Eq. (2.20)) for a range of finite Γa/Γb. The dashed line indicates the ideal case
where ηsim = ηpred.

More specifically, as shown in Supplementary Note 6 of Ref. [106], we can approximately

derive the discrepancy between the desired suppression factor for the loss-induced phase

flip rate ηpred (using Eq. (2.20)) and the numerically extracted (achievable) value ηsim, as

ηsim− ηpred = (1− ηpred)(Γa/2Γb). As shown in Fig. 2.6(b), by setting Γa/Γb = 0.1, we can

realize the desired η within 50% accuracy.

To make the required nonlinearity more clear, we can also explicitly write down the

physical Hamiltonian Eq. (2.40) in the Fock basis:

Ĥtun. =
J

2α′
â
†2
s (b̂+ ĉ)− J

2
α′(b̂+ ĉ)− i

2
κcb̂ĉ

† + h.c.,

Ĥdisp. =
κce

r

4α′
(â+ â†)b̂†b̂,

(2.44)

where âs = cosh râ + sinh râ† is the squeezed annihilation operator, and J :=
√
Γaκc/2.

We have assumed that κc = Γb = λ. Ĥtun. involves several cubic nonlinear couplings

between the a, b modes and between the a, c modes. In addition, Ĥtun. requires a resonant

linear coupling between the b, c modes and some linear drives with strength Jα′
2 on the b, c
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Figure 2.7: Laser configuration for the coupling Hamiltonian in Eq. (2.46) for implementing
the SC in trapped-ion system. The motional mode of the ion is coupled to three internal
states via the sideband transitions, represented by the black and green arrows. Starting from
|g⟩ ⊗ |ψ⟩ (|ψ⟩ is an arbitrary motional state), the system goes through a two-step coherent
transition |g⟩ ⊗ |ψ⟩ → |f⟩ ⊗ F̂1|ψ⟩ → |e⟩ ⊗ F̂2F̂1|ψ⟩ (indicated by the black and the green
solid arrows, respectively) and decays rapidly to |g⟩⊗F̂2F̂1|ψ⟩ (indicated by the black dashed
arrows). Here F̂1 ∝ Ŝ(r)(â2 − α′2)Ŝ†(r) and F̂2 ∝ Ŝ(r)âŜ†(r). Adiabatically eliminating
the |e⟩, |f⟩ states, we obtain the effective dissipator on the motional mode F̂ = F̂2F̂1.

modes that pump energy into the system. Note that all the nonlinear terms are cubic,

which have been experimentally demonstrated in superconducting circuits [86, 87]. The

maximum nonlinear coupling strength is Jm := J sinh 2r/2α′. Now we can write κ2 as a

function of Jm and κc. Comparing the dissipator
√
ΓaẐL⊗ ˆ̃a in Eq. (2.43) with the dissipator

√
κ2F̂ ≈

√
κ22α

′ẐL⊗ ˆ̃a, we have κ2 = Γa/4α
′2, so that κ2 =

4J2
m

κc sinh
2 2r

. If we take Γa = ϵ0κc

(and correspondingly, κc = 4α′Jm√
ϵ0 sinh 2r

), where ϵ0 < 1 is related to the adiabatic elimination

condition discussed above, we can obtain Jm = α′ sinh 2rκ2/
√
ϵ0.

Implementation in trapped-ion systems

Now we present the second approach for implementing the dissipator F̂ = 1
α′ Ŝ(r)â(â

2 −

α′2)Ŝ†(r) using a coupled boson-qutrit system. Note that a simpler dissipator stabilizing

a cat â2 − α2 was obtained using a coupled boson-qubit system in trapped-ion platform in

Ref. [88]. However, the dissipator F̂ cannot be directly engineered using their approach since

there are many frequency-degenerate terms, e.g., â and â†â2, that cannot be independently

controlled by a single sideband drive. To resolve this, we generalize their approach by

introducing a third internal level of the ion, and implementing the dissipator F̂ in two steps
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associated with different electronic transitions. Specifically, we use the motional mode of the

ions in a 1D harmonic trap as the bosonic mode, which is coupled to three internal levels

|g⟩, |e⟩ and |f⟩ via several laser beams:

d

dt
ρ̂ = −i[Ĥeff, ρ̂] + J ρ̂, (2.45)

where Ĥeff = νâ†â+ ωe|e⟩⟨e|+ ωf |f⟩⟨f |+ 1
2Ω0(|f⟩⟨g|e−iωf t+ h.c.) + Ĥcoup− iΓ2 |e⟩⟨e|, with

Ĥcoup =
3∑

i=1

Ωi cos [η0(â+ â†)](|f⟩⟨g|e−i(ωf+δi)t + h.c.)

+
5∑

i=4

Ωi sin [η0(â+ â†)](|e⟩⟨f |e−i(ωe−ωf+δi)t + h.c.),

(2.46)

and

Jρ̂ = Γ

∫ 1

−1
duN(u)e

−iη0u
(
â+â†

)
× |g⟩⟨e|ρ̂|e⟩⟨g|eiη0u

(
â+â†

)
. (2.47)

Here ν is the trap frequency, η0 the Lamb-Dick parameter, Γ the engineered decay rate from

|e⟩ to |g⟩, and N(u) the normalized dipole pattern. Ĥcoup describes the coupling between

the motional mode and the internal states, illustrated in Fig. 2.7, and J ρ̂ describes the

spontaneous emission of the ion from |e⟩ to |g⟩ and its associated momentum kicks. The

drive with amplitude Ω0 in Ĥeff comes from a laser that is coupled to the ion along a

constrained (transverse) direction, thereby only driving the internal transitions. By tuning

the laser detunings δ1 = −2ν, δ2 = 2ν, δ3 = 0, δ4 = −ν, and δ5 = ν, and choosing appropriate

driving strength {Ωi} (see Supplementary Note 6 of Ref. [106] for details), we can obtain a

coupling Hamiltonian (neglecting the fast-rotating terms):

Ĥcoup = Ω′gf Ŝ(r)(â
2 − α′2)Ŝ†(r)|f⟩⟨g|+ Ω′ef

1

α′
Ŝ(r)âŜ†(r)|e⟩⟨f |+ h.c. (2.48)

In the regime where 2α′Ω′gf ≪ Γ, Ω′gf ≪ Ω′ef , we can obtain a reduced dynamics on the
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motional mode by adiabtically eliminating the |e⟩, |f⟩ states:

d

dt
ρ̂m = κ2D[F̂ ]ρ̂m, (2.49)

where ρ̂m is the reduced density matrix on the motional mode. Through numerically

simulations we find that we can obtain the dissipator F̂ with the desired rate by setting

Ω′ef = 0.5Γ,Ω′gf/Ω
′
ef = 1/20. A large κ2, therefore, demands large Γ and driving strength.

Note that we have assumed that Γ and {Ωi}, i = 1, 2, 3, 4, 5 are much smaller than ν, so that

the off-resonant terms can be safely neglected (secular approximation). In practice, however,

one might be able to go beyond this weak-drive regime by carefully cancelling the effects from

the off-resonant terms. We have also neglected the effects from the momentum kicks here,

which only lead to a small increase in the phase-flip suppression factor η → η +O(η20). See

Supplementary Note 6 of Ref. [106] for a more detailed analysis. We stress that our proposed

approach requires the same order of nonlinearity as that required by a two-component cat,

which has been considered to be feasible in trapped-ion system [88].

2.2.6 Comparison with related schemes

Although in this work we benchmark the performance of the concatenated codes as a function

of κ1/κ2 for both the cat and the SC, it might be of different difficulty level to engineer the

same dissipation rate κ2 for the cat and the SC, depending on the hardware implementation.

Therefore, we can compare the performance of the concatenated codes as a function of κ1/M ,

where M is the physical rate that is most challenging to engineer in practice. Here we focus

on the implementation in superconducting circuits.

For example, a potential hardware challenge is to engineer strong nonlinear couplings.

In this case, we can compare the concatenated codes as a function of κ1/Jm, where Jm

denotes the largest nonlinear coupling strength required. For the cat, Jm is simply given
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by g2, the strength of the two-photon exchange Hamiltonian g2

(
â2b̂† + h.c.

)
. Assuming

an adiabaticity constraint ϵ, the lossy mode can be adiabatically eliminated, and Jm =
√
n̄κ2/2ϵ [5, 86]. For the SC, as shown in the Methods, the maximum nonlinear coupling

strength is given by Jm = α′ sinh 2rκ2/
√
ϵ0. Here, ϵ0 is the relevant adiabatic condition for

our proposed stabilization scheme using three bosonic modes.

Using these relations, we can change the horizontal axis in Fig. 2.5(a) to κ1/Jm and

obtain about a 3.5 times increase in the κ1/Jm threshold for the surface-SC compared to the

surface-cat. Furthermore, results in Fig. 2.5(a) are obtained by optimizing the parameters,

such as the squeezing r and the gate times, with the target function set to be the threshold

in κ1/κ2 . If the target function is set to the threshold in κ1/Jm instead, it is likely that

the optimal code parameters are different, and the corresponding threshold could be further

increased. Based on these considerations, we expect that the SC should maintain advantages

over the cat even considering the experimental constraints (which will be hardware-specific)

in the circuit level. We leave it to future work on optimizing the hardware design and

quantifying the hardware-specific improvement.

To better understand the novelty and necessity of the partity-flipping dissipator F̂ we

introduced in Eq. (2.21), we compare it with a parity-preserving dissipator

F̂ ′ = Ŝ(r)(â2 − α′2)Ŝ†(r) ≈ 2α′ÎL ⊗ ˆ̃a, (2.50)

which is a straightforward extension from â2 − α2 that stabilizes the cat. Such a dissipator

was recently considered in Ref. [116] for stabilizing the SC. We show that the extra phase-flip

correction in F̂ is essential for reducing SC’s error rate in both the memory level and gate

operations, which then leads to better logical performance in the concatenated level.

In the memory level, the change of a parity flip on the dissipator does not affect the bit-

flip error rate we derived in Eq. (2.25). So a SC stabilized by F̂ ′ can also have a favorable

scaling between the minimal bit-flip rate and n̄: γX,Y ∝ e−2n̄
2
. Nevertheless, F̂ ′ lacks the
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parity flip ZL that corrects the detectable portion of the loss-induced errors, as shown clearly

from Fig. 2.2 (the missing of the blue arrow). Therefore, a SC stabilized by F̂ ′ is not capable

of correcting the loss errors. As such, it suffers from the same phase-flip error rate as a cat,

γZ = κ1n̄.

Regarding the gate operations, we take the Z rotation and the CNOT gate as examples.

For the Z rotation, a SC stabilized by F̂ ′ only enjoys a suppression in the non-adiabatic

errors by the the increased adiabatic gap, 4κ2α′2, compared to conventional cat of the same

n̄. In contrast, a SC stabilized by F̂ corrects the leading-order non-adiabatic error in 1/α′2,

since the the extra ẐL in F̂ compensates the parity-flip associated with the non-adiabatic

transition (to the leading order). The residual errors are proportion to the correction factor,

ξ ∝ 1/α′2 (see Eq. (2.34)). Therefore, while the minimal Z(θ) gate error for the SC with

F̂ ′ is roughly suppressed by a factor 1/n̄ compared to the cat, that for the SC with F̂ is

suppressed by an 1/n̄2 factor (see Table 2.1).

Normalized gate error SC with F̂ ′ SC with F̂
Z(θ) 1/(n̄+ 1) ∼ n̄−2

CNOT 2/
√
n̄+ 1 ∼ n̄−3/2

Table 2.1: Optimal gate error rate of the SC gates compared to the cat. All errors are
normalized by the optimal gate errors of the cat, which are given by pZ(θ) =

θ
2

√
1
n̄
κ1
κ2

and

pCNOT = π
2
√
2

√
κ1
κ2

[5]. The definitions of F̂ and F̂ ′ are given in Eq. (2.21) and Eq. (2.50)

respectively. The optimal gate errors for SC are reached at η ≈ 1
2 . The optima Z(θ) gate

time for SC with F̂ ′ and F̂ are approximately π
4
√
κ1κ2

n̄−5/2 and π
4
√
3κ1κ2

n̄−7/2 respectively.

The gate times for CNOT are approximately π
4
√
2κ1κ2

n̄−3/2 and π
12
√
κ1κ2

n̄−5/2 respectively.
Since the cooling time is mostly assumed to be constant in our gate scheme, it is neglected
for simplicity. Here, for simplicity, we only provide the scaling of the gate errors with n̄ for

the SC.

The errors of CNOT operation can be analyzed in a similar fashion. Due to the enlarged

adiabatic gap, the minimal Z error rate of our SC gate with F̂ ′ is a factor of 2√
n̄+1

smaller

than that of the cat gate [4]. For the mean excitation number we consider, n̄ = 4, this
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factor is only slightly less than 1. However, with the parity-flipping dissipator F̂ , the gate

error enjoys a η suppression in the loss errors and an additional ∝ 1/α
′2 suppression in the

non-adiabatic error. Combining these advantages, the CNOT gate error ratio with that of

the cat roughly scales as n̄−3/2 (see Table 2.1).

Since the fault-tolerant threshold is mostly limited by errors of the CNOT and the idling

operation, the thresholds of the concatenated SC schemes using F̂ ′ is comparable to that of

the concatenated cat scheme even at optimal squeezing for small mean excitation number.

As such, having the extra phase-flip correction in the dissipator F̂ is crucial for concatenated

QEC and fault-tolerant quantum computing.

The stabilized cat qubits have been considered as a candidate for hardware-efficient, fault-

tolerant, and scalable computation tasks in superconducting circuits [5, 69]. The dissipative

SC, which we show has an overall advantage over the cat, could play an important role along

this direction.

The dissipative SC could also find its application in trapped-ion systems. On the one

hand, encoding into the motional states of the ions provides an alternative approach for

storing and protecting the quantum information. How to process the information (e.g.,

implementing quantum gates) remains to be explored. On the other hand, if the information

is stored in the internal states of the ions (the conventional approach), the bosonic codes like

the SC could lead to more robust information processing. One could utilize multi-species

ions [117, 118] with multiple levels [119] and dissipatively protect the motional modes while

leaving a subset of the ions’ internal states that carry the information intact. The protected

motional modes can, for instance, be used for scalable, parallel, and high-quality entangling

gates mediated by localized phonon modes [120].
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2.3 Fault-tolerant operation of rotational-symmetrical codes with

discrete-variable ancillae

While robust quantum memories based on single-mode bosonic codes have been experimen-

tally demonstrated with improved memory lifetime [65, 121, 122], realizing error-corrected

operations on these bosonic qubits remains a formidable task. One of the primary complexi-

ties stems from the weak non-linear interactions inherent in bosonic modes, necessitating the

use of discrete-variable ancillae in systems such as circuit quantum electrodynamics (circuit

QED) platform [123, 124]. However, a significant challenge arises in this hybrid system, as

errors in the ancillae tend to propagate back to the bosonic mode, potentially compromising

the encoded quantum information [125]. To address this issue, several methods have been

developed to maintain precise control over the bosonic mode even in the presence of noisy

ancillary systems [126, 7, 6]. Nevertheless, a comprehensive fault-tolerance framework for

this hybrid system, along with guidelines for constructing fully fault-tolerant protocols us-

ing advanced quantum control concepts, remains conspicuously absent. Consequently, while

universal error-detection operations on bosonic qubits have been constructed [127, 128] and

demonstrated [129], achieving a complete set of error-corrected operations has remained a

significant challenge.

In this chapter, we bridge this gap by introducing a fault-tolerance framework tailored to

the hybrid system composed of bosonic data modes and discrete-variable ancillae. Inspired by

concatenated qubit codes [26], we identify essential properties for gadgets encoded in bosonic

codes (referred to as “level-1" gadgets) in Sec. 2.3.2. These properties play a crucial role in

determining the fault tolerance of a level-1 circuit, where the overall failure probability must

be suppressed to a certain order of the physical error rate. Furthermore, we demonstrate

how the defined fault tolerance can be achieved through the integration of bosonic QEC with

compatible quantum control techniques. Specifically, in Sec. 2.3.3, we establish a connection

between a generalized version of path-independent control [6] (referred to as GPI) and fault

50



tolerance, highlighting the importance of GPI operations as fundamental building blocks for

error-corrected gadgets.

As an application of these fault-tolerant tools, in Sec. 2.3.4, we construct universal error-

corrected gadgets using GPI operations for the four-legged cat qubit [60, 130, 38]. These

gadgets can tolerate a single photon loss and an arbitrary ancilla fault, while only relying

on dispersive coupling between bosonic modes and ancillae [131, 75, 7] and beam-splitter

(BS) coupling between bosonic modes [132, 133]. Importantly, these coupling mechanisms

have been experimentally demonstrated with strong coupling strengths. Each level-1 logical

qubit, encoded in a four-legged cat code, utilizes only a single bosonic mode and a three-level

ancilla, featuring the hardware efficiency of bosonic QEC. We numerically demonstrate the

second-order error suppression for the level-1 gadgets. Moreover, we show that using a tele-

portation gadget that pumps energy into the system and suppresses phase-rotation errors,

a robust cat-encoding memory is feasible even in the presence of finite χ mismatches in the

circuit quantum electrodynamics (cQED) platform with current experimental parameters [7].

Compared to former constructions involving only bosonic modes [59], our constructed oper-

ations can be more practical by leveraging the strong interaction between the bosonic modes

and the qudit ancillae in e.g., the cQED platform. See Sec. 2.3.6 for more details.

Finally in Sec. 2.3.5, we present a practical and hardware-efficient architecture for fault-

tolerant quantum computing by concatenating the four-legged cat qubits with an outer qubit

code. While we primarily focus on the four-legged cat code throughout this work, we discuss

in Sec. 2.3.6 that the fault-tolerant schemes developed herein can be readily adapted to other

rotation-symmetric bosonic codes [59].

2.3.1 Hybrid system of bosonic data modes and descrete-variable ancillae

We first introduce some notations. We denote [k] := {1, 2, · · · , k} as the set of integers from

1 to k. We denote
[∫

th
dth

]
h∈[k]

:=
∫
tk
dtk
∫
tk−1

dtk−1 · · ·
∫
t1
dt1 as the multiple integral over
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variables in {th}h∈[k], and similarly
[∑

ah

]
h∈[k]

:=
∑

ak

∑
ak−1
· · ·
∑

a1
as the sum over

variables in {ah}h∈[k]. We denote A ∝ B if there exists some c ∈ C such that A = cB. We

denote T as the time ordering operator.

Bosonic code, four-legged cat

Single-mode bosonic error-correcting codes encode logical information into a subspace of

the infinite-dimensional Hilbert space of an oscillator. Among them, the four-legged cat

code [60, 130, 38] encodes a single logical qubit and has codewords

|µL⟩ = cµ [|α⟩+ |−α⟩+ (−1)µ(|iα⟩+ |−iα⟩)] , (2.51)

where µ = 0/1, |γ⟩ denotes a coherent state with an amplitude γ ∈ C, and

cµ = 1/(2
√

2 exp
(
−|α|2

)
(cosh |α|2 + (−1)µ cos |α|2))

are normalization constants. Given any quantum code encoding a single logical qubit, we

denote Pc := |0L⟩ ⟨0L| + |1L⟩ ⟨1L| as the projection onto the codespace, and X̄c, Ȳc, Z̄c the

logical X-, Y -, Z-Pauli operators respectively.

The capability of an error-correcting code to correct a given set of errors E is given by the

Knill-Laflamme (KL) condition [104]: PcE
†
iEjPc ∝ Pc for any Ei, Ej ∈ E. More specifically,

we can evaluate the 2× 2 QEC matrix ϵcjk for any pair of errors Ej , Ek [38]:

PcE
†
jEkPc = ϵcjk, (2.52)

where ϵcjk can be parametrized as ϵcjk = ccjkPc+x
c
jkX̄c+y

c
jkȲc+z

c
jkZ̄c, where ccjk, x

c
jk, y

c
jk, z

c
jk ∈

C. The KL condition is satisfied if xcjk = ycjk = zcjk = 0 for any j and k.

Consider the four-legged code and an error set containing a single-photon loss E = {I, a},
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where a denotes the annihilation operator. First, we have PcaPc = 0, indicating that a

single-photon loss is perfectly detectable. Second,

Pca
†aPc = n̄Pc +

δn

2
Z̄c, (2.53)

where n̄ := (⟨0L| a†a |0L⟩ + ⟨1L| a†a |1L⟩)/2 denotes the mean photon number and δn :=

⟨0L| a†a |0L⟩ − ⟨1L| a†a |1L⟩ denotes the photon number difference between the two code-

words. For an arbitrary α, δn ̸= 0, indicating the a single photon loss is not perfectly

correctable. However, δn = O(e−2α
2
) as α ≫ 1 and a single-photon loss is approximately

correctable for large α. Furthermore, δn = 0 is exactly satisfied at a discrete set of finite

α [8], which we refer to as sweet spots. Similarly, one can show that for a continuous set of

phase-rotation errors R = {eiθa†a}θ∈[−θm,θm], the KL condition is approximately satisfied

for large α if θm < π/4 [59]. First, Pce−iθ1a
†aeiθ2a

†aPc = c12Pc + z12Z̄c for any θ1, θ2 ∈ R

since ei(θ2−θ1)a
†a preserves the photon number. Next,

z12 =
(
⟨+L| ei(θ2−θ1)a

†a |−L⟩+ ⟨−L| ei(θ2−θ1)a
†a |+L⟩

)
/2

≈
(
⟨iα|αei(θ2−θ1)⟩+ ⟨−iα|αei(θ2−θ1)⟩

)
/2 + h.c.,

(2.54)

where the the approximation utilizes that |+L⟩ ≈ (|α⟩ + |−α⟩)/
√
2 and |−L⟩ ≈ (|iα⟩ +

|−iα⟩)/
√
2 for large α. Obviously, z12 → 0 as α≫ 1 as long as |θ2− θ1| ≠ π/2, which holds

if θm < π/4.

To conclude, the four-legged cat code can approximately correct a single photon loss and

a continuous set of phase rotations with amplitude smaller than π/4 (for large α). In fact,

cat codes serve as numerically optimized codes for certain regimes of a bosonic channel with

both loss and dephasing errors [56].
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Open quantum system and Markovian quantum evolution

A noisy Markovian evolution of a quantum system is described by a Lindblad master equa-

tion:
dρ

dt
= L(t)ρ = −i[H(t), ρ] + (

∑
j

D[√γjJj ])ρ, (2.55)

where H(t) is the system Hamiltonian and D[O] = O • O† − 1
2{O

†O, •} is a Lindblad

superoperator associated with a jump operator O, and γj is the jump rate for the error Jj .

DenoteHeff(t) := H(t)− i
2

∑
j γjJ

†
jJj as the effective Hamiltonian, and S :=

∑
j γjJj•J

†
j

as the superoperator describing quantum jumps. The Lindbladian L(t) can be rewritten as

L(t) = −i[Heff(t), •] + S. Then, the joint quantum channel, given by the time integral of

Eq. (2.55), admits a Dyson expansion with respect to S [6]:

ρ(t) = G(t, 0)ρ(0) =
∞∑
q=0

Gq(t, 0)ρ(0), (2.56)

where G0(t, 0) = W(t, 0) := W (t, 0) •W †(t, 0), with W (t, 0) := T exp
[
−i
∫ t
0 Heff

(
t′
)
dt′
]
,

describes evolution without any quantum jumps, and

Gq(t) =
[∫ t

th=0
dth

]
h∈[q]

T
(
W(t, tq)S · · · SW(t2, t1)SW(t1, 0)

)
, (2.57)

where Gq (q ≥ 1) describes the evoluation with q quantum jumps. We refer to such an

expansion as the jump expansion and and G[n] :=
∑n

q=0 Gq as the n-th order truncation of

G under the jump expansion.

For quantum error correction, we care about the expansion of the channel G in terms of

the small noise parameter p := γit given an evolution time t (here, we have assumed equal

noise rates for simplicity):

G(t, 0) =
∑
q′
pq

′
G′q′(t, 0). (2.58)
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Such an expansion can be obtained by Dyson expanding G with respect to the full Lindblad

superoperators of the noise (
∑

j D[
√
γjJj ]) in Eq. (2.55), instead of their quantum-jump

components S. We refer to such an expansion of G as its noise expansion, and G′[n] :=∑n
q′=0 G

′
q as the n-th order truncation of G under the noise expansion.

Observe that G[n] = G′[n] + O(pn+1), i.e. the n-th order truncation of a channel G in

terms of its jump expansion or its noise expansion is equivalent up to n-order of p. Since G[n]

is easier to evaluate for the purpose of this work, we will mostly consider the jump expansion

of channels. A nice property of a channel’s jump expansion is that it is automatically in a

Kraus form:

G(t, 0) =
∑
q=0

[∫ t

th=0
dth

]
h∈[q]

 N∑
jh=1


h∈[q]

Gq({th}, {jh}) •G
†
q({th}, {jh}), (2.59)

where

Gq({th}, {jh}) := TW (T, tq)Ejq · · ·Ej2W (t2, t1)Ej1W (t, 0). (2.60)

One can, therefore, view Gq({th}, {jh}) as a Kraus operator of the channel with discrete

indices q, {jh} and continuous indices {th}.

Ancilla-assisted bosonic operations

As shown in Fig. 2.8(a), we consider gadgets for some bosonic code consisting of a sequence

of ancilla-assisted operations (AAOs). For each AAO, a dA ≥ 2 ancilla A is initialized in

some initial state |i⟩A, interacts with the bosonic mode C for some time T , and is finally

measured in some basis BA. We consider continuous Markovian interactions between A and

C, which is described by the Lindblad master equation in Eq. (2.55) with a Hamiltonian

HAC(t) that acts on the joint system, a set of bosonic jump operators {√κiFi}, and a set

of ancilla jump operators {√γjJj}. We allow adaptively choosing the later AAOs using the

earlier ancilla measurement outcomes. Note that a direct operation on the bosonic mode
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AAO

GPI
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(b)

(a)

AAO

Level-1 gagdet

Figure 2.8: (a) Illustration of a level-1 bosonic gadget consisting of a sequence of ancilla-
assisted operations. For each AAO, the ancilla is initialized to some state |i⟩ and measured
in some basis BA. The later AAOs can be performed adaptively using the earlier ancilla
measurement outcomes. (b) Illustration of the AAO, GPI and PI operations. As a special
case of AAO, the GPI operations with bosonic QEC can handle bosonic errors induced by
relevant ancilla faults. The previous PI operations [6] can be regarded as a special GPI
without bosonic QEC, which are designed to avoid any introduction of bosonic errors due
to relevant ancilla faults.

can be viewed as a trivial AAO with the ancilla being initialized in some state |i⟩, idling for

the evolution time, and measured in |i⟩ without any errors.

Such an AAOs-composed bosonic gadget forms a channel N on the bosonic mode, which

can be decomposed as N = Nn ◦ N0, where N0 is the target bosonic operation and Nn =∑
kNk • N

†
k is a data noise channel represented by a set of noise Kraus operators {Nk}.

Fault tolerance essentially concerns the relation between the physical channels {G} and the

resultant bosonic channel N . More specifically, we need to study how the noise in G, which

we refer to as faults, propagates to the data errors {Nk} in Nn. We will need to quantify the

size of the faults and the data errors and design AAOs such that small faults only propagate

to small data errors. We refer to a physical channel G that contains no more than t faults

as its n-th order truncation G[n]. To quantify the size of the data bosonic errors, we need

to specify a bosonic error-correcting code and an error basis. In this work, we will primarily

focus on the cat codes [60, 130, 45] and a basis we termed loss-dephasing basis, which is
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closely related to photon loss and bosonic dephasing errors.

Noise channel

Typical bosonic errors include excitation loss (a), heating (a†), and bosonic dephasing

(a†a). For such errors, a natural basis to use is {e−iθa†aak, a†k′eiθ′a†a}k,k′∈N;θ,θ′∈(−π,π],

which is a complete basis for all single-mode bosonic operators. Neglecting heating errors

a†, which are typically small [7, 127], the relevant errors are then spanned by {Ek(θ) :=

e−iθa
†aak}k∈N ,θ∈(−π,π], which we refer to as the loss-dephasing basis.

A four-legged cat code can only correct errors Ek(θ) with small k and |θ| (see Sec. 2.3.1).

This motivates us to quantify the size of Ek(θ) as |Ek(θ)|w := (k, |θ|) ∈ N × [0, π]. We

compare the size of two errors by introducing a partial order with respect to the proper

cone R2
+ := [0,∞) × [0,∞), i.e. |Ek′(θ

′)|w ≥ |Ek(θ)|w ↔ (k′ − k, |θ′| − |θ|) ∈ R2
+. We

say that a bosonic noise channel Nn contains at most (k, θ) errors if all its Kraus operators

have size at most (k, θ), and a state
∣∣ϕ′〉 is at most (k, θ) far from a target state |ϕ⟩ if there

exists a Nn containing at most (k, θ) errors such that
∣∣ϕ′〉 is in the support of Nn(|ϕ⟩ ⟨ϕ|).

With this quantification of error sizes, for α ≫ 1, the four-legged cat can correct errors

|Ek(θ)|w ≤ (1, π/4) [38]. Fig. 2.9(a) illustrates the 2-dimensional error space indicated by

the number of photon loss and dephasing angle.

2.3.2 Fault tolerance of the hybrid system

In this section, we formalize a fault-tolerance framework for the hybrid system with bosonic

modes and discrete-variable ancillae in the context of concatenated codes [26]. Since the

single-mode cat code alone cannot arbitrarily suppress logical errors, one needs to concate-

nate it with an outer qubit code for fault-tolerant quantum computing. That is, we will

have three levels of gadgets. The level-0 gadgets are the physical operations; The level-1

gadgets are encoded in the cat code and the level-2 gadgets are encoded in the outer qubit
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Figure 2.9: Illustration of bosonic error decomposition and the error propagation function
f(m). (a) The bosonic loss-dephasing error can be expanded by the basis Ek(θ). By defining
a partial order of the size Ek(θ), the bosonic error Ek(θ) with at most (k, θm) error can be
illustrated as the green region in the plot. Here k = 2. (b) Suppose m faults occur during
the gate implementation. To capture the propagation of faults to the final bosonic error, we
introduce a function f(m) = (m,mθ0 mod π) as a upper bound of the induced final loss and
dephasing errors.

code. A quantum circuit is fault-tolerantly executed using level-2 gadgets, and each level-2

gadget is executed using a level-1 circuit with multiple level-1 gadgets. In order for each

level-2 gadget (or equivalent, a level-1 circuit) to be executed with a failure rate O(pt+1),

which suppresses the physical error rate p to certain order t + 1, the level-1 gadgets suffice

to satisfy the following properties:

First, there exists a function f : N→ N× [0, π] that satisfies:

1. f(m1) ≤ f(m2)↔ m1 ≤ m2 if m1,m2 ≤ t.

2. f(m1 +m2) = f(m1) + f(m2) if m1 +m2 ≤ t.

Roughly speaking, f(m) constraints the maximal size of data errors that a faults during a

protocol can propagate to. For instance, for a bosonic code that can correct phase rotations

smaller than θmax, we will choose f(m) = (m,mθ0 mod π) for some θ0 ∈ [0, θmax/t], which

constraints that m faults can propagate to at most m photon losses and phase rotations of

size at most mθ0. We illustrate such an error propagation constrained by f in Fig. 2.9(b).

Given f and t, we then define t-FT fault-tolerant gadgets, including gate, error correction,

state preparation, and measurement, for the hybrid system by generalizing the definitions in

Ref. [26] for qubits. We remark that, the following FT definitions are related to the choice
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of the function f .

Definition 1 (t-FT gate). A gate is t-FT if it satisfies: For an input codeword that has an

error of size (k, θ), if at most m faults occur during the gate with (k, θ) + f(m) ≤ f(t), the

output state is at most (k, θ) + f(m) far from the codespace; Furthermore, ideally decoding

the output state gives the same codeword as first ideally decoding the input state and then

applying the ideal gate.

Note that this condition for the gate corresponds to the combination of Property 2 and

Property 3 of Ref. [26].

Definition 2 (t-FT QEC). A QEC gadget is t-FT if it satisfies:

1. For an input codeword with an error of size (k, θ), if at most m faults occur during

the protocol with (k, θ) + f(m) ≤ f(t), ideally decoding the output state gives the same

codeword as ideally decoding the input state.

2. For at most m faults during the protocol with f(m) ≤ f(t), no matter the size of the

error on the input state, the output state is at most f(m)-far from the code space.

Note that conditions (i) and (ii) correspond to Properties 1 and 0 of Ref. [26], respectively.

State preparation and measurement are special cases of FT gates:

Definition 3 (t-FT state preparation). A state-preparation gadget is 1-FT if it satisfies: If

at most m ≤ t faults occur during the protocol, the output state is at most f(m)-far from the

target state; Furthermore, ideally decoding the output state gives the ideal target state.

Definition 4 (t-FT measurement). A measurement gadget is t-FT if it satisfies: For an

input codeword that has an error of size (k, θ), if at most m faults occur during the gate with

(k, θ) + f(m) ≤ f(t), the measurement is equivalent to applying the ideal measurement to

the input codeword.
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Figure 2.10: Reduction of a FT level-1 circuit to the ideal circuit.
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Figure 2.11: Reduction of the extended rectangular to an ideal gadget.
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Based on the definition of the t-FT gadgets, we have the following proposition.

Proposition 5. Using t-FT level-1 gadgets, any level-1 circuit has a failure rate O(pt+1),

where p ∈ [0, 1) is the physical error rate, i.e., the probability that one fault happens in the

gadget.

Proof. We follow the extended-rectangle formalism in Ref. [26]. Without loss of generality,

we consider an ideal quantum circuit in Fig. 2.10(e). Here we take the single-qubit level-1

circuit as an example. In practice, we realize this circuit using the noisy t-FT level-1 gadgets

shown in Fig. 2.10(a). To analyze the fault-tolerance property of this circuit, we draw several

dashed boxes to cover the whole circuit. The dashed boxes are called extended rectangles

exRec. For a quantum gate, an extended rectangle exRec (a dashed box in Fig. 2.10(a)) is a

composition of a front EC gadget, a gate and a rear EC gadget, i.e. exRec = EC ◦Ga ◦EC.

We say that any operation Op is t-good if it contains no more than t faults. In what

follows, we show that if all the dashed boxes in Fig. 2.10(a) are t-good, we can reduce the

noisy circuit to the ideal circuit following the stream in Fig. 2.10. To this end, we introduce

the ideal decoder ID (the blue triangles in Fig. 2.10 and 2.11), which performs an ideal

recovery given a bosonic code. We also introduce a (k, θ)-filter [(k, θ)]F (the orange thin

rectangles in Fig. 2.11) which performs a projection onto the space spanned by all states

that can be obtained by acting on a codeword with an error no larger than (k, θ).

First of all, we notice that if the last box in Fig. 2.10(a) is t-good, then based on the defi-

nition of t-FT QEC and measurement, we can equivalently convert the circuit in Fig. 2.10(a)

to (b).

Then, we follow the procedures in Fig. 2.11 to reduce the extended gadgets of quantum

gates to the ideal gadgets: Denote the faults that occur in the front EC gadget, the gate

gadget and the rear EC gadget to be s, r, s′, respectively. Since the dashed box is t-good,

we have s + r + s′ ≤ t. Fig. 2.11(a) and (b) are equivalent due to the second requirement

of FT QEC in Def. 2; (b) and (c) are equivalent due to the first requirement of the FT gate
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in Def. 1; (c) and (d) are equivalent due to the first requirement of FT QEC in Def. 2; (d)

and (e) are equivalent due to the second requirement of the FT gate in Def. 1. Then we can

transform the circuit from Fig. 2.10(b) to (d) using the reduction in Fig. 2.11.

Finally, we use the property of FT state preparation to reduce Fig. 2.10(d) to (e). The

argument is similar to the ones for the extended gadgets of quantum gates in Fig. 2.11.

We assume that errors represented by quantum jumps occur independently in the level-

1 gadgets. Consider a level-1 circuit composed of many t-FT level-1 gadgets that can be

grouped into extended rectangles (see e.g., Fig. 2.10(a)). If there are at most t quantum

errors in each extended rectangle, we can convert it to an ideal gadget. In that case, only

when more than t errors occur in the same extended rectangles at the same time can one

logical error happen, which owns a probability of O(pt+1).

In the following, we focus on constructing FT level-1 bosonic gadgets that satisfy the

above definitions by integrating bosonic quantum error correction and quantum controls.

More specifically, given a bosonic code C that can correct loss and phase-rotation errors, e.g.

the cat code, we try to design error-corrected C-encoded gadgets by carefully engineering the

Hamiltonian of their composing AAOs so that physical faults propagate controllably to data

errors. An analogous example in the context of qubit fault-tolerance is the use of transversal

gates [134], which guarantees that a single circuit fault only propagates to a single data error

per code block. However, this quantum control task is more sophisticated when involving

bosonic modes as we need to consider complicated continuous evolution in a larger Hilbert

space.

In order for a level-1 gadget to be FT, it has to tolerate both bosonic faults and ancilla

faults. Tolerance against bosonic faults can be achieved relatively easily by using the error-

transparency control [135], or more generally, the error-closure control [136]. Tolerance

against ancilla errors is usually harder to achieve since some DV ancilla errors tend to

propagate uncontrollably and a small ancilla fault could lead to a catastrophic error in
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the bosonic mode. Fortunately, path-independent control [6, 137, 7] has been proposed for

controlling the ancilla faults propagation to the bosonic mode. However, the previously

defined PI condition [6] is more stringent than what is required by fault tolerance. Thus

in the next section, we will generalize the PI control, relax its requirement, and rigorously

connect its generalized version to fault-tolerance analyzed in this section.

2.3.3 Generalized path-independent operations

We first review the PI control proposed in Ref. [6]. Again, we consider a Markovian interac-

tion between a bosonic mode C and a d ≥ 2-level ancilla A described by Eq. (2.55)todo: re,

where only the ancilla noises are considered, i.e.

dρ

dt
= −i[HAC(t), ρ] +

∑
j

D[√γjJj ]ρ (2.61)

where Jj are some jump operators acting only on the ancillary system. The ancilla is ini-

tialized in some initial state |i⟩A, and measured in a certain basis {|r⟩A} after an interaction

time T . Let G(T ) denote the joint channel generated by the Lindblad master equation in

Eq. (2.61) for a time T . With a slight abuse of notation, we may neglect the subscripts A

or C labeling the ancilla or the bosonic mode for states or operators without ambiguity. We

denote ⟨⟨r|G|i⟩⟩ := ⟨r| G(|i⟩ ⟨i| ⊗ •) |r⟩ as the (unnormalized) channel on the bosonic mode

conditioned on the initial and final ancilla state |i⟩ and |r⟩ [137]. A PI gate is defined as

follows.

Definition 6 (PI gate). An ancilla-assisted gate G(T ) is PI in an ancilla basis BA with an

ancilla initial state |i⟩ if for any |r⟩ ∈ BA,

⟨⟨r|G(T )|i⟩⟩ ∝ Uri • U
†
ri, (2.62)

where Uri is some r-dependent unitary on the bosonic mode.
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The PI condition in Eq. (2.62) implies that each conditional channel does not contain

any errors (it is a unitary channel without information loss) propagated from the ancilla,

although the unconditional channel might. In other words, no information is lost to the

environment by performing such a noisy operation if the ancilla measurement outcome is

accessible. See Fig. 2.12 for an illustration of such a PI gate.

Note that the PI condition in Eq. (2.62) is for the joint channel, which could be hard

to evaluate directly. As such, Ref. [137] provided an easy-to-evaluate algebraic condition for

the Hamiltonian HAC(t) and the jump operators {Jj} in order for G to satisfy Eq. (2.62),

which we present in Appendix A of Ref. [138].

The PI definition in Def. 6 considers an infinite number of ancilla-faults since it examines

the full G(T ). In practice, when the ancilla noises are small, by correcting only a finite

number of ancillary faults, we can suppress the real logical error rates to a higher order. As

such, we define the following finite-order PI gate that only concerns a finite truncation of

G(T ):

Definition 7 (Finite-order PI gate). An ancilla-assisted gate is n-PI in an ancilla basis BA

with an ancilla initial state |i⟩ if for any |r⟩ ∈ BA and any k ≤ n,

⟨⟨r|G[k](T )|i⟩⟩ ∝ Uri • U
†
ri, (2.63)

where Uri is some r-dependent unitary on the bosonic mode.

In Appendix A of Ref. [138], we present an algebraic condition for the Hamiltonian and

jump operators in order for G to satisfy Eq. (2.63).

The PI condition, even with a finite order, is demanding since it requires the conditional

channels to be exactly unitary channels and thus allows no error propagation at all. However,

observe that if the bosonic mode is protected by some bosonic codes, fault-tolerance can still

be achieved even if we allow error propagations, as long as the propagated errors are small
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Figure 2.12: Illustration of a PI gate. Given an ancilla initial state |i⟩ and a measurement
basis BA, the bosonic mode undergoes a r-dependent unitary Uri for any ancilla measurement
outcome |r⟩ ∈ BA, independent of the different system paths (see e.g. the green and orange
curves, where an ancilla relaxation happens for the green curve).

and correctable. Based on this observation, we generalize the PI control and present a less

stringent condition that, nevertheless, still complies with the idea of fault-tolerance:

Definition 8 (GPI operation). Given a single-mode bosonic code with a codespace projection

Pc, we say that an ancilla-assisted operation is n-th order generalized path-independent (GPI)

in an ancilla basis BA with an initial ancilla state |i⟩ if for any |r⟩ ∈ BA and k ≤ n,

⟨⟨r|G[k](T )|i⟩⟩ ∝ (
∑
s

Ks
ri •K

s†
ri ), (2.64)

where {Ks
ri}s satisfies the KL condition, i.e. PcK

s†
riK

s′
riPc ∝ Pc for any Ks

ri, K
s′
ri ∈ {K

s
ri}s.

Note that any conditional channel ⟨⟨r|G[k](T )|i⟩⟩ can be written in the form of Eq. (2.64),

with a set of (r, i)-dependent Kraus operators {Ks
ri}s. The condition that {Ks

ri}s satisfies the

KL condition implies that the conditional channel ⟨⟨r|G[k](T )|i⟩⟩ contains only correctable

errors.

The GPI condition generalizes from the PI condition in Def. 7 from the following two

aspects. First, the GPI condition considers any operation (any CPTP map) to the bosonic

mode as a target, while the PI condition only considers unitary gates. Second, the GPI

condition allows finite propagation of ancilla faults to the bosonic mode for each conditional

channel, as long as the propagated errors are correctable by the bosonic code. See Fig. 2.8(b)
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for an illustration of the relation between ancilla-assisted operations, GPI operations and PI

operations.

In Appendix A of Ref. [138], we present an algebraic condition for GPI operations again

by only examining the Hamiltonian and jump operators. Note that we directly present the

GPI condition in the finite-order form, which is of practical relevance.

GPI examples

Here, we provide two examples of GPI operations for the four-legged cat code.

GPI SNAP gate with a three-level χ-mismatched ancilla

As an example, we consider the photon-number selective phase (SNAP) gate [131] in circuit-

QED systems. In the rotating frame, a three-level ancilla with levels {|g⟩ , |e⟩ , |f⟩} is dis-

persively coupled to a bosonic mode via the Hamiltonian

H0 = −(χf |f⟩ ⟨f |+ χe |e⟩ ⟨e|)⊗ a†a, (2.65)

and the ancilla is frequency-selectively driven between |g⟩ and |f⟩ states:

Hc(t) = Ω
N∑
n=0

e−i(nχf t−ϕn) |f⟩ ⟨g|+ h.c., (2.66)

where ϕ⃗ := (ϕ0, ϕ1, · · · , ϕN ) is some phase vector that we can choose. We consider ancilla

jump operators {J1 =
√
γ |e⟩ ⟨f | , J2 =

√
γ |g⟩ ⟨e| , J3 =

√
γ
∑

s∈{e,f}∆s |s⟩ ⟨s|}, where J1

describes the ancilla decays from |f⟩ to |e⟩, J2 the ancilla decay from |e⟩ to |g⟩, and J3 an

ancilla dephasing with arbitrary phases ∆e,∆f ∈ C. We will use this error model throughout

the paper whenever using a three-level ancilla.

In the interaction picture associated with H0, the system Hamiltonian reads

H̃ = Ω
[
|f⟩⟨g| ⊗ S(ϕ⃗) + h.c.

]
, (2.67)
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where S(ϕ⃗) :=
∑N

n=1 e
iϕn |n⟩ ⟨n| applies a number dependent phase shift ϕ⃗ to the bosonic

mode. Note that we have performed the rotating wave approximation by assuming Ω≪ χf .

Denote ∆χ := χf −χe as the χ mismatch. The ancilla jump operators transform to J̃1(t) =
√
γ|e⟩⟨f | ⊗ e−i∆χta†a, J̃2(t) =

√
γ|g⟩⟨e| ⊗ e−iχeta

†a, and J̃3 = J3.

We initialize the ancilla in |g⟩ and let the system evolve for a time T = π/2Ω, and

measure the ancilla in the {|g⟩ , |e⟩ , |f⟩} basis. In the absence of errors, the ancilla will end

up in |f⟩ while the central system undergoes the target number-dependent phase shifts S(ϕ⃗),

i.e. ⟨f |e−iH̃cT |g⟩ = S(ϕ⃗). With ancilla errors, we can explicitly write down the truncated

conditional channels (in the interaction picture) up to the first order:

⟨⟨g|G̃[1](T )|g⟩⟩ ∝ I,

⟨⟨f |G̃[1](T )|g⟩⟩ ∝ S(ϕ⃗) • S†(ϕ⃗),

⟨⟨e|G̃[1](T )|g⟩⟩ ∝
∫ T

t=0
dt e−i∆χta†aS(ϕ⃗) • S†(ϕ⃗)ei∆χta†a,

(2.68)

If there is no χ-mismatch, i.e. ∆χ = 0, this gate is strictly a 1-PI gate (see Eq. (2.63)); If

there is a finite χ-mismatch, the gate is no longer PI. Nevertheless, for a bosonic code that

can correct phase rotations in the range [−θm/2, θm/2] (e.g. θm = π/2 for the four-legged

cat), the gate is still a 1-GPI gate if ∆χT ≤ θm (see Eq. (2.64)).

In Appendix A of Ref. [138], we show that one can verify the GPI property of this SNAP

gate more easily without calculating the conditional channels by checking a set of algebraic

conditions for the Hamiltonian and jump operators. Also, in Appendix C of Ref. [138], we

present another GPI SNAP scheme using a qutrit and an extra flag qubit, which can tolerate

even larger χ-mismatch ∆χT .

GPI parity measurement with a three-level χ-mismatched ancilla

As another example of GPI operations, we consider the parity measurement for correcting

photon loss errors [75] using a three-level χ-mismatched ancilla.

The system Hamiltonian (in the rotating frame) is H0 = −(χe|e⟩⟨e| + χf |f⟩⟨f |) ⊗ a†a
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(without ancilla drives). We denote |±⟩ as (|g⟩ ± |f⟩)/
√
2. The ancilla is initialized in |+⟩

and measured in the basis {|+⟩ , |−⟩ , |e⟩}.

In the absence of ancilla errors, the operation performs a projection onto the even (odd)

subspace of the bosonic mode conditioned on the ancilla measured in |+⟩ (|−⟩):

⟨⟨+|G[0]|+⟩⟩ = P+ • P+,

⟨⟨−|G[0]|+⟩⟩ = P− • P−,
(2.69)

where P± := (I±e−iπa†a)/2 is the projection on the even/odd parity subspace of the bosonic

mode.

In the presence of ancilla errors {J1 =
√
γ |e⟩ ⟨f |, J2 =

√
γ |g⟩ ⟨e|, J3 =

√
γ
∑

s∈{e,f}∆s |s⟩ ⟨s|},

we move to the interaction picture associated withH0. Now, the system Hamiltonian is 0 and

the ancilla jump operators read J̃1(t) =
√
γ|e⟩⟨f | ⊗ e−i∆χta†a, J̃2(t) =

√
γ|g⟩⟨e| ⊗ e−iχeta

†a,

and J̃3 = J3 =
√
γ
∑

s∈{e,f}∆s |s⟩ ⟨s|}, same to those in the previous SNAP example. Here,

without loss of generality, we set ∆f = −1.

We can calculate the noise expansion of the joint channel up to the first order (see

Eq. (2.59)):

G̃[1](T ) = W (T, 0) •W †(T, 0) + γ

∫ T

t=0
G1(t, 1) •G

†
1(t, 1) + γ

∫ T

t=0
G1(t, 3) •G

†
1(t, 3), (2.70)

whereW (t2, t1) := exp [−iHeff(t2 − t1)] withHeff := − i
2

∑3
j=1 J̃

†
j J̃j = −

i
2γ[(1+|∆e|2) |e⟩ ⟨e|+

2 |f⟩ ⟨f |], and G1(t, j) := W (T, t)J̃j(t)W (t, 0). Note that we have dropped the term associ-

ated with the first-order quantum jump with J̃2, which is zero when the ancilla starts from

|+⟩. Going back to the lab frame, the truncated channel is G[1](T ) = G̃[1](T )◦[U0(T )•U
†
0(T )],
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where U0(T ) := e−iH0T . Then we can calculate the truncated conditional channels:

⟨⟨+|G[1]|+⟩⟩ = [(1− p

2
)P+ +

p

2
P−] • [(1−

p

2
)P+ +

p

2
P−] + pP− • P− +O(p2)

⟨⟨−|G[1]|+⟩⟩ = [(1− p

2
)P− +

p

2
P+] • [(1−

p

2
)P− +

p

2
P+] + pP+ • P+ +O(p2)

⟨⟨e|G[1]|+⟩⟩ = p

2T

∫ T

t=0
dte−i(∆χt+π)a†a • ei(∆χt+π)a†a +O(p2),

(2.71)

where p := γT . For a four-legged cat with α ≫ 1, Eq. (2.71) satisfies the GPI condition as

long as ∆χT < π/2. Note that the first two terms in Eq. (2.71) imply that one might obtain

wrong parity measurement outcomes with a probability O(p) if the ancilla is measured in

|±⟩. Such effective measurement errors can be suppressed to the second order by repeating

the above parity measurement three times and performing majority voting, which will be

discussed in the next section when we rigorously consider fault tolerance.

Connection between GPI and fault-tolerance

Here, we establish the connection between GPI quantum control and the hybrid fault-

tolerance defined in Sec. 2.3.2. Let the bosonic mode be encoded in some bosonic code

with a code projection Pc.

Proposition 9. Each AAO contained in a t-FT level-1 gadget with an ancilla initial state

|i⟩ and an ancilla measurement basis BA has to be t-GPI with respect to |i⟩, BA, and the

code projection Pc.

Proof. Any t-FT gadget requires that if any m ≤ t faults occur during the protocol, the

output is guaranteed to be correct. However, if one AAO is not t-GPI, there exists an ancilla

measurement outcome r, conditioned on which the bosonic channel (see Eq. (2.64)) contains

non-correctable errors. As a result, the final output can no longer be guaranteed to be

correct.
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Conversely, we can combine pieces of t-GPI operations to get a t′ ≤ t-FT gadgets, as

shown in Fig. 2.8. In order to make t′ = t, there are extra requirements for the AAOs,

which are typically easier to satisfy than GPI. Instėad of making rigorous statements about

these requirements for generic gadgets, we will make case studies when constructing concrete

FT gadgets. Nevertheless, we comment on some high-level ideas used to design the extra

ingredients that can be combined with GPI to achieve fault tolerance here: (i) Operations

are error transparent/closure against bosonic errors (see Appendix B of Ref. [138]); (ii) The

propagation from ancilla faults to bosonic errors is linear; (iii) There exists at least one

ancilla state |r⟩ such that the ideal conditional bosonic channel ⟨⟨r|G[0]|i⟩⟩ gives the target

operation.

As the first example, we construct 1-FT Z-axis rotation Z(θ) for the four-legged cat using

the GPI SNAP gate presented in Sec. 2.3.3. To implement a Z(θ) gate, we choose a GPI

SNAP gate with ∆χT < π/2 and

S(θ⃗) = P0 + P3 + eiθ(P2 + P1), (2.72)

where Pj :=
∑

i=0 |4i+ j⟩ ⟨4i+ j|. We consider the same ancilla jump errors as those

presented in Sec. 2.3.3. In addition, we consider a single jump operator a representing a

single photon loss for the bosonic mode. Then we implement the 1-FT Z(θ) gate based

on Algorithm 1 below. The 3-level ancilla basis is denoted by |g⟩,|e⟩ and |f⟩ according to

Eq. (2.65).

Now, we verify that the above protocol satisfies the definition of a 1-FT gate in Def. 1.

Here, we choose f(m) = (m,m∆χT/2) with ∆χT/2 < π/4. Suppose the input error is of size

(k, θ0) and there are m faults during the protocol. There are two cases where (k, θ0)+f(m) ≤

f(1). First, m = 0 and (k, θ0) ≤ (1,∆χT/2). Obviously, the gate is error-transparent to the

phase rotation e−iθa
†a, i.e. it simply commutes through the gate and remains at the output,

since it commutes with the system Hamiltonian (see Eq. (2.65) and (2.66)). Moreover, as
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Algorithm 1: 1-FT Z(θ) gate
1 o← e. // o records the ancilla measurement outcome
2 while o ̸= f do
3 Prepare the anilla in the |g⟩ state, apply the GPI SNAP gate with S(θ⃗) in

Eq. (2.72) for a time T = π/2Ω, and measure the ancilla in the |g⟩, |e⟩, |f⟩ basis
with an outcome o ∈ {g, e, f}.

4 if o = e then
5 Apply a phase rotation ei∆χTa†a/2 to the bosonic mode.

we shown in Appendix B of Ref. [138], the gate is also error-transparent to a single photon

loss a when using the form of S(ϕ⃗) in Eq. (2.72). Therefore, the input (k ≤ 1, θ ≤ ∆χT/2)

error simply remains at the output and stays correctable. Second, m = 1 and (k, θ) = (0, 0).

In this case, either an ancilla dephasing, or an ancilla decay, or a single photon loss occurs

during the protocol. A single ancilla dephasing might cause the ancilla ending in |g⟩ instead

of |f⟩ but does not add any error to the bosonic mode; A single ancilla decay from |f⟩

to |e⟩ only causes a correctable phase rotation with an angle |δθ| ≤ ∆χT/2 < π/4 1; A

single-photon loss simply remains at the output and stays correctable.

As the second example, we construct a 1-FT QEC protocol for correcting a single-photon

loss. Note that we will present a full EC gadget correcting both photon loss and dephasing

errors in the next section. The protocol utilizes the 1-GPI parity measurement presented in

Sec. 2.3.3, with a χ mismatch ∆χT < π/2.

Now, we verify that the protocol in Alg. 2 satisfies the definition of a 1-FT QEC in Def. 2.

Similar to the previous Z(θ) gate example, we choose f(m) = (m,m∆χT/2). Assume there

is an input error of size (k, 0) and m faults occur during the protocol. Note that since we are

only correcting single photon losses for now, we assume the input has no dephasing errors.

To verify condition (i) in Def. 2, we consider either k = 1, m = 0 or k = 0, m = 1. In the

earlier case, the single photon loss can be perfectly corrected and the output has no error; in

1. An ancilla decay from |f⟩ to |e⟩ induces phase rotations in the range of [0,∆χT ] (see Eq. (2.68)). The
feedback rotation by −∆χT/2 then shifts the phase rotation window to [−∆χT/2,∆χT/2]
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Algorithm 2: 1-FT photon-loss correction
1 oi ← e for i ∈ {1, 2, 3}. // {oi}i∈[3] record three consecutive parity

measurement outcomes
2 for i← 1 to 3 do
3 while oi = e do
4 Prepare the anilla in the |+⟩ state, apply the dispersive coupling for a time

T = π/χf , and measure the ancilla in the = {|+⟩ , |−⟩ , |e⟩} basis with an
measurement outcome oi.

5 if oi = e then
6 Apply a phase rotation ei∆χTa†a/2 to the bosonic mode.

7 Apply a parity correction based on the majority voting over {oi}i∈[3].

the latter case, we consider either an ancilla dephasing, an ancilla decay, or a single photon

loss. An ancilla dephasing may flip a single parity measurement outcome but does not affect

the final majority voting; A single ancilla decay only causes a correctable phase rotation with

amplitude ≤ ∆χT/2 < π/4, which is a correctable error; A single photon loss during the

protocol either gets corrected or goes undetected but remains as a correctable single photon

loss at the output.

For condition (ii) in Definition 2, one simply observes that a single photon loss error at

the input can be detected and then corrected (although a logical error may happen when

combined with another photon loss during the protocol), while a single photon loss or an

ancilla decay can cause at most a f(1) = (1,∆χT/2) error that can go undetected and

remains at the output.

2.3.4 Fault-tolerant operations of four-legged cat code

In this section, we focus on the four-legged cat and construct universal 1-FT level-1 gadgets

that can correct a single-photon loss and any single ancilla fault, using GPI operations.
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The universal operation set we consider is

S = {EC, Z(θ), X(ϕ), XX(δ),P|+L⟩,MZ ,MX}, (2.73)

including error correction, Z-axis rotation, X-axis rotation, XX rotation (exp(−iδXX/2)),

state preparation in the X basis, measurement in the Z basis, and measurement in the X

basis.

One essential element for our construction is the GPI SNAP gate and GPI parity mea-

surement described in Sec. 2.3.3, respectively. Recall that both of these two operations

use a three-level ancilla, which is dispersive coupled to the bosonic mode via −(χe |e⟩ ⟨e| +

χf |f⟩ ⟨f |) ⊗ a†a, potentially with a χ mismatch ∆χ := χf − χe. Denote the gate time for

the SNAP gates as T and that for a parity measurement as TP . Typically T ≫ TP since

the driving strength Ω for the SNAP gate (see Eq. (2.66)) is much smaller than χf in order

for the rotating-wave-approximation to hold [7]. We choose f(m) = (m,m∆χT/2) with

∆χT/2 < π/8 2 for proving the fault-tolerance of the gadgets. Unless specially noted, all

the SNAP gates and parity measurement gadgets we use have a χ mismatch ∆χ.

Similar to the previous sections, we consider {a, |e⟩ ⟨f | , |g⟩ ⟨e| ,
∑

s∈{e,f}∆s |s⟩ ⟨s|} as the

errors, representing a single photon loss, an ancilla decay from |f⟩ to |e⟩, an ancilla decay

from |e⟩ to |g⟩, and an ancilla dephasing, respectively.

Z-axis rotation

A 1-FT Z-axis rotation with an arbitrary angle (θ) using GPI SNAP gate is presented in

Alg. 1 in the previous section. Note that a 1-FT logical gate using strictly PI SNAP gate

(with no χ mismatch) has been experimentally demonstrated for a small binomial bosonic

code [7]. Here, the main difference is that our protocol allows a finite χ mismatch.

2. Here, we choose ∆χT/2 < π/8 instead of π/4 so that the relative phase shift between two data bosonic
modes is smaller than π/4, which will be used to prove the fault tolerance of the two-qubit logical gate (XX
rotation)
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X-axis rotation

In the large α limit, a X-axis rotation is given by

X(ϕ) ≈ eiϕ
∣∣C+

α

〉 〈
C+
α

∣∣+ ∣∣C+
iα

〉 〈
C+
iα

∣∣ , (2.74)

where
∣∣∣C±β 〉 := c±β (|β⟩±|−β⟩), with c±β being normalization constants. We implement X(ϕ)

by adding a phase ϕ to the subspace spanned by the two coherent states |α⟩ and |−α⟩. As

illustrated in Fig. 2.13(a), we first displace the cavity by α and apply a phase shift to the

vacuum S(ϕ⃗) = eiϕ |0⟩ ⟨0|+I−|0⟩ ⟨0| using the SNAP gate (see Sec. 2.3.3). Then we displace

the cavity by −2α and apply another S. Finally, we displace the cavity by α back to the

codespace. The joint operation is:

UX = D(α)S(ϕ⃗)D(−2α)S(ϕ⃗)D(α)

= [D(α)S(ϕ⃗)D(α)†][D(−α)S(ϕ⃗)D(α)†]

≈ eiθP±α + I − P±α,

(2.75)

where P±α := |α⟩ ⟨α|+ |−α⟩ ⟨−α| =
∣∣C+

α

〉 〈
C+
α

∣∣+ ∣∣C−α 〉 〈C−α ∣∣.
We now show that this gate is 1-FT if the χ-mismatch during the SNAP gates is zero.

Assume there is a (k, δθ) input error andm faults occur during the gate. Again, for 1-FT gate

(see Def. 1), we only need to consider either (k = 0, δθ = 0), m = 1, or (k ≤ 1, δθ ≤ ∆χT/2),

m = 0.

First, we consider a single fault occurring during UX . A single-photon loss simply com-

mutes through the entire gate since the two SNAP gates S are error-transparent (see Ap-

pendix B of Ref. [138]) and D(α) commutes with a up to a constant. A single-ancilla decay

or dephasing during the S gate does not cause any error to the bosonic mode when assuming

perfect χ matching. Therefore, a single fault during the gate causes at most a (1, 0) < f(1)-

error at the output, which is correctable.
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Second, we consider a (k ≤ 1, δθ ≤ ∆χT/2) input error eiδθa
†aak. We first notice that

UXe
iδθa†aakPc ∝ akUXe

iδθa†aPc since UX is error-transparent for ak (see Eq. (2.75)). Here,

Pc := |+L⟩ ⟨+L|+ |−L⟩ ⟨−L| ≈
∣∣C+

α

〉 〈
C+
α

∣∣+∣∣C+
iα

〉 〈
C+
iα

∣∣ is the projector onto the code space

of the four-legged cat. Then we only need to make sure that UX is also error-transparent to

dephasing eiδθa
†a. Let E := UXe

iδθa†aU
†
X be the effective error that eiδθa

†a propagates to

after the gate. E satisfies

EPc = eiδθa
†aPc+(1− e−iϕ)(P±α− I)eiδθa

†a ∣∣C+
α

〉 〈
C+
α

∣∣+(eiϕ− 1)P±αeiδθa
†a ∣∣C+

iα

〉 〈
C+
iα

∣∣ ,
(2.76)

where we can see that UX is not error-transparent against the dephasing due to the last

two terms of Eq. (2.76). Fortunately, we can make it approximately error-transparent by

modifying the SNAP gate:

S(ϕ⃗)→ eiϕ(P[s]) + I − P[s], (2.77)

where P[s] :=
∑s

i=0 |i⟩ ⟨i| is the projection onto the s-neighborhood of vacuum. Then the

gate unitary becomes UX → eiϕP±α,s + I − P±α,s, where P±α,s := D(α)P[s]D
†(α) +

D(−α)P[s]D†(−α) is the projection onto a neighborhood of |α⟩ and |−α⟩. Now, the ef-

fective error for the dephasing error becomes

EPc = eiδθa
†aPc+(1−e−iϕ)(P±α,s−I)eiδθa

†a ∣∣C+
α

〉 〈
C+
α

∣∣+(eiϕ−1)P±α,seiδθa
†a ∣∣C+

iα

〉 〈
C+
iα

∣∣ .
(2.78)

For |δθ| ≤ ∆χT/2 < π/8, we can choose s = O(|α|2) such that the last two terms vanish in

the α≫ 1 limit, i.e.,

⟨C+
αeiδθ
|P±α,s|C+

αeiδθ
⟩ → 1,

⟨C+
iαeiδθ

|P±α,s|C+
iαeiδθ

⟩ → 0.

(2.79)

Then we have EPc ≈ eiδθa
†aPc and the gate is error-transparent to dephasing as well.

Note that 1-fault-tolerance can no longer be rigorously attained (even in the larger-α
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limit) if using SNAP gates S with a finite χ-mismatch. Taking the second S gate as an

example, and suppose it has a χ-mismatch ∆χ′, a single ancilla decay could cause a eiδθ
′a†a

phase rotation with |δθ′| ≤ ∆χ′T/2 after S, which propagates to e−iδθ
′[a†a+α(a+a†)+α2]

after the later displacement. The extra displacement error after the gate is uncorrectable.

Thus a single ancilla fault during the X-rotation can cause a first-order logical error with

a probability cp, where c is a constant depending on ∆χ′T . Nevertheless, if ∆χ′T is small

enough, the coefficient c can be made comparable or even smaller than p, and we can still

achieve good error suppression in practical regimes, as is shown in later numerical results in

Fig. 2.14(a).

XX rotation

For large α, the XX rotation reads

XX(δ) ≈ eiδ(
∣∣C+

α , C
+
α

〉 〈
C+
α , C

+
α

∣∣+ ∣∣C+
iα, C

+
iα

〉 〈
C+
iα, C

+
iα

∣∣)
+ (
∣∣C+

α , C
+
iα

〉 〈
C+
α , C

+
iα

∣∣+ ∣∣C+
iα, C

+
α

〉 〈
C+
iα, C

+
α

∣∣). (2.80)

We implement XX(δ) by adding a phase δ to the subspace spanned by |±α,±α⟩ and

|±iα,±iα⟩. As illustrated in Fig. 2.13(b), we interfere the two modes through a 50 : 50

beamsplitter, apply the number dependent phase shift S(δ⃗) = e−iδ |0⟩ ⟨0| + I − |0⟩ ⟨0| to

both ports, and then interfere through another 50 : 50 beamsplitter:

UXX = BS(
π

2
)†(S ⊗ S)BS(π

2
), (2.81)

where BS(θ) := exp
[
θ
2(ab

† − a†b)
]

with a and b denoting the annihilation operator of the

two involved modes, respectively.

To understand the effect of UXX , we consider a coherent-state input |α, β⟩. The first BS
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interferes the two coherent states:

BS |α, β⟩ =
∣∣∣(α + β)/

√
2, (α− β)/

√
2
〉
, (2.82)

We take the approximation S |γ⟩ ≈ e−iδ1[γ=0] |γ⟩, where 1[x] is the indicator function. Then

the two SNAP gates in Eq. (2.81) add a nontrivial phase to the R.H.S. of Eq. (2.82) if α = β

or α = −β:

(S ⊗ S)BS |α, β⟩ = e−iδ(1[α=β]+1[α=−β])
∣∣∣∣α + β√

2
,
α− β√

2

〉
. (2.83)

Finally, the last BS restores the input coherent state potentially with an extra phase:

UXX |α, β⟩ = e−iδ(1[α=β]+1[α=−β]) |α, β⟩ . (2.84)

We remark that, when α and β are only chosen from a set of discrete values {αi}i which

are well-separated in the phase space, Eq. (2.84) provides an exact expression of the action

of UXX . The rigorous form of UXX is given Appendix B of Ref. [138]. To conclude, a two-

mode coherent state accumulates a nontrivial phase if and only if the two coherent states

have matched amplitudes and aligned/anti-aligned phases. Let P±(i)α be the projection onto

a four-dimensional subspace spanned by |α⟩ , |−α⟩ , |iα⟩ , |−iα⟩, we then have

P±(i)α⊗P±(i)αUXXP±(i)α⊗P±(i)α = eiδ(P±α⊗P±α+P±iα⊗P±iα)+(P±α⊗P±iα+P±iα⊗P±α).

(2.85)

Note that Eq. (2.85) implies P (AB)
c UXXP

(AB)
c = XX(θ) where PAB

c = P
(A)
c ⊗ P (B)

c is the

projector onto the collective code space of 4-legged cat on bosonic modes A and B.

Now, we prove this XX(θ) gate is 1-FT according to Def. 1. We first consider the

case where there is an input error ei(δθaa
†a+δθbb

†b)bkbaka with ka, kb ≤ 1 and |δθa|, |δθb| ≤

∆χT/2 < π/8, but no fault during the gate. bkbaka simply commutes through the gate

when acting on the code space due to the error-transparency form of UXX in Eq. (2.85).
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Similar to proof for the X-axis rotation in Eq. (2.78), one can show that UXX is also

approximately error-transparent to the phase rotation ei(δθaa
†a+δθbb

†b) by replacing S →

e−iδ(
∑s

i=0 |i⟩ ⟨i|) + I − (
∑s

i=0 |i⟩ ⟨i|). We put the proof in Appendix ??. As a result, the

input error commutes through the gate and remains correctable.

To complete the proof that the UXX is 1-FT, we also need to show that for a perfect

input state and any single fault during UXX , each of the two output modes has an error

of size at most f(1) = (1,∆χT/2). As shown in Appendix B of Ref. [138], a single-photon

loss during the gate propagates to an error of the form c1a + c2b, where c1, c2 ∈ C, due

to the error transparency of the SNAP gates and the error closure of the BSs. By using a

χ-matched ancilla for each SNAP gate, any single ancilla fault does not propagate to any

bosonic data errors.

We note that similar to the X-axis rotation, the XX rotation is not strictly 1-FT if there

is a finite χ-mismatch when executing the SNAP gates, as an induced phase rotation would

propagate to uncorrectable errors after the last BS. Nevertheless, as we show numerically

in Fig. 2.14, high-fidelity XX rotation can still be realized in practical regimes even with a

finite but small χ-mismatch.

X-basis state preparation

The +1 X basis eigenstate is a two-legged cat state with an even photon parity |+L⟩ =∣∣C+
α

〉
= c+α (|α⟩ + |−α⟩). Observe that |+L⟩ ∝ P+ |α⟩, i.e. the even-parity projection of a

coherent state |α⟩. Thus, we can prepare the even cat state by first preparing a coherent

state |α⟩, and then performing a non-destructive parity measurement to project it to an

even cat state (up to a parity frame update). For 1-FT state preparation, unlike the 1-FT

photon-loss correction protocol in Alg. 2, we do not need to repeat the parity measurement

three times as it allows a noisy output with up to f(1) = (1,∆χT/2) error for up to a single

fault during the parity measurement (see Def. 3). Concretely, we implement the following

protocol:
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Algorithm 3: 1-FT X-basis state preparation
1 Prepare the bosonic mode in the coherent state |α⟩.
2 o← e // records the parity measurement outcome
3 while o = e do
4 Prepare the ancilla in the |+⟩ state, apply the dispersive coupling for a time

T = π/χf , and measure the ancilla in the = {|+⟩ , |−⟩ , |e⟩} basis with an
measurement outcome o.

5 if o = e then
6 Apply a phase rotation ei∆χTa†a/2 to the bosonic mode.

7 Apply a parity correction if o = −.

Note that the X-basis state preparation here allows a finite χ-mismatch.

Z-basis measurement

The Z-basis measurement admits the form of measuring photon number modulo 4. In order

to obtain the correct logical measurement outcome in the presence of a single-photon loss,

as required by Def. 4, we insert a non-destructive parity measurement before each logical Z

measurement. The full FT protocol is presented in Alg. 4.

Note that each modulo-4 photon number measurement oi,b is conditioned on the parity

measurement outcome oi,a, i.e. we distinguish the photon number between 0 mod 4 and

2 mod 4 for even parity (oi,b = +) and between 3 mod 4 and 2 mod 4 for odd parity

(oi,a = −).

To verify that the 1-FT measurement condition in Def. 4 holds, one simply observe that a

single photon loss before the measurement can be captured by the parity measurements, and

any single fault during the measurement protocol can only cause at most one measurement

error on one of {oi,b}i=1,2,3, and thus does not affect the majority voting. Note that the

Z-basis measurement here can also allow a finite χ-mismatch between the ancilla and the

bosonic mode, as dephasing errors commute with the measurements.

X-basis measurement

The X-basis measurement amounts to distinguishing the phase of the coherent states modulo
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Algorithm 4: 1-FT Z-basis measurement
1 for i← 1 to 3 do
2 oi,a ← e;
3 while oi,a = e do
4 Prepare the anilla in the |+⟩ sate, apply the dispersive coupling for a time

T = π/χf , and measure the ancilla in the {|+⟩ , |−⟩ , |e⟩} basis with an
measurement outcome oi,a.

5 oi,b ← e;
6 while oi,b = e do
7 if oi,a = + then
8 Prepare the anilla in the |+⟩ sate, apply the dispersive coupling for a time

T = π/2χf , and measure the ancilla in the {|+⟩ , |−⟩ , |e⟩} basis with an
measurement outcome oi,b.

9 else
10 Prepare the anilla in the |+⟩ sate, apply the dispersive coupling for a time

T = π/2χf , apply an ancilla phase rotation e−i
π
2 |f⟩⟨f |, and measure the

ancilla in the {|+⟩ , |−⟩ , |e⟩} basis with an measurement outcome oi,b.

11 Obtain the logical measurement outcome as the majority voting of {oi,b}i=1,2,3.

π. We achieve this by interfering the mode ai with another mode bi in a coherent state |α⟩

through a 50 : 50 beam splitter and measuring if the two output modes ao, b0 have less than

s photons. We obtain a logical − if both modes have more than s photons and a logical +

otherwise, i.e. we implement the following POVMs:

M− = [Iao −
s∑

i=0

(|i⟩ao⟨i|)]⊗ [Ibo −
s∑

i=0

(|i⟩bo⟨i|)]

≈ (Îai −
s∑

i=0

(|α, i⟩ai⟨α, i|))(Iai −
s∑

i=0

(| − α, i⟩ai⟨−α, i|)),

M+ = I −M−

≈
s∑

i=0

(|α, i⟩ai⟨α, i|)) +
s∑

i=0

(| − α, i⟩ai⟨−α, i|)),

(2.86)

where each subscript labels the mode that a state or an operator belongs to.

Measuring if one mode has less than s photons can be realized by dispersively coupling
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it to a qubit, driving the qubit from |g⟩ to |e⟩ conditioned on the mode having less than s

photons, and measuring the qubit in the |g⟩ , |e⟩ basis. In the interaction picture associated

with the dispersive coupling, the Hamiltonian reads

H̃AC = Ω
(
|e⟩ ⟨g| ⊗ P[s] + h.c.

)
. (2.87)

Recall that P[s] :=
∑s

i=0 |i⟩ ⟨i|. In the absence of errors, the 0-th order conditional operations

are
⟨⟨e|G[0](T )|g⟩⟩ = P[s] • P[s] +O(p),

⟨⟨g|G[0](T )|g⟩⟩ = (I − P[s]) • (I − P[s]) +O(p).

(2.88)

A single fault will affect the measurement outcome or cause a bosonic error diagonal in the

Fock basis. The former can be tolerated by repeating the above measurement three times

and performing majority voting, while the latter simply commutes with the measurements

and does not affect the (later) measurement outcome.

To check this X-basis measurement scheme is 1-FT according to Def. 4, we also need

to verify that the measurement outcome is correct for any input error (k, θ) ≤ (1,∆χT/2).

First, a single-photon loss does not affect the measurement outcome since a does not change

the phase of any coherent states. Second, a small phase rotation rotates |α⟩ to
∣∣∣αeiθ〉. Similar

to the argument for the X-axis rotation, the X-basis measurement outcome is correct as long

as the POVM M+ captures
∣∣∣±αeiθ〉 but not

∣∣∣±iαeiθ〉.

Error correction

To correct both loss and dephasing errors, i.e. data errors with (k > 0, |θ| > 0), we employ

a Knill-type QEC [139] using a teleportation circuit shown in Fig. 2.13(c). A fresh ancilla

bosonic mode b is initialized in |+⟩ state and gets entangled with the data mode a via a

XX rotation along with singe-mode rotations. The data mode a is then measured in the

Z basis, where the measurement outcome is used to apply a feedback Z operation on the b

mode. All the gadgets here are 1-FT using previous constructions. Moreover, they are error-
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(a)

(b)

(c)

Figure 2.13: Illustration of the X-axis rotation (a), XX rotation (b), and teleportation-
based EC (c) in the level-1 gadgets S for the four-legged cat.

transparent to any input error on the a mode smaller than f(1) = (1,∆χT/2). Therefore,

the input data error simply commutes through all the gates and does not propagate to the

b mode. Furthermore, the 1-FT Z-basis measurement is correct for an error smaller than

f(1). Therefore, such an input error can be corrected by the EC gadget.

To verify the 1-FT EC conditions, we need to further show that a single fault during

the teleportation circuit only leads to a correctable residual error of size at most f(1) at the

output of the b mode. Since we are using 1-FT gates, the output for the a or b mode (before

the Z measurement) has an error at most f(1).

As shown in Fig. 2.14(a), we numerically evaluate the average infidelity of the telepor-

tation gadget in Fig. 2.13(c). In the absence of χ mismatch (see the blue curve), we show

that it has an error rate that scales as (κ/Ω)2, manifesting the fault tolerance of its com-

posing gadgets, which cover the entire S other than the X-basis measurement. There is

an error floor in the low κ/Ω regime, which is exponentially suppressed by |α|2, due to the

finite-size imperfection of the X rotation and the XX rotation. In the presence of a finite

χ mismatch, a rigorous second-order error suppression can no longer be attained due to the

induced random phase rotations during the X- and XX-rotation gates. However, sufficient

error suppression can still be achieved with a finite but small χ-mismatch in practically
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Repeated parity measurements

Teleportation

(a) (b)

Figure 2.14: (a) Average infidelities of an error-correction gadget using teleportation in
Fig. 2.13(c) as a function of γ/Ω with perfect χ matching (blue line) or finite χ mismatches
(orange line). Here, we use experimental parameters from Ref. [7] for the coherent interaction
strengths χf = 2π × 1MHz, Ω = 0.3χf , gBS = 2χf . We consider single-photon loss, ancilla
decay from f to e, ancilla decay from e to g, and ancilla dephasing D[|e⟩ ⟨e| + 2 |f⟩ ⟨f |])
with rates κ, γf→e, γe→g, and γϕ, respectively. We assume the ancilla error rates are much
larger than the cavity loss rate and set γf→e = γe→g = γ, γϕ = γ/4, and κ = γ/10 [7].
We choose α = 2.9, which is a sweet spot for the four-legged cat that minimizes the back
action of photon loss [8]. (b) The accumulation of average infidelity and decay of mean
photon number ⟨a†a⟩ for 40 rounds of repeated parity measurements (infidelities are shown
for every two rounds) followed by teleportation. We use the same coherent parameters χf ,Ω
and gBS as in (a), a finite χ mismatch ∆χ = Ω/10, and the experimental error rates from
Ref. [7]: κ = 2KHz, γf→e = γe→g = γ = 20KHz and γϕ = 5KHz (with the same ratios
between these error rates are in (a)). The teleportation pumps energy into the system and
suppresses the random phase rotations caused by ∆χ. The three Wigner plots depict the
density matrix at the input, before and after the teleportation respectively.

relevant regimes (see the orange and gree curves).

In practice, where photon loss is typically the predominant error source, repeated parity

measurements that correct photon losses (see Alg. 2) suffice for extending the lifetime of

the cats. Such a robust memory that reaches the break-even point has been experimentally

demonstrated [65]. However, only parity measurements are not enough to protect the cats

during long computational tasks as the mean photon number would keep decaying (the parity

measurement and gates in S are energy-preserving operations that commute with a†a) due to

deterministic energy loss to the environment. We propose to solve this problem by inserting

the teleportation gadget periodically in between certain rounds of parity measurements,

which pumps energy into the system and restores the amplitude of the cats. Furthermore,
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the teleportation can suppress the accumulation of random phase rotations if, for example,

there is some finite χ-mismatch or small cavity dephasing errors κϕD[a†a]. We demonstrate

such effects numerically in Fig. 2.14(b).

Note that the teleportation-based QEC scheme for rotation-symmetrical codes was first

proposed in Ref. [59]. Compared to their teleportation circuit, our circuit in Fig. 2.13 uses

different gates and measurements and, in particular, avoids (i) nonlinear interaction between

bosonic modes and (ii) phase measurements that are challenging to implement in practice.

2.3.5 Concatenated QEC with four-legged cats

With the set of 1-FT level-1 gadgets in S, we can concatenate the level-1 logical qubits

(four-legged cats) with a level-2 qubit code for arbitrary error suppression. We show such a

concatenated architecture in Fig. 2.15. The basic elements for each level-1 qubit are simply

a storage bosonic mode and a three-level ancilla that are dispersively coupled. The ancilla is

used for the fault-tolerant operation of the bosonic qubit in each storage mode, including state

preparation, photon-loss correction, gates, and measurements (see Sec. 2.3.4). In addition,

a small number of extra bosonic modes shared by neighboring storage modes, which we

refer to reservoir modes, are used to pump energy into the storage modes periodically via

teleportation (see Fig. 2.13(c)).

The level-2 QEC requires certain couplings between level-1 qubits. Importantly, we can

achieve this by introducing only BS coupling between nearest-neighbor storage bosonic modes

(see Fig. 2.15) for 2D stabilizer codes. The level-2 syndrome-extraction circuits are made

of non-destructively measurement of high-weight Pauli operators, featuring a sequence of

two-qubit entangling gates such as the CNOT gate. In Fig. 2.16(a), we show how one can

get a level-1 CNOT gate using 1-FT single-mode and two-mode rotations in S. Although the

complied circuit is long with a depth 6, we note that one can usually reduce the depth per

CNOT gate when considering the full stabilizer measurement circuits. As an example, we
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Storage mode Three-level ancilla

...
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...

Reservoir mode 

Figure 2.15: Hardware layout for concatenated 2D codes with four-legged cats. Each level-1
logical qubit (blue box) consists of a storage bosonic mode and a three-level ancilla, which
are dispersively coupled. BS coupling between neighboring storage bosonic modes is required
for the level-2 QEC. In addition, reservoir modes (with only one shown here as an example)
shared between neighboring storage modes are used to pump energy into the system via
teleportation (see Fig. 2.13(c)).

can measure a weight-n X Pauli operator using a circuit of depth 2n+ 4 (see Fig. 2.16(b)).

We leave the evaluation and optimization of the error rates of level-1 gates, e.g. the CNOT

gate, as well as the threshold and resource overhead of concatenated codes to future work.

Nevertheless, we remark that each CNOT gate (se Fig. 2.16(a)) uses similar gadgets as those

for teleportation (see Fig. 2.13(c)), and each CNOT gate in a syndrome extraction depth

(see Fig. 2.16(b)) has a similar depth as the teleportation on average, we expect the CNOT

gates have a similar error rate as the teleportation shown in Fig. 2.14(b). Using this rough

estimates, a gate error rate below 10−2, which corresponds to the gate error threshold for

the surface codes, is achievable using the current circuit-QED hardware.

To sum up, our construction of S in this work enables a practical, hardware-efficient ar-

chitecture for fault-tolerant quantum computing, which features only one bosonic mode and

one qutrit per level-1 logical qubit and only requires low-order physical interactions (disper-

sively coupling and beam-splitter interaction) that have been experimentally demonstrated.

Furthermore, realizing high-fidelity level-1 gadgets with error rates below the threshold re-

quirement of the level-2 codes is promising for near-term experimental demonstrations.
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(a)

(b)

Figure 2.16: Compilation of level-1 CNOT (a) and a stabilizer X⊗2 measurement circuit (b)
using our constructed 1-FT level-1 gadgets in S.

2.3.6 Discussion and comparison to related schemes

The fault-tolerant gadgets S that we develop in Sec. 2.3.4 for the four-legged cat can be

applied to other rotation-symmetric codes [59], whose codewords are invariant under a N -

fold rotation R = exp
[
i(2π/N)a†a

]
. Taking N = 2 for example, an arbitrary code with a

two-fold rotation symmetry have codewords

|+Θ⟩ ≈
1√
N+

(I + eiπa
†a)|Θ⟩,

|−Θ⟩ ≈
1√
N−

(eiπa
†a/2 + ei3πa

†a/2)|Θ⟩,
(2.89)

where N± are normalization constants, and the approximation holds when the base state

|Θ⟩ is localized in phase space, i.e. ⟨Θ| eiπa†a/2 |Θ⟩ ≈ 0. The fault-tolerant gadgets in S

can be applied to such an arbitrary rotation-symmetric code with a localized base state |Θ⟩,

except that for the X-basis state preparation in Alg. 3, we need to replace the initial state

with |Θ⟩ in the first step. In particular, the X rotation and XX rotation still work since

they are based on the phase-space locality of the base state.

In Tab. 2.2, we compare our construction of fault-tolerant gadgets for rotation-symmetrical

codes that can correct photon losses with those in the literature. In particular, compared to

the gadgets in Ref. [59] using only bosonic modes, our gadgets using qutrit ancillae avoid the
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Gadgets Prior schemes Our scheme

Error correction

PI parity measurement [75];
Two one-bit teleportation

with two ancillary bosonic modes [59]
Engineered dissipation [106, 84]

GPI parity measurement
+ one-bit teleportation

with a shared ancillary mode

Z-type gates
PI SNAP gate [7, 6];

Self-Kerr (a†a)2 Hamiltonian [59]
GPI SNAP gate

X-type gates Teleported Hadamard gate
with an ancillary bosonic mode [59]

X-axis rotation
using cavity displacements

and SNAP gates

Entangling gate
CZ gate using

cross-Kerr a†a⊗ b†b [59]
XX rotation using

beam-splitter + SNAP gates
X-basis measurement Phase measurement [59] Beam splitter + SNAP gates

Table 2.2: Comparison of different constructions of fault-tolerant gadgets for rotation-
symmetrical codes that can correct photon losses. We denote Z-type gates as those that pre-
serve the photon number (alternatively, those that add photon-number dependent phases),
and X-type gates as those that do not preserve the photon number.

demand of nonlinear interaction between bosonic modes and the phase measurement, which

are both challenging to engineer in practice.
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CHAPTER 3

TAILORED TOPOLOGICAL CODES

Topological stabilizer codes, particularly those that are geometrically local in two dimensions,

have emerged as the leading candidate for fault-tolerant quantum computing. These codes

offer several advantages: (1) Local Interactions: They require only local interactions between

qubits, with syndrome extraction circuits being geometrically local and of constant depth.

(2) High Threshold: They exhibit a relatively high threshold, such as approximately 1% for

planar surface codes [17, 41, 42]. (3) Efficient decoders: They are equipped with efficient

decoders, such as the matching decoder for surface codes [43]. (4) Well-Studied Logical

Operations: Their logical operations are well understood and compatible with geometric

constraints, such as lattice surgery operations for surface codes [10].

In fact, the baseline fault-tolerant scheme considered in this thesis (see Sec. 1.4) is based

on the planar surface code, one of the most popular topological codes.

However, implementing standard fault-tolerant schemes based on these topological codes

on existing hardware still faces key challenges:

1. Although the circuit-level threshold of leading topological codes (∼ 1%) is relatively

high among known QEC codes, it may not be sufficient for demonstrating deep error

suppression in the far-below-threshold regime using near-term devices. State-of-the-art

devices have so far only demonstrated physical error rates slightly below 1% [21, 22].

There are significant challenges in further reducing the physical error rates while scaling

up the system sizes.

2. Space Overhead: Existing topological codes come with a large space overhead, which

may hinder scalability. For example, a distance of approximately 30 is required for

sufficiently suppressing errors using surface codes [17, 20, 18, 19], resulting in a space

overhead of approximately 1000.
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3. Correlated Non-Local Errors: It is challenging for topological codes to handle correlated

non-local errors, which are realistic noise sources in many physical platforms [140, 141,

142, 143]..

To address these challenges, we can leverage certain hardware characteristics or noise

profiles that are often overlooked by standard fault-tolerant schemes. For instance, systems

like stabilized cat/squeezed-cat qubits (see Chapter 2) often exhibit biased noise channels

instead of the symmetrical depolarizing noise model considered by standard fault-tolerant

schemes when deriving the ∼ 1% threshold.

In Sec. 3.2, we will present a family of topological codes tailored to biased noise, aiming

to boost thresholds and reduce space overheads. This section will aim to address the first

and second challenges.

In Sec. 3.3, we will introduce a new scheme using concatenated surface codes and dis-

tributed QEC to combat catastrophic correlated errors, addressing the third challenge.

Before presenting the new results in Sec.3.2 and Sec.3.3, we will review some basics of

topological codes in Sec. 3.1.

3.1 Basics of topological codes

In this section, we provide a brief review of the topological stabilizer codes. We first review

the definitions and characteristics of topologcal codes and list a few representative code

families in Sec. 3.1.1. We then dive into a particular type of 2D topological code — the

surface code, and review its construction and connection to homological algebra [144].

3.1.1 Definitions, characteristics, and representative codes

Topological stabilizer codes are broadly referred to as stabilizer codes such that [145] (i)

physical qubits are arranged in a finite-dimensional lattice of variable size, (ii) the stabilizer
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generators {Si} have geometrically local support on the lattice and (iii) logical operators

have support comparable to the lattice size. These topological stabilizer codes are connected

to the topological phases of matter by viewing the codespace as the ground state manifold

of a local gapped many-qubit Hamiltonian H = −
∑

i Si. The resulting condensed matter

system is said to be topologically ordered [146]: there exists a ground state degeneracy with

a non-local origin.

The major characteristic of topological codes is that they protect information against

local errors by encoding it into global degrees of freedom associated with the underlying

lattice (or a manifold). At the same time, topological codes require only geometrically local

syndrome extraction for error correction and thus seem well-suited for many experimental

systems, where locality is an important constraint. In addition, topological codes tend to

have relatively high thresholds [147].

However, the geometrical locality of the topological codes also puts some constraints

on their performance and computational power. For example, the parameters of a D-

dimensional topological code are constrained by the bound [148, 149]:

kd
2

D−1 ≤ O(n), (3.1)

where k, n, and d denote the number of logical qubits, the number of physical qubits, and

the code distance, respectively.

Furthermore, for any D-dimensional topological code, the group of logical gates imple-

mented via local quantum circuits of constant depth must be contained in the D-th level

of the Clifford hierarchy CD, where C1 = Pn (the Pauli group) and the D-level is defined

recursively as the set of all unitaries which map the Pauli group onto unitaries in the (D−1)-

level [150, 33, 151].

Typical representatives of topological codes in 2D and 3D include the toric code [34,

35] and the color code [152] (the latter is equivalent to the former up to local unitary
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transformations [153]).

3.1.2 Surface codes

Construction

As shown in Fig. 3.1, a surface code is defined on a 2D lattice, or a tiling of a 2D surface,

where the qubits are associated with the edges and the Z (X) checks are associated with

the plaquettes (vertices). Each plaquette Z check checks four qubits on its boundary edges

and each vertex X check checks four qubits on its adjacent edges. A planar surface code has

four open boundaries and logical operators are associated with error chains that connect the

opposite boundaries. A planar surface code has two pairs of opposite open boundaries, called

the “smooth” and “rough” boundaries, respectively. We refer to a Z (X) string operator as

a Pauli Z (X) operator that is supported on a chain of qubits and only triggers the X (Z)

checks on its two endpoints. The planar surface code encodes a single logical qubits, whose

logical Z operator is associated with an Z string that connects the two rough boundaries

while X operator is associated with a X string that connects the two smooth boundaries. See

Ref. [17] for more details about the surface code construction, and Ref. [35] for its connection

to topological physics.

The terminology “surface codes” is also often referred to a generalized class of codes

defined on a general tilled surface, or manifold M (e.g. the surface of a torus), where

the qubits and checks are defined analogously as edges and plaquettes (vertices). This

generalization can be best understood using the phonological description of the codes, as

presented in Sec. 3.1.2.
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Figure 3.1: Illustration of a planar surface code. Given a tiling of a 2D surface, the qubits
are associated with the edges and the Z and X checks are associated with the plaquettes
and the vertices, respectively. A planar surface code has four open boundaries and logical
operators are associated with error chains that connect the opposite boundaries.

Connection to homological algebra

Here, we briefly discuss how the general class of surface codes can be described using the

homological algebra. We refer the readers for more details in Ref. [154].

Any CSS stabilizer code with check matrices HX and HZ can be described as a chain

complex:

C2
∂2−→ C1

∂1−→ C0, (3.2)

where each Ci is a vector space over F2, and each ∂i is a linear map ∂i : Ci → Ci−1 that is

also called a boundary operator. The vectors in C2, C1, and C0 are associated with the Z

stabilizers, the qubits, and the X stabilizers of the code, respectively. With a proper choice

of basis, the boundary maps are given by the parity-check matrices:

∂2 = HT
Z , ∂1 = HX . (3.3)

The boundary maps satisfy ∂1∂2 = 0 since HXH
⊺
Z = 0, which is guaranteed by the com-

mutation relation between the X and Z stabilizers. The kernel of ∂1, ker(∂1), is associated

with the Pauli-Z operators that commute with all the X stabilizers. The image of ∂2,
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im(∂2) ∼= rs(HZ) (the row space of HZ), is associated with all the Pauli-Z operators that

belong to the stabilizer group. Therefore, the first homology group, H1 := ker(∂1)/im(∂2),

is associated with the logical Z operators of the code. Similarly, the logical X operators are

associated with the first cohomology group H ′1 := ker(∂′1)/im(∂′2), where the co-boundary

maps are given by ∂′1 = HZ and ∂′2 = HT
X .

A nice feature of representing a quantum code using a chain complex is that the logical

operators are now associated with the homology/cohomology groups of the complex, which

could be better understood using the homology theory.

To describe the generalized surface codes, we can further embed the chain complex in

Eq. (3.2) into a Manifold M. Specifically, given a tilling of M, we associate the basis

of C2, C1, and C0 to the plaquettes, edges, and vertices of the tilled M, respectively.

Then the boundary maps ∂2 and ∂1 are naturally given by the boundaries of plaquettes

and edges (the endpoints), respectively. Now, the logical operators are associated with

the homology/cohomology groups of the manifold M, which are a topological property

independent of the specific tilling. For example, if M is a torus, the two generators of

the homology group are associated with the two inequivalent non-contractable loops on the

torus, representing the two logical Z operators of the two encoded logical qubits.

3.2 Tailored topological codes for biased noise

Actively correcting unstructured errors, such as depolarizing noise, is challenging because

topological codes designed for such errors have a relatively low threshold and require large

resource overhead [17, 18, 155, 156]. However, physically relevant errors typically have certain

structures, which can be exploited to design QEC schemes that are less demanding. As an

example, many physical systems, such as bosonic systems encoded in cat codes [60, 66, 79,

45, 46, 106], have a noise channel biased towards dephasing (see Chapter 2). One can then

take advantage of the noise bias and design tailored topological codes that have a boosted
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performance against the biased noise [157, 89, 90, 91, 92, 69]. In particular, Ref. [92] shows

that the so-called XZZX surface codes with XZZX-type stabilizers exhibit exceptionally high

thresholds as well as reduced resource overhead when the noise is biased towards dephasing.

As the error rates of physical systems readily approach or even fall below the fault

tolerance threshold [44, 158, 159, 160], it is the resource overhead that ultimately limits

the practical application of QEC schemes. The analysis of the XZZX surface codes in

Ref. [92] showed very promising thresholds for that class of codes, but the question of resource

overhead was only briefly addressed.

In this work, we focus on designing QEC codes and schemes that can reduce the resource

overhead for fault-tolerant QEC under experimentally relevant biased noise. More specifi-

cally, given a (finite) noise bias, we aim to find codes that use as few qubits as possible to

suppress the logical error rate to a target level. As we will show in Sec. 3.2.1, instead of

numerically extracting the logical error rates, we can characterize the performance of dif-

ferent codes against biased Pauli noise by estimating their effective code distance d′, which

takes the bias into consideration and serves as an analogy to the code distance d in the

biased-noise setting. The notion of effective distance was introduced in Ref. [161], and here

we use an alternative (though related) definition. For the physical error rate p ≪ 1, the

effective code distance d′ approximately determines how the logical error rate pL scales with

p, i.e., pL ∼ pd
′/2, and it thus serves as a good proxy for the logical error rate. Now our task

simply becomes finding codes that use the minimal number of qubits n to reach a target

effective distance d′ among certain code families. Given a target effective distance, we can

then characterize the efficiency of a code by the code size required to achieve that effective

distance.

To construct highly qubit efficient codes, we start from the observation that the well-

known five-qubit code [39], with stabilizers comprising the cyclic permutation of XZZXI, is

the smallest code among all possible codes with its effective distance (3 and 5, respectively)
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for both depolarizing and infinitely biased Pauli Z noise. This indicates that codes with

XZZX-type stabilizers could potentially be resource efficient over a wide range of bias [157].

In Sec. 3.2.2, We generalize the five-qubit code by introducing a family of XZZX cyclic

codes, which inherit the cyclic structure and all have weight-four XZZX-type stabilizers.

These cyclic codes can reach the optimal effective distance n = d′ against infinitely biased

noise since they exhibit a repetition-code structure under pure Pauli Z noise.

To facilitate the analysis of their performance under finite-bias noise, we map them

to a family of topological codes in Sec. 3.2.2. Concretely, by wrapping the cyclic codes

around a torus, we find that these codes belong to a family of XZZX generalized toric codes

(GTCs), first introduced in Ref. [162] (albeit called checkerboard and non-bipartite rotated

toric codes). The GTCs are constructed by first drawing a square qubit lattice with faces

representing the XZZX stabilizers, and then identifying qubits that differ by a periodicity

vector within the span of two basis periodicity vectors L⃗1, L⃗2 (see Fig. 3.2c). A GTC is

therefore specified by its periodic boundary condition induced by L⃗1 and L⃗2. As shown in

Sec. 3.2.3, the GTCs share similarly high thresholds with the XZZX surface codes, which

we attribute to the local equivalence of their check operators on a torus. Using our tailored

efficient decoders, the code-capacity thresholds of the GTCs roughly track the Hashing bound

(what is achievable with random coding [103, 163]), and their phenomenological thresholds

increase from 3.5% to 10% when the bias parameter (which we will introduce later) increases

moderately from 1 to 4.

More importantly, because of the nontrivial boundary conditions (meaning nontrivial

choices of L⃗1, L⃗2), the GTCs can be more resource efficient than the XZZX surface codes

with either the open or closed rectangular boundaries considered in Ref. [92]. We derive the

effective distance of the GTCs using topological (or geometrical) tools in Sec. 3.2.2, and from

this, we can optimally choose L⃗1, L⃗2 if given the value of a bias parameter ω (defined later).

The optimal codes satisfy n = d′2/2ω, which indicates that the tailored GTCs require re-
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sources that scale quadratically in the target effective distance, similar to the standard surface

codes (for depolarizing noise), but with a reduction by a factor of 2ω. We note that nontrivial

choices of the periodicity vectors can be viewed as applying boundary twists to toric codes

with periodicity vectors aligned with the square qubit lattice [162, 164, 93]. Ref. [93] showed

that certain boundary twists can improve the performance of the conventional XZZX toric

codes under infinite bias. As we will show later, the GTCs family we consider covers their

constructions and include more codes with a larger effective distance-block size ratio. Fur-

thermore, we provide tools to systematically optimize the code performance by adaptively

choosing the periodicity vectors (or equivalently, applying boundary twists) given any finite

bias.

In Sec. 3.2.3, combining the analysis for the cyclic codes and the GTCs, we obtain the

optimal performance for the XZZX codes, given a bias parameter ω. For n ≤ 2ω, the optimal

codes are those with cyclic (repetition-code) structures, and the optimal resource-distance

dependence n = d′ is achieved. For n > 2ω, the optimal codes are the GTCs with an

optimized layout and have a quadratic resource scaling n = d′2/2ω with an extra reduction

by the factor of 2ω.

Lastly in Sec. 3.2.3, we show that we can preserve the large effective distance of the

tailored XZZX codes and maintain the scaling of the logical error rate pL ∼ pd
′/2 in the

fault-tolerant regime by using only one flag qubit, which is recently introduced for low-

overhead fault-tolerant QEC [165, 166, 167, 168].

3.2.1 Effective code distance for asymmetric Pauli noise

Here, we consider error correction under an i.i.d. asymmetric Pauli channel E(ρ) = (1 −

p)ρ +
∑

σ∈{X,Y,Z} pσσρσ, where {pσ} denotes an asymmetric probability distribution of

three Pauli errors and p =
∑

σ pσ is the total error probability. The largest Pauli error

probability is denoted as pm, i.e. pm = maxσ pσ. To estimate the performance of different
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error-correcting codes under the asymmetric channel, we define the effective distance d′ of a

stabilizer code as the minimum modified weight of logical operators, with the noise-modified

weight of a Pauli σ given by wt′(σ) ≡ log pσ/N , where N is a normalization factor; see

Ref. [161] for an alternative but related definition of the effective code distance. To normalize

the effective weight of the most probable Pauli error to 1, we choose N = log pm. The

effective weight of a n-qubit Pauli string P =
⊗N

i=1 σi with non-identity support on N qubits

characterizes its error probability since, by definition, Pr(P ) = p
∑N

i=1wt
′(σi)

m × (1− p)n−N ≈

p
wt′(P )
m (to leading order in p). The effective code distance, therefore, roughly characterizes

how the logical error rate pL scales with the physical error rate p: In general pL is suppressed

to certain order r of p, i.e. pL ∼ pr, and r is approximately given by d′/2. Under depolarizing

noise, the effective weight of a Pauli operator reduces to the Hamming weight and the effective

code distance reduces to the code distance d. Under infinitely biased noise (pure σ noise),

the effective weight simply counts σ as 1 and other Pauli operators as ∞, and the effective

distance dσ of a code is the minimum Hamming weight of the logical operators consisting

of only σ and identity. Without loss of generality, in the rest of the paper, we will consider

noise biased towards Pauli Z errors, i.e. pZ ≥ pX , pY , unless specially noted.

The introduction of the effective code distance greatly clarifies our task. We simply aim

to find codes that can reach a large effective code distance using a small number of physical

qubits. Given a family of codes, we optimize them by finding the codes that reach a given

effective distance d′ with a minimum code size n, or equivalently the codes that can reach

the largest effective distance d′ given a code size n.

3.2.2 The XZZX codes

In this section, we present the details of the XZZX code family that we consider in this

work. We start from a set of cyclic codes generalized from the five-qubit code and show

that they are qubit-efficient against infinitely biased Pauli noise due to their repetition-code
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Figure 3.2: Map from the S(13, 2, 1) code (a) to a GTC with L⃗1 = (3, 2), L⃗2 = (−2, 3)
(b)(c). The qubits are represented by black dots and labeled along the solid grey string. The
stabilizer generators are represented by green plaquettes (only one generator is plotted and
others are obtained by shifting along the grey string). (b) and (c) are obtained by wrapping
the grey string around the torus. (c) is the 2D layout of (b), with opposite sides of the
parallelogram enclosed by L⃗1, L⃗2 identified.

structure. We then map the cyclic codes to a larger family of topological codes, GTCs, to

study their performance under finite-bias noise. Using topological tools, we show how to

efficiently derive the effective code distance for the GTCs under an arbitrary noise bias.

The XZZX cyclic codes

The five-qubit code, with stabilizers generated by cyclic permutations of ZXXZI, is the

smallest code with distance d = 3. Moreover, it is also the smallest code with dZ = 5, where

dZ denotes the effective distance under pure Pauli Z noise since it exhibits a repetition-

code structure for pure Pauli Z noise. Therefore, it is a resource-efficient code for both

depolarizing and infinitely biased Pauli Z noise. To find larger codes that are efficient under

a wide range of noise bias, we can generalize the five-qubit code and consider a family of

XZZX cyclic codes with stabilizer groups in the form

S(n, a, b) = ⟨ZiXi⊕aXi⊕a⊕bZi⊕2a⊕b|∀i ∈ Z/nZ⟩, (3.4)
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where n is the total number of qubits, a and b are positive integers, and ⊕ denotes addition

modulo n. Each weight-four stabilizer generator is of XZZX type, with a − 1 identities

inserted between Z and X and b − 1 identities inserted between two Xs. We refer to

the XZZX cyclic code defined in Eq. (3.4) as S(n, a, b). We note that S(7, 1, 3) has been

considered in Ref. [157] and shown to have a good performance against Z-biased noise.

For Z-biased noise, we can introduce a parameter η = pZ/(pX + pY ), which ranges from

1
2 to infinity, to characterize the noise bias. We aim to find codes that are efficient over a

wide range of biases η. We attempt this by finding codes that can reach large effective code

distance in the two extreme cases — under depolarizing noise (η = 1
2) and pure Pauli Z noise

(η =∞) — using only a small number of qubits. We may directly generalize the five-qubit

code by keeping a = b = 1 and increasing n. However, in this way dZ increases while d is

fixed, e.g. S(13, 1, 1) has dZ = 13 and d = 3. It turns out that to simultaneously increase dZ

and d we need to also modify the stabilizer structure, i.e. to change a, b. For example, the

S(13, 2, 1) code has dZ = 13 and d = 5. In general, it is easy to identify codes that have the

maximal effective distance dZ = n (using n qubits) under pure Pauli Z noise since any code

defined in Eq. (3.4) with b and n being coprime has a repetition-code structure by neglecting

the Z components in the stabilizers. However, it is nontrivial to identify codes that are also

efficient against depolarizing or finite-bias noise. To accomplish this, we can wrap the cyclic

codes on a torus and map them to a family of generalized toric codes (GTCs) introduced

in Ref. [162]. When discussing GTCs in the following, we will use notations consistent with

earlier literatures [162, 164].

From the XZZX cyclic codes to the XZZX generalized toric codes

An XZZX generalized toric code GTC(L⃗1, L⃗2) is a stabilizer code with qubits on a square lat-

tice Z2 and stabilizers generators {Si,j ≡ Xi,jZi+1,jZi,j+1Xi+1,j+1|i, j ∈ Z}, with boundary

conditions specified by the two basis periodicity vectors L⃗1, L⃗2 ∈ Z2: two points u⃗, v⃗ ∈ Z2
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are identified iff:

u⃗− v⃗ ∈ span(L⃗1, L⃗2) := {m1L⃗1 +m2L⃗2 | m1,m2 ∈ Z}. (3.5)

GTC(L⃗1, L⃗2) encodes k logical qubits in n physical qubits where n = |L⃗1 × L⃗2|. If both

periodicity vectors have even 1-norm, then k = 2. Otherwise, k = 1 [164, 169].

A GTC can be viewed as stabilizer codes defined on a graph G(L⃗1, L⃗2) embedded on

a torus 1, with qubits on vertices and stabilizers on plaquettes. The infinite square lattice

Z2 acts as the universal cover of G(L⃗1, L⃗2), with the covering map given by the bound-

ary condition Eq. (3.5). A code is uniquely specified by the submodule of Z2 given by

span(L⃗1, L⃗2), the span of the two basis vectors L⃗1, L⃗2. Different choices of basis periodicity

vectors give the same GTC so long as they are related by a unimodular transformation.

A single Pauli Zi,j (Xi,j) anti commutes with two stabilizer generators that lie along the

diagonal: {Si−1,j−1, Si,j} ({Si−1,j , Si,j−1}). To facilitate the analysis, we define the diag-

onal axes, which we call the “XZ” axes, to be the axes corresponding to the X and Z error

chains with respective basis vectors x̂ := (−1, 1), ẑ := (1, 1). We note that the GTCs en-

coding two logical qubits, which can be obtained from the CSS toric codes [35] by applying

local Hadamard transformations and twisting the boundary conditions, are considered for

biased noise in Ref. [93]. In this work, however, we will focus on the GTCs encoding 1

logical qubit since they can reduce the required code size by roughly a factor of 2 for reach-

ing a target effective code distance compared to their 2-logical-qubit counterparts (which

will become clear later). The rectangular-lattice toric codes considered in Ref. [92] with

L⃗1 = (d− 1, 0), L⃗2 = (0, d) belong to the GTCs encoding 1 logical qubit. However, Ref. [92]

only considers this special instance and has a limited discussion on its performance when

1. An embedding of a graph G(V,E) with vertices V and edges E on a manifoldM is a map Γ : V ∪E →
M. With the embedding, we can define the plaquettes (or faces) of the embedded graph as F =M\Γ(E).
See Ref. [164] for details. We refer to the graphs associated with the GTCs embedded graphs (on the torus)
with well-defined vertices, edges and plaquettes, unless specially noted.
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the bias is finite. In this work, we will systematically investigate the performance of the

1-logical-qubit GTCs by studying their effective distance and adaptively find the optimal

codes given any noise bias.

The XZZX cyclic codes can be mapped to a subset of GTCs by wrapping the qubits

around the torus along a certain direction. As an example, we show how the S(13, 2, 1) code

can be mapped to the GTC with L⃗1 = (3, 2), L⃗2 = (−2, 3) in Fig. 3.2. We also explicitly

provide more general mappings from the XZZX cyclic codes to the GTCs in the following.

Given a XZZX cyclic code S(n, a, b), we try to find the corresponding GTC(L⃗1, L⃗2) with

L⃗1, L⃗2 determined by the parameters n, a, b. For a GTC that can be mapped to a cyclic code,

it has to be cyclic along a certain direction l̂1, along which qubits are labeled. Suppose that

this is the case and the two periodicity vectors of the GTC are given by L⃗1 = nl̂1, L⃗2 = l̂2,

where l̂1, l̂2 are non-parallel vectors with coprime coordinates that satisfy |l̂1 × l̂2| = 1.

Without loss of generality, we consider the case when a stabilizer Z−aX0XbZa+b (all the

indices are modulo n) of the S(n, a, b) is mapped to a ZXXZ stabilizer of the GTC supported

on four qubits with coordinates (0, 1), (0, 0), (1, 1) and (1, 0), respectively. Since the qubits

are labeled along the l̂1 direction, the Z−aX0XbZa+b stabilizer should also be supported on

qubits with coordinates −al̂1, (0, 0), bl̂1, and (a + b)l̂1, respectively. Hence, the points −al̂1

and (0, 1) should be identified (by the boundary conditions specified by L⃗1 and L⃗2), and

the same goes for the points bl̂1 and (1, 1). Considering the above conditions, the map from

n, a, b to l̂1, l̂2 is then given by the following constrained equations:

−al̂1 ∼ (0, 1), bl̂1 ∼ (1, 1), |l̂1 × l̂2| = 1 (3.6)

where A⃗ ∼ B⃗ means that A⃗ and B⃗ are identified on the torus defined by L⃗1, L⃗2, i.e.

A⃗ − B⃗ = m1L⃗1 + m2L⃗2 for m1,m2 ∈ Z. We conjecture that the solution to the above

nonlinear Diophantine equations always exists. Instead of proving the conjecture in general,

we construct the explicit solution in some special cases below.
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1. If gcd(n, b) | (a + 1) (gcd(n, b) devides (a + 1)), we can choose l̂1 = (m,m + 1), l̂2 =

bl̂1 − (1, 1), where m is the solution of bm− nk = a+ 1 with variables m, k.

2. If gcd(n, a) | (b + 1), we can choose l̂1 = (1,m), l̂2 = −al̂1 − (0, 1), where m is the

solution of am− nk = b+ 1 with variables m, k.

An alternative formulation of the mapping is to instead focus on the labeling of qubits.

Given a cyclic code S(n, a, b), we can label qubits associated with a plaquette stabilizer in

the following way. The qubits at (x, y), (x, y + 1), (x + 1, y) and (x + 1, y + 1) are labeled

i, i − a, i + a + b and i + a ( mod n), respectively. We note that the label increases by −a

( mod n) by moving one step vertically on the lattice, and the label increases by a + b by

moving one step horizontally. The solutions α, β ∈ Z admitted by the modular equation

[
(a+ b)α− aβ

]
mod n = 0 (3.7)

form all possible periodicity vectors L⃗ = (α, β) ∈ span(L⃗1, L⃗2) of the GTC corresponding to

S(n, a, b).

As pointed out earlier, the map from the XZZX cyclic codes to the XZZX GTCs is

injective. We verify this by showing that only a subset of GTCs is cyclic. A GTC is cyclic if

and only if there exists a direction along which the GTC is cyclic, which gives the following

condition for a GTC being cyclic:

Proposition 10 (Cyclic condition for the GTCs). A GTC(L⃗1, L⃗2) is cyclic if and only if

there exists L⃗ = (Lx, Ly) ∈ span(L⃗1, L⃗2) such that gcd(Lx, Ly) = 1.

Proof. We first prove the sufficiency. We say that a vector (x, y) ∈ Z2 is a coprime vector if x

and y are coprime. If a coprime periodicity vector L⃗ exists, we first find a direction l̂0 (which

is a coprime vector) that satisfies |l̂0× L⃗| = 1 and then let L′1 = nl̂0, L⃗
′
2 = L⃗. Then the code

GTC(L⃗′1, L⃗
′
2) defines the same GTC, which is cyclic along the l̂0 direction. We prove the
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necessity by showing a contradiction. Suppose that a GTC(L⃗1, L⃗2) is cyclic, but does not

have coprime periodicity vectors. The condition for the GTC being cyclic implies that there

exists L⃗′1, L⃗
′
2 ∈ span(L⃗1, L⃗2) that satisfies L⃗′1 = nl̂0, |L⃗′2 × l̂0| = 1 (l̂0 is a coprime vector).

Then L⃗′2 has to be coprime since |L⃗′2 × l̂0| = 1, which contradicts the assumption.

Obviously, there are codes that do not satisfy the condition 10, thus not cyclic. For

example, the GTC((0, p), (p, 0)) does not have any coprime lattice vectors for p ≥ 2 and as

a result, these square-lattice toric codes are not cyclic.

We note that the GTCs are a larger family of codes that also include non-cyclic codes.

By mapping the cyclic codes to the GTCs, we benefit from the following two aspects:

1. We can use topological tools to efficiently obtain the effective code distance given a

finite noise bias, which enables us to adaptively design the optimal codes;

2. We can design efficient decoders that can lead to similarly high thresholds as those for

the XZZX surface codes [92].

Deriving the effective code distance for the GTCs

Calculating the effective code distance is likely to be computationally intractable in general

since even computing the distance of a classical linear code is NP-hard. However, logical

operators of topological codes embedded in a manifold are easily identified with geometrical

objects on the manifold, and therefore the effective code distance of the GTCs can be effi-

ciently derived using topological tools. Recall that a GTC(L⃗1, L⃗2) is defined on an embedded

graph G(L⃗1, L⃗2) on a torus. We first consider the case when the plaquettes of G are two-

colorable, i.e. one can consistently two color the plaquettes such that two plaquettes sharing

the same edge have different colors. In this case, we can transform G to a graph G′ in which

qubits are associated with edges while stabilizers are associated with plaquettes and vertices

(e.g. from Fig. 3.3(b) to Fig. 3.3(c)). Now G′ is the same as the Kitaev’s construction [35]
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and mathematically G is the medial graph of G′. As a result, the GTCs associated with G′

can be described by the standard 2 chain complex for CSS toric codes [170], and the logical

operators are associated with homologically nontrivial cycles on the torus. See Appendix C

of Ref. [68] for more details. In fact, the two-colorable GTCs are equivalent to the CSS toric

codes by local Hadamard transformation. The distance of these two-colorable codes can

then be obtained by estimating the shortest length of the nontrivial cycles, and the effective

distance under an asymmetric noise, as we will show later, equals the shortest length of the

nontrivial cycles under a noise-modified distance metrics.

However, the GTCs of interest that encode 1 logical qubit, are defined by embedded

graphs G that are not two-colorable, when at least one of L⃗1, L⃗2 is odd in 1-norm. In this

scenario, the graph G cannot be consistently two-colored and as a consequence, it can not

be directly transformed to a graph G′ corresponding to a 2 chain complex. Fortunately,

we can still use the algebraic tools by constructing the “doubled" graph Gd(L⃗1,d, L⃗2,d) [164]:

Without loss of generality, we assume L⃗1 is even while L⃗2 is odd in 1-norm 2. We then obtain

the doubled graph Gd by combining two copies of G together along L⃗1. Topologically, this

corresponds to taking two tori, cutting them open along the L⃗1 cycle and gluing them

together. As such, Gd is embedded on the doubled torus, which is specified by two doubled

periodicity vectors L⃗1,d, L⃗2,d (similar as that the original torus is specified by the periodicity

vectors L⃗1, L⃗2 via Eq. (3.5)) that are given by the following map: L⃗1,d = L⃗1, L⃗2,d = 2L⃗2. As

an example, we show how we construct the doubled graph for a GTC with L⃗1 = (0, 2), L⃗2 =

(3, 0) in Fig. 3.3 (from (a) to (b)).

The doubled graph Gd is now two colorable. We can then transform Gd to a graph

G′d with the original vertices in Gd on the edges of G′d. The black plaquettes in Gd are

transformed into vertices in G′d. See the transformation from Fig. 3.3(b) to (c). We now

associate the edges in G′d with Pauli operators up to phases and vertices/plaquettes with

2. If both L1 and L2 are odd in 1-norm, we can choose L′
1 = L1 + L2, L

′
2 = L2 that defines the same

code. Now only L′
2 is odd in 1-norm

104



(a)

(b)

(c)

1

1 2 3

4

1 2 3

654

1

1

1 2 3 1 2 3

654 654

1 2 3 1 2 3

4

1

1

1 2 3 1 2 3

654 654

1 2 3 1 2 3

4

1

1

Figure 3.3: The construction of doubled graph for a non-two-colorable GTC with L⃗1 =
(0, 2), L⃗2 = (3, 0). (a) The original non-two-colorable graph G that defines the GTC. There
is a XZZX stabilizer on each of the shaded plaquettes. The red cycle depicts a logical
operator Y4Y5Y6 that cannot wrap back on itself after a single loop due to odd periodicity in
the horizontal direction. (b) The doubled graph Gd obtained by taking two copies of G and
gluing them horizontally. Now Gd becomes two colorable and the stabilizers are only put
on the shaded plaquettes. Consequently, a single loop is sufficient for the logical operator
to wrap back on itself. (c) The equivalent graph G′d of Gd where qubits are placed on the
edges and stabilizers are placed on the vertices. Now the logical operator corresponds to a
well-defined cycle that is homologically nontrivial on the doubled torus.

stabilizer generators. The idea of the doubling was introduced and analyzed in pure graph-

based formalism in Ref. [164]. Here we formalize the codes associated with the doubled graph

from the perspective of algebraic topology. As detailed in Appendix ??, the representatives of

logical operators ZL, XL, YL are associated with the nontrivial elements in the first homology

group, or equivalently, three homologically nontrivial loops, that are defined on the doubled

torus. We note that because of the doubling, the non-two-colorable GTCs can effectively

reduce the code size required for reaching a certain effective distance by a factor of 2 compared

to their two-colorable counterparts.

With the above topological construction, we can then use geometrical method to calculate

the effective code distance d′. This can be readily calculated when X and Z errors are

independent. Therefore, we first consider independent Pauli X and Z noise, in which the

probability distribution is given by pX = pωZ , pY = pXpZ = pω+1
Z and p = pZ + pX + pY ,

where we assume ω ≥ 1. We note that here we use a bias parameter ω that is different

from the parameter η ≡ pZ/(pX + pY ) commonly used in the literature [89, 90, 91, 92]. For
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independent Pauli X and Z noise, we can convert η to ω by ω = log η
log 1/pZ

+
log(1+1/pZ)
log 1/pZ

,

where ω depends on both η and the error probability pZ . Under such a noise model, the

modified weights of Paulis are wt′(Z) = 1, wt′(X) = ω and wt′(Y ) = ω + 1. Then, the

effective code distance is given by the length of shortest homologically nontrivial cycle on

the doubled torus with distance metrics being the rescaled 1-norm (in the XZ axes):

d′ = minm1,m2∈Z
∥∥∥m1L⃗1,d +m2L⃗2,d

∥∥∥′
xz,1

, (3.8)

where the rescaled 1-norm of a vector αx̂ + βẑ is given by ∥αx̂ + βẑ∥′xz,1 ≡ ω|α| + |β|. We

present an efficient algorithm with complexity O(d′
2
) to compute the effective distance d′ in

Alg. 5.

Algorithm 5: Algorithm for calculating d′

Input : ω, L⃗1,d, L⃗2,d, ϵ
Output: d′

1 L⃗′i,d ← L⃗i,d

[
ω 0

0 1

]
for i = 1, 2, L← (L⃗′T1,d, L⃗

′T
2,d)

T // L⃗i,d are row vectors, L

is a 2× 2 matrix
2 r ← 0, s← 0
3 while s = 0 do
4 r ← r + ϵ

2
5 for each k ∈ [0, 2rϵ ] do
6 x, y ← −r + k ϵ

2 , k
ϵ
2

7 if ∥L
[
L−1(x, y)T

]
− (x, y)T ∥1 ≤ ϵ then

// [·] rounds the entries of a vector to integers.
8 s← 1

9 x, y ← r − k ϵ
2 , k

ϵ
2

10 if ∥L
[
L−1(x, y)T

]
− (x, y)T ∥1 ≤ ϵ then

11 s← 1

12 d′ ← r

It is worth noting that the choice of the shortest nontrivial cycle, which corresponds to
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the logical operator with minimum effective weight, depends on the noise bias ω. Moreover,

the effective distance d′ for a given GTC also varies with ω and typically increases with ω.

As an example, we show how we can geometrically find the minimum-effective-weight logical

operators and obtain the effective code distance for the [[13,1,5]] GTC under different bias

in Fig. 3.4.

(b)(a)

Figure 3.4: Geometric representation of the logical operators of the [[13, 1, 5]] GTC with
L⃗1 = (−1, 5) = 2x̂ + 3ẑ, L⃗2 = (−3, 2) = −1

2 x̂ + 5
2 ẑ for (a) ω = 1 and (b) ω = 3. The

horizontal and vertical axes are aligned with the X and Z axes, respectively. The doubled
graph is obtained by doubling along L⃗2: L⃗1,d = L⃗1, L⃗2,d = 2L⃗2 = −x̂ + 5ẑ. The blue (red)
cycle represents the logical operator associated with L⃗1,d (L⃗2,d). The shortest nontrivial
cycles L⃗m in the modified 1-norm determined by Eq. (3.8) are thickened. For (a) ω = 1,
L⃗m = L⃗1,d and d′ = ∥L⃗1,d∥xz,1 = 5; For (b) ω = 3, L⃗m = L⃗2,d and d′ = ∥L⃗2,d∥xz,1 = 8.

To verify that the effective code distance estimated via Eq. (3.8) is indeed a good proxy for

the code performance under the independent XZ noise model, we perform the Monte Carlo

(MC) simulation using a MWPM decoder (see Appendix E of Ref. [171]) and fit the logical

error rate by pL ∝ pr. We compare the numerically fitted exponent r with
⌊(
d′ + 1

)
/2
⌋
,

where ⌊·⌋ represents the floor operation, in Fig. 3.5.

We can see that for most of the codes r agrees well with
⌊(
d′ + 1

)
/2
⌋

within the numerical

uncertainty. The systematical deviation for some codes under ω = 3 occurs because when

ω > 1, different Pauli operators have different effective weights and the effective weight of

the most probable uncorrectable error associated with a logical operator with effective weight

w′ is not necessarily (and in fact, only lowered bounded by)
⌊(
w′ + 1

)
/2
⌋
. As a result, r is,
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(a) (b)

Figure 3.5: Verification of the effective code distance Eq. (3.8) as a good performance metrics
for the GTCs. Given a bias parameter ω, we numerically obtain the logical error rate pL for
a set of randomly chosen GTCs using the MWPM decoders over a range of physical error
rate p (below the threshold), and fit the logical error rate by pL ∝ pr. There is a good
agreement between r and ⌊(d′ + 1)/2⌋ for both (a) ω = 1 and (b) ω = 3. The range of the
physical error rate p used for the fitting is: (a) p ∈ [0.02, 0.08] and (b) p ∈ [0.06, 0.1].

in general, only lower bounded by
⌊(
d′ + 1

)
/2
⌋
. In the following, we provide an improved

approximation for r.

To more accurately characterizes how the logical error rate scales with the (total) physical

error rate, we define the following effective half code distance: For an asymmetric Pauli

channel with probability distribution {pσ}, σ ∈ {X, Y, Z} and total error probability p, the

effective half distance r′ of a code is the minimum modified weight of any uncorrectable

errors, with the noise-modified weight of a Pauli σ given by: wt′(σ) ≡ log pσ/(maxσ log pσ).

With the above defined r′, the logical error rate (to the leading order) scales as pL ∝ pr
′
.

Note that for the depolarizing noise r′ is simply given by r′ = ⌊(d′ + 1)/2⌋, which can be

efficiently calculated by if d′ is known. However, for an asymmetrical Pauli channel, r′ not

necessarily equals ⌊(d′ + 1)/2⌋ and can not be efficiently calculated in general. Instead of

approximating r′ as ⌊(d′ + 1)/2⌋ in Fig. 3.5, which fails in some cases, we can adopt a better

approximation of r′: (1) Find the logical operator Lm with the minimum effective weight.

(2) Approximate r′ as r′ ≈ minE⊂Lm
wt′(E), where the minimization is over all the subsets

of the logical operator. The above calculation can be done efficiently provided that Lm can

be efficiently located (or equivalently, d′ can be calculated efficiently).

108



3.2.3 Qubit-efficient fault-tolerant quantum error correction with the XZZX

codes

In this section, we investigate how the XZZX codes can be used for qubit-efficient fault-

tolerant QEC. We numerically extract both the capacity thresholds and the phenomeno-

logical thresholds of the codes and show that the thresholds can be significantly enhanced

by increasing the noise bias. In the sub-threshold regime, we present an adaptive design of

the codes that minimizes the required qubit number for reaching a target effective distance

given any noise bias. Furthermore, we propose a QEC scheme using flag qubits that can

fault-tolerantly operate the XZZX codes under a practical circuit-level noise.

Code thresholds

The topological construction of the GTCs indicates that the GTCs could potentially have

exceptionally high thresholds, which might be further boosted by having large bias. First

we note that the GTCs are locally equivalent to the XZZX surface codes and differ mainly

by boundary conditions. As a result, the code-capacity threshold, an asymptotic quantity

for asymptotically-large code blocks, is the same for two code families if optimal decoders

are applied. Next, we show that the GTCs have similarly high thresholds using our tailored

efficient MWPM decoders.

We adopt the independent X and Z noise model and numerically extract the thresholds

pc of GTCs using MWPW decoders for different bias parameter ω. For each ω, we extract the

logical error rate pL as a function of physical error rate p for a set of close-to-optimal codes

(defined in Sec. 3.2.3) with d′ ≤ 21 from the Monte Carlo simulations. Then we estimate

the threshold pc by fitting to the critical-exponent expression pL = A + Bx + Cx2, where

x := (p − pc)d′1/ν [9]. In Fig. 3.6(a), we plot the thresholds of the GTCs when assuming

perfect syndrome extractions. The thresholds match or even surpass the hashing bound

(indicated by the dashed line), similarly as the XZZX surface codes. In Fig. 3.6(b), we plot
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(a) (b)

Figure 3.6: The thresholds pc of GTCs using MWPM decoders as functions of the bias
parameter ω, obtained by doing the critical exponent fit [9] on numerical data from MC
simulations. (a) Code threshold assuming perfect syndrome measurements. The dashed line
indicates the hashing bound. (b) Code threshold under a phenomenological error model,
in which each syndrome measurement fails with a probability that equals the total error
probability p of the data qubits.

the thresholds under a phenomenological noise model, in which each syndrome measurement

fails with a probability that equals to the total error probability p of the data qubits. The

phenomonological thresholds increase from 3.5% to 10% as ω increases from 1 to 4.

Adaptive code design for qubit-efficient QEC

Under infinitely Z-biased noise, the optimal GTCs (encoding one logical qubit) should cor-

respond to the cyclic codes with a repetition structure, whose effective distance reaches the

optimal linear scaling with n, i.e. dZ = n. Here we explicitly identify these cyclic GTCs. A

GTC is cyclic if there is a cycle of length n along certain direction l̂0 ∈ Z2 with a, b being

coprime, on the torus that goes through all the qubits without repetition, e.g. the grey string

in Fig. 3.2. The qubits are then labeled along this cycle to be a XZZX cyclic code. Given

such a direction l̂0, we say that the GTC is cyclic along l̂0. We then identify the GTCs that

correspond to the XZZX cyclic codes with repetition structures by identifying the direction

along which they are cyclic:

Proposition 11. A GTC has a repetition-Z (X) structure iff it is cyclic along (1,1) ((-1,1))

direction; A GTC has a repetition-Y structure iff it is cyclic along (0,1) and (1,0) direction.
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Proof. The proof for repetition-Z (X) structure is straightforward. For infinite Z (X) noise,

the GTCs are effectively single or disjoint sets of repetition codes obtained by removing the

Pauli Zs (Xs) in the stabilizers. A GTC is a single repetition code iff there are no logical

operators consisting of only Pauli Xs (Zs) that have weight smaller than n. Since the Pauli Z

(X) chains lie along (1, 1) ((−1, 1)) direction, the above condition is equivalent to that there

are no sub-cycles along the (1, 1) ((−1, 1)) direction. Next we prove that it is necessary for a

GTC to be cyclic along (1, 0) and (0, 1) direction in order to have a repetition-Y structure.

Suppose the code is not cyclic along either (1, 0) or (0, 1) direction, i.e. there are sub-cycles

along that direction, then a Pauli-Y string associated with a sub-cycle is a logical operators

(with weight smaller than n), contradicting the assumption of the repetition-Y structure.

To prove the sufficiency, we first define a classical “Y-code" with parity-check matrix H,

where each row of H is associated with a stabilizer generator and Hi,j = 1 iff the action of

Si on the jth qubit is non-identity. A GTC under pure Y noise is then decoded as a Y code.

Given the condition that a GTC is cyclic along both (1, 0) and (0, 1) direction, without loss

of generality we can choose L⃗1, L⃗2 as L⃗1 = n(1, 0), L⃗2 = (−m, 1), such that gcd(m,n) = 1

(to ensure the code is cyclic along (0,1) direction). We then label the qubits along the (1, 0)

direction and correspondingly, the i-th row of H is: Hi,j = 1 for j = i, i+1, i+m, i+1+m(

mod n) and 0 otherwise. This is equivalent to (up to regrouping the stabilizer generators)

the repetition code with Hi,j = 1 for j = i, i+ 1 since m and n are coprime.

In the finite-bias regime, we can use our topological construction and geometrical methods

to adaptively identify the optimal GTCs given any bias parameter ω. We restrict ourselves

to non-two-colorable GTCs since they are more resource efficient. The task is now to find

the GTC that uses the smallest number of physical qubits n to reach a given effective code

distance d′. Given the geometrical interpretation of d′ and n:

d′ = min
m1,m2∈Z

∥∥∥m1L⃗1,d +m2L⃗2,d

∥∥∥′
xz,1

,
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and n = 1
2

∣∣∣L⃗1,d × L⃗2,d∣∣∣, this task is equivalent to finding the densest packing of diamonds

whose aspect ratio is given by the bias parameter ω.

(a) (b)

Figure 3.7: The densest packing of diamonds that correspond to the optimal choice of the
GTCs given a bias parameter ω. The diamonds to pack (a) have aspect ration ω and the
densest packing pattern is the regular tiling (b).

As shown in Fig. 3.7(a), the diamond to pack has diagonals with length d′ and d′/ω,

respectively. Obviously, the densest packing pattern is the regular tiling of a surface using

the diamonds (see Fig. 3.7(b)). Therefore, the optimal choice of L⃗1,d, L⃗2,d is:

L⃗OPT
1,d = 1

2d
′
(
1
ω x̂+ ẑ

)
, L⃗OPT

2,d = 1
2d
′
(
− 1

ω x̂+ ẑ
)
. (3.9)

Eq. (3.9) gives n = d′2/2ω, or d′ =
√
2ωn. However, the densest packing pattern is not

always achievable since the codes have an additional constraint that d′ ≤ n, as there is

always a logical operator consisting of all Pauli Zs of effective weight n. Hence, the optimal

codes satisfy:

n =


d′ d′ ≤ 2ω

d′2/2ω d′ > 2ω

, (3.10)

or equivalently, d′ = min(n,
√
2ωn). Eq. (3.10) should be viewed as an (tight) lower bound

on the required size of our XZZX codes family for reaching a target effective distance (see the

black dashed curve in Fig. 3.8). Furthermore, Eq. (3.10) provides the guiding principles for

choosing the optimal codes: Given a noise bias ω and a target effective distance d′, the cyclic
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GTCs with a repetition-code structure are optimal for d′ ≤ 2ω; The GTCs with an optimized

layout (optimal choice of L⃗1, L⃗2), which corresponds to the densest packing pattern of the

associated diamonds, are optimal for d′ > 2ω.

However, due to the constraints that the periodicity vectors L⃗1, L⃗2 should be in Z2 and

they produce a non-two-colorable graph, the optimal codes that saturate the upper bound

are sparse in both d′ and n (see the black dots in Fig. 3.8). To obtain more codes with good

performance, we define the following close-to-optimal (CTO) codes by finding the codes that

correspond to close-to-optimal packing patterns:

L⃗CTOi,d = L⃗OPT
i,d + δli, ∥δli∥xz,1 ≤ ∆, (3.11)

for i = 1, 2. Here ∆ is a parameter that characterizes how far the packing pattern given

by L⃗CTOi,d is deviated from the densest packing pattern (given by L⃗OPT
i,d ). By increasing ∆

we further relax the packing pattern and obtain more CTO codes. We note that due to the

integer constraints on the periodicity vectors, we need to restrict ω to be integers in order

to obtain optimal codes that exactly satisfy Eq. 3.9. However, we can still find a set of

close-to-optimal codes that approximately satisfy Eq. 3.9 for any ω. This could be done by

either rounding ω to integers or finding periodicity vectors in Z2 that are close to the exact

solutions of Eq. 3.9 within certain Manhattan distance (similar to Eq. 3.11).

In Fig. 3.8, we plot the required size n of different codes as a function of the target

effective distance d′ for ω = 1 and 3. We compare the tailored GTCs with the unrotated

planar XZZX surface code [92], whose aspect ratio is optimized according to ω. For d′ ≤ 2ω,

the tailored GTCs enjoys the optimal scaling between n and d′, i.e. n = d′, because some

GTCs can have a repetition-code structure while the planar codes cannot; For d′ > 2ω, n

scales quadratically with d′ for both code families, but the planar codes require roughly four

times more qubits than the tailored GTCs.
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(a) (b)

Figure 3.8: The scatter plots of the required size n of different codes for achieving a target
effective distance d′ under (a) ω = 1, (b) ω = 3. The black dashed line indicates the bound
(Eq. (3.10)) n = d′2/2ω for the GTCs. The green dashed line indicates the standard scaling
n = d′2 for d′ by d′ rotated planar surface codes. The grey dashed line indicates the scaling
n = max[2d′2/ω−d′(1+1/ω), 3d′−2] for the unrotated planar surface codes with optimized
aspect ratio. All the codes are of the XZZX type.

Fault-tolerant quantum error correction

In this section we present a fault-tolerant QEC scheme for the GTCs using flag qubits. The

main idea of the flag fault tolerance [165, 166, 167, 168] is that a small number of extra

qubits (flags) are used to catch the bad ancilla errors that propagate to higher-weight data

errors during the stabilizer measurements (e.g. a Pauli X error on the syndrome qubit s that

occurs after gate b, which is depicted by the red star, during the stabilizer measurement

shown in Fig. 3.9). Therefore, the code distance is preserved under a circuit-level noise, i.e.

a distance-d code can tolerate up to t = ⌊(d− 1)/2⌋ faults that occur at arbitrary locations

during the protocol.

When considering the biased noise, we have shown that it is the effective code distance,

which is typically larger than distance for tailored codes, that characterizes the code perfor-

mance. As such, we need to design FT schemes that preserve the effective code distance.

Following Refs. [26, 172] we give the following definition of t′-FTEC under biased noise:

For t′ = (d′ − 1)/2, an error correcting protocol using a stabilizer code with effective code

distance d′ is t′ fault-tolerant if the following two conditions are satisfied:

1. For an input code word with error of effective weight s′1, if any faults with effective
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weight s′2 occur during the protocol with s′1+s
′
2 ≤ t′, ideally decoding the output state gives

the same code word as ideally decoding the input state.

2. For faults with effective weight s′ during the protocol with s′ ≤ t′, no matter how

many errors are present in the input state, the output state differs from a code word by an

error of at most effective weight s′.

a
b

c
d

Syndrome
Flag

1
2
3
4

s
f

Figure 3.9: The flag circuit to extract a weight-4 stabilizer X1X2Z3Z4. We prepare a
syndrome qubit s in |+⟩ state, apply a sequence of CX (a,b) and CZ (c,d) gates between
the s and the data qubits, and measure s in the X basis to obtain the syndrome associated
with X1X2Z3Z4. In addition, we apply two CX gates between s and an extra flag qubit
f to catch the bad (bit-flip) errors on the syndrome qubit. Without the flag qubit the bad
errors after gates b and c can propagate to the data qubits with larger (effective) weight.
With an extra flag qubit, the bad errors (e.g. a Pauli X error depicted by the red star) can
be detected and corrected adaptively.

For the GTCs, a subset of them can be made fault tolerant simply by appropriately

scheduling the standard bare-ancilla syndrome extraction circuits (e.g. the circuit in Fig. 3.9

without the flag qubit), similar to the CSS surface code [173, 174]. However, other GTCs,

e.g., the five-qubit code, require extra flag qubits (or other type of ancillas [134, 175, 139])

to be fault tolerantly operated since the hook errors of the ancilla circuits could reduce

the effective code distances. See Appendix F of Ref. [171] for more details. Here we show

that by using the flagged circuit in Fig. 3.9 with one extra flag qubit to measure the XZZX

stabilizers, we can achieve the above-defined fault tolerance for any GTC. More precisely,

we claim that by measuring the stabilizers using the flagged circuits (and unflagged circuits)

in an appropriate sequence and applying proper decoding, a GTC with effective distance d′

can realize t′-FTEC, where t′ = (d′ − 1)/2.
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We prove the claim in Appendix F of Ref. [171] and only sketch it here. For the flag-

QEC scheme to work, two conditions have to be satisfied. (1) Errors with effective weight

up to t′ on the ancilla qubits that propagate to higher (effective) weight errors have to be

detected by the flag qubits. (2) The bad errors sharing the same flag pattern have to be

distinguishable and correctable by the Knill-Laflamme conditions. The first condition is

guaranteed by using the flag circuit Fig. 3.9 while the satisfaction of the second condition is

in general code-specific and is proved for the GTCs in Appendix F of Ref. [171]. We leave

the investigation of the GTCs performance under the circuit-level noise to future work.

3.2.4 Discussion

Correlated Pauli X and Z noise

In this section, we discuss the performance of the GTCs under another physically relevant

noise model, which we call the correlated Pauli X and Z noise: pX = pY = pωZ and pX+pY +

pZ = p, where ω ≥ 1. This model does not assume the independence between X and Z errors

and is widely considered in studying QEC under biased noise [89, 90, 91, 92]. Under such a

model, the effective weights of the Pauli operators are wt′(Z) = 1 and wt′(X) = wt′(Y ) = ω.

It turns out that we can easily extend our analysis of the GTCs under the independent X

and Z noise to the case where the X and Z error becomes correlated, and obtain similar

results. Specifically, we have the following results:

(1) The effective code distance d′cor of the GTCs under the correlated X and Z noise

is close to that under the independent X and Z noise d′ for the same ω, especially in the

high-bias regime. More precisely, we have

ω
ω+1d

′ ≤ d′cor ≤ d′. (3.12)

Both the upper and lower bounds are tight and they converge to be the same as ω increases.
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Therefore, we can use Eq. (3.8) that we developed for calculating the d′ to approximately

estimate the d′cor of the GTCs. In Fig. 3.10, we compare the bounds in Eq. (3.12) (orange

bars) with the numerical estimates of the d′cor (green dots) for the close-to-optimal codes

defined in Eq. (3.11). The numerical estimates of the d′cor are given by 2r − 1, where r is

the exponent in the expression pL ∝ pr that is extracted from fitting the MC simulations

using tensor network decoders (see Appendix E of Ref. [171] for details of the decoders). The

numerical estimates fall well within the theoretical bounds. For ω = 1, the bounds Eq. (3.12)

are relatively loose due to the factor ω
ω+1 = 1

2 . As ω increases, the bounds become tighter

and d′ serves as a good approximation for d′cor for all the codes.

(2) Based on (1), the optimal achievable performance of the GTCs under the biased

model is close to Eq. (3.10). The optimal/close-to-optimal codes under the correlated X and

Z noise are among the close-to-optimal codes under the independent X and Z noise. To

identify the former, we need to look for codes in the latter family with the minimal number

of Y s in the shortest logical operators. Consequently, these codes have effective distance

d′cor ≈ d′, which, according to the upper bound in Eq. (3.12), is the largest achievable

effective distance (given a bias and code size). Such optimal/close-to-optimal codes under

the correlated X and Z noise can be identified in Fig. 3.10, as those with the numerically

extracted effective code distance (green dots) close to Eq. (3.10) (dashed line).

Figure 3.10: Performance of the close-to-optimal GTCs under the correlated Pauli X and
Z noise for (a) ω = 1 and (b) ω = 3. The dashed line indicates the bound Eq. (3.10). The
orange bars indicate the effective code distance bounds given in Eq. (3.12). The green dots
are given by 2r − 1, where r is the exponent in the expression pL ∝ pr that is extracted
from fitting the MC simulations using tensor network decoders. The green bars indicate the
standard numerical error. The range of the physical error rate p used for the fitting is: (a)
p ∈ [0.01, 0.03] and (b) p ∈ [0.04, 0.07].
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Practical applications

In practice, the noise channel in many physical systems is asymmetric, e.g. noise biased

towards dephasing. Here we consider the stabilized cat qubits in bosonic systems, whose

bit-flip rate is exponentially suppressed by the cat size |α|2 while phase-flip rate is only

linearly amplified by |α|2, thereby supporting exponentially large noise bias [66, 79]. More

importantly, the stabilized cats support a set of gates that preserve the bias of the noise

[46, 4, 176], which are important for fault-tolerant QEC in the circuit level. According to

Refs. [177, 69, 176], it is expected that the error rates in these systems can reach pZ ∼

10−2, pX ∼ 10−6, which corresponds to ω ≈ 3. Under this bias, the optimized GTCs can

act effectively as repetition codes with d′ = n for n up to 6. For larger n, the GTCs remains

resource efficient. As an example, the GTC with L⃗1 = (7, 5), L⃗2 = (−2, 1) has an effective

distance 9 using only 17 qubits. In contrast, to achieve the same distance with the standard

surface code under the depolarizing noise one would need 81 qubits. Furthermore, if we are

not restricted by local connectivity, by adding only two extra qubits we can fault-tolerantly

operate this GTC using only 19 physical qubits.

Different from the surface codes, the GTCs require non-local connectivity if the qubits

are placed in a planar layout. Such non-local connectivity has been demonstrated on current

superconducting devices [178, 179, 180]. Furthermore, if we arrange the cyclic GTCs on

a ring (see Fig. 3.2(a)), only quasi-local circular connectivity is required. Similar circular

connectivity has been shown to be implementable in a resource-efficient manner in Ref. [181].

Conclusion and outlook

In this work, we study the performance of a family of XZZX codes, including the XZZX

cyclic codes and the XZZX GTCs, under biased noise. Facilitated by the topological tools,

we show that the optimized XZZX codes can achieve a favorable effective distance - block

size scaling. Furthermore, we show that the XZZX codes have remarkably high thresholds
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that reach what is achievable by random codes, and they can fault tolerantly operated by

adding one flag qubit. In combination, our results show that tailored XZZX codes give a

qubit-efficient scheme for fault-tolerant QEC against biased noise.

So far, our discussion has mainly focused on the memory level. In future work, we will

extend our analysis to fault-tolerant universal quantum computing with low overhead. We

will investigate the implementation of fault-tolerant gates encoded in our tailored codes.

Different sets of universal fault-tolerant gates on the five-qubit code have been developed

and implemented experimentally. For instance, Gottesman’s construction [182] is built on

a three-qubit transversal Clifford gate and single-qubit Clifford gates and measurements.

Ref. [183] constructs fault-tolerant CZ and T gate using the idea of pieceable fault tolerance,

which has been recently demonstrated experimentally [76]. We believe it is possible to

generalize these constructions to larger XZZX codes. Furthermore, a circuit level estimation

of the error rates and a full analysis of the resource cost for fault-tolerant quantum computing

will also be carried out.

In Ref. [161], it is shown that random Clifford deformations of the CSS surface codes can

lead to better codes. It is worth investigating whether a similar transformation can boost

the performance of our XZZX codes.

It is also possible to generalize the construction of the XZZX GTCs to the recently

advanced quantum low-density-parity-check (LDPC) codes [184, 185, 186, 187, 12, 93], which

have asymptotically finite coding rate and good block-length-to-distance scaling. The current

construction of the quantum LDPC codes focuses mainly on homological CSS codes. The

results in our paper indicate that non-CSS and non-homological construction might lead to

more efficient codes against both symmetric and asymmetric noise.
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3.3 Tailored topological codes for catastrophic correlated noise

Topological codes can exponentially suppress local and uncorrelated errors (or errors with

finite-range correlations) by encoding quantum information non-locally in a many-body sys-

tem (see e.g., Refs. [15, Chapter 10], [188, 189, 190]). Long-range correlated errors, however,

e.g. due to coupling to a bosonic bath [140, 141, 142], can negatively impact the performance

of QEC [191, 192].

Recently, it has been shown that a cosmic ray event (CRE) can cause catastrophic corre-

lated errors in superconducting qubits [193, 194, 143, 77]. Upon impact of high-energy rays,

phonons are created and spread in the substrate. These phonons then create quasiparticles in

the superconducting material, which subsequently induces qubit decay [143]. Even though

these events are rare, their effect is devastating as they cause fast correlated relaxation

(T1 error) in all the qubits in a chip that essentially erases the encoded quantum informa-

tion [143], which is especially detrimental to long computational tasks that could take several

hours [195]. Moreover, the adverse effect of CREs is not limited to superconducting qubits.

Semiconductor spin qubits [196] and qubits based on Majorana fermions [197, 198] also suffer

from the charge noise and quasiparticle poisoning that are resulted from CRE, respectively.

One system-specific approach to reducing the impact of CREs is through changing the design

of the device, for example, by introducing phonon and quasiparticle traps [199, 200, 201] and

enhancing phonon relaxation in the device [198].

In this work, we take a different approach and use a distributed error correcting scheme

with concatenated topological codes to detect and correct correlated errors by CREs. Dis-

tributed hardware architectures, connecting smaller nodes into a tightly-coupled system using

an interconnect network, have been proposed to achieve scalability for a single computa-

tion [202, 203, 204, 205, 206, 207, 208, 209, 210]. Here, we repurpose these architectures to

improve fault tolerance. Our approach is system independent and works as long as a quantum

network can be built to share entanglement between separate chips. In a network of chips, a
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Figure 3.11: (a) Information is encoded in an error correcting code that is distributed across
multiple data chips. The CRE-induced erasure errors on the data chips are corrected using
ancilla-assisted syndrome measurements. (b) A code that corrects d − 1 erasure errors,
suppresses the rate of the CRE-induced catastrophic events.

CRE erases information from one chip, but as we show this event and the specific impacted

chip can be detected (see Fig. 3.11a). Since the location of the error is now known, we can

use erasure QEC to correct the errors and recover the information [211, 139, 212, 213, 214].

We present a low-overhead erasure QEC scheme that is fault tolerant against the CREs and

discuss its implementation using superconducting chips connected with microwave links (see

e.g., Refs. [215, 216, 217, 218]), and provide logical-error estimates in state-of-the-art experi-

mental systems. Our analysis indicates that under reasonable assumptions, we can suppress

the damage from these catastrophic events to higher order and reduce the CRE-induced

logical error rate from 1 every 10 seconds in Ref. [143] to less than 1 per month.

We note that our scheme is not limited to correcting CREs, and it can be used more

generally to deal with catastrophic correlated errors.

3.3.1 Setup - a two-level encoding

We consider two levels of encoding on n chips. The first level uses an error correcting code

(e.g., a surface code [17]) to protect the information in each chip. In the second level,

we concatenate this code with a [[n, 1, d]] QEC code capable of correcting d − 1 erasure

errors [211], which is distributed across n separate chips. The operations in the first level

should be protected by the first-level code. Therefore, operations in that level are followed by
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syndrome checks at every step. Upon a CRE impact on a specific chip, the qubits in a large

region around the impact area experience a considerable reduction in their lifetime [143].

Consequently, most qubits in the impacted chip decay during an error correction cycle. The

simultaneous decay of a large number qubits in a chip causes a significant increase in the

number of error syndromes of the first-level encoding. The observation of a sharp jump

in the number of error syndromes in a chip reveals the location of the erasure error in the

second level [77, 219], which subsequently triggers error correction in the second level. We

expect that by correcting d− 1 errors we would be able to suppress the rate of catastrophic

events to ∝ λ(λτ)d−1, where λ is the CRE rate in a chip and τ is the time that it takes for

the second-level error correction cycle (see Fig. 3.11b).

For example, we can use the [[4,1,2]] code [211] to correct single erasure errors. As shown

in Fig. 3.12b, a single CRE event will trigger the QEC circuit to correct the erasure error and

successfully restore the original encoding. However, if there is a second CRE erasure event

during the erasure correction, the QEC circuit will fail to restore the encoded information,

leading to a CRE-induced logical error rate proportional to λ2τ . Note that the QEC for

[[4, 1, 2]] is relatively simple because we only care about correcting single CRE errors and

do not worry about CRE errors during the QEC operations. In order to use larger-distance

codes, e.g., the [[7, 1, 3]] code [220], to suppress the CRE errors to higher orders it is crucial to

design the QEC circuit fault tolerantly so that possible CRE events during the QEC should

not damage the encoded information.

3.3.2 Fault tolerant error correction for erasure errors

We assume that by using sufficiently large surface codes in the first level, Pauli error rates

due to the failure of the surface QEC are much lower than the rate of the CREs. As such,

we only consider the errors induced by the CREs. For simplicity, we assume that a CRE-

induced erasure error could propagate through a two-qubit gate and completely erase both
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involved qubits 3. Upon detecting erasure errors on a chip, we replace the erased chip with a

reserve chip. The data qubits on the new chip are randomly initialized. Hence, their erasure

errors are converted to detected Pauli errors randomly drawn from {I,X, Y, Z} after the

chip 3 replacement.3 We propose a novel fault-tolerant QEC (FTQEC) scheme, called the

erasure-flag scheme, that satisfies the fault-tolerant criteria [191, 172, 167]:

Definition 12. For t = d− 1, an erasure QEC protocol is t fault-tolerant using a distance-d

stabilizer code if the following two conditions are satisfied:

1. For an input codeword with an error of weight s1, if s2 erasures occur during the

protocol with s1 + s2 ≤ t, ideally decoding the output state gives the same codeword as

ideally decoding the input state.

2. For s erasures during the protocol with s ≤ t, no matter how many errors are present in

the input state, the output state differs from a codeword by an error of at most weight

s.

The scheme adaptively performs non-destructive stabilizer measurements using one an-

cilla qubit on an ancilla chip (Fig. 3.11a). A single erasure error that occurs on the ancilla

could propagate into multiple data erasures on different data chips. However, we can de-

tect the time and location of such bad errors. So similar to the flag FTQEC for Pauli

errors [165, 166, 167], the access to this information enables us to design protocols that use

minimal resources to tolerate the bad errors. Here, this information comes directly from the

first-level QEC without requiring additional resources, e.g. flag qubits, in the second level.

The erasure-flag FTQEC protocol using a distance-d code is implemented as follows. (i).

Upon detecting erasure errors on the data qubits, replace the erased data qubits (chips),

initialize the erasure-flag error set E that contains the detected data errors, set s = 0 that

3. In practice, the propagation of erasure errors at the surface-code level through the gates depends on
both the microscopic detail of the erasures and the implementation of the gates. Here we consider the
worst-case scenario, where a single erasure can completely erase all the qubits involved in a multi-qubit gate.
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Figure 3.12: (a). The illustration of the [[4,1,2]] (left) and the [[7,1,3]] (right) code. The
colored plaquettes represent stabilizer generators that have supports on the surrounding ver-
tices (data qubits). (b) The FT circuit for the [[4,1,2]] code correcting one data erasure (red
cross). Colored boxes represent an ancilla-assisted measurement of a stabilizer associated
with a plaquette of the same color. The ancilla is initialized in |+⟩, a sequence of CX/CZ
gates between the ancilla and the data qubits are applied (not shown), and the ancilla is
measured in the Pauli X basis. (c) The non-FT circuit for the [[7,1,3]] code that is non-
adaptive. An initial erasure error on a data qubit triggers the circuit, which measures all
the six stabilizers in a fixed sequence (pink-green-blue) and applies the correction at the
end. We explicitly show the CX gates in the first box (X3X4X6X7 stabilizer measure-
ment) to illustrate an erasure error that propagates to multiple data errors and causes a
logical failure. The top shows the evolution of the errors for the example trajectory. The
red circles indicate qubits with potential Pauli errors (converted from the erasure errors).
(d). The FT circuit for the [[7,1,3]] corrects the errors adaptively. Suppose another erasure
happens during the CZ gate (shown in red) between the ancilla and the third qubit while
measuring Z1Z2Z3Z4. Upon detection of this error we stop the stabilizer measurement, dis-
card and replace the ancilla and the thrid qubits and update the erasure-flag error set E to
E = {I,X1} × {I, P3} × {I, Z1Z2}, where P3 indicates an arbitrary Pauli error on the third
qubit. The correlated Z1Z2 error results from discarding the ancilla that is entangled with
the first and the second qubits. We then measure the stabilizers X1X2X3X4, X2X3X5X6,
Z2Z3Z5Z6, Z1Z2Z3Z4 to correct possible errors within E .

counts the number of bad erasure errors that happen during the protocol and apply the

following erasure-QEC. (ii). Measure a set of stabilizers of minimal size that can be used

to correct the current E . (A). If there are snew bad erasures detected in the middle of a

stabilizer measurement with s+ snew ≤ d− 1, stop the measurement immediately, update s

by adding snew, replace the erased qubits (chips), update E , and restart (ii). (B). Otherwise,

apply a correction in E based on the measured syndromes.
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The fault tolerance of the protocol is guaranteed by the following two key ingredients.

(a). Bad erasures can be immediately detected so that we can keep track of the erasure-

flag error set resulting from the bad errors. (b). The erasure-flag error set is correctable

(different errors either have different syndromes or differ by a stabilizer) if there are fewer

than d faults. We show that the erasure-flag scheme can be applied to the four-qubit and

seven-qubit codes using proper QEC circuits (Fig. 3.12). The FT circuit for the [[4,1,2]] code

(Fig. 3.12b) corrects a single data erasure at the input. A non-FT circuit for the [[7,1,3]] code

(Fig. 3.12c) is triggered by a data erasure error at the input and non-adaptively measures

a full set of stabilizers in a fixed sequence. However, an extra erasure that occurs on the

ancilla chip during a stabilizer measurement could propagate into multiple data errors and

cause a logical failure. Therefore, the non-FT circuit fails to correct some consecutive double

erasures. In contrast, the adaptive FT circuit (Fig. 3.12d), which keeps track of the possible

error set and measures only a minimal set of stabilizers, can tolerate up to two consecutive

erasures on arbitrary qubits. We note that the erasure-flag scheme is not guaranteed to

work for any stabilizer code and it is mostly suitable for small codes or codes with certain

structures, e.g. the topological surface codes with arbitrary distance (see Supplementary

Material of Ref. [221]).

3.3.3 Analysis of the logical error rates

Following Ref. [143], we model CREs on each chip by an independent and uncorrelated

Poisson process N(t), such that P [N(t) = k] = (λt)k/k! exp(−λt), where λ is the rate of the

events 4. The value of λ depends on the geometry and other specifications of the chip [198],

but for simplicity we use the reported value of 1/λ = 10 s in Ref. [143]. Since the events

in each chip are assumed to be independent, the introduction of additional chips increases

the overall CRE rate linearly. Using the FT implementation of a QEC code that corrects

4. In principle, there might be spatial correlations between these events, but they can be treated inde-
pendently as long as the correlation length is finite and the chips are separated beyond that length.
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Figure 3.13: The solid (dashed) lines show the lower (upper) bound of the lifetime with
(without) the fault-tolerant implementation. The dotted line shows the expected lifetime
λ−1 without error correction. The circle ([[4, 1, 2]]) and square ([[7, 1, 3]]) markers show
estimates of the improved lifetime with error correction for maximal recovery time using
experimentally feasible parameters.

d − 1 erasure errors in a cycle, a catastrophic event might occur if there are more than

d − 2 additional events during the recovery time, τ , following the first event that triggers

error correction. Such a catastrophic event leads to a logical failure at the second level of

encoding. The rate of these catastrophic events is obtained by taking the product of the

rate of the CREs that trigger error correction and the probability that more than d − 2

CREs happen in time τ following the first CRE. For a code over n chips, the former is nλ.

However, since we need an ancilla chip for our QEC scheme, the latter factor should be

calculated using the rate (n + 1)λ (the reserve chips do not contribute to the logical error

rates since they do not carry any logical information). Therefore, we find the rate of the

catastrophic events, Γ = nλ{1 − exp[−(n+ 1)λτ ]
∑d−2

k=0[(n + 1)λτ ]k/k!}. For nλτ ≪ 1,

we have Γ ≈ nλ[(n + 1)λτ ]d−1/(d − 1)!, which shows the desired error suppression in this

regime. While we considered the worst-case scenario, not all weight-d (or higher) errors

are catastrophic, and some are still correctable. Therefore, by considering the longest error

correction and recovery time for τ (Fig. 3.12b and d), this analysis gives a lower bound on

the memory lifetime, Γ−1, limited by the d − 1 coincident CREs within τ (solid lines in

Fig. 3.13).

In contrast, for the non-FT implementation of the [[7, 1, 3]] code, we obtain an upper

bound on the memory lifetime (dashed line in Fig. 3.13). In this case, some double events
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cause a logical failure. For an upper bound, we only consider the case where the first erasure

error occurs on the edge chips in Fig. 3.12a. Following this event, depending on the affected

chip, there are one or two stabilizer measurements during which an ancilla erasure can lead

to logical failure. Therefore, we consider CREs on these 6 edge chips with the rate 6λ as

triggering events and find the probability of an additional event on an ancilla during one

of the stabilizer measurements. Since different stabilizer measurements (colored boxes in

Fig. 3.12c) have the same number of inter-chip gates, we assume that they each take τ/6.

Therefore, we find the upper bound of 1/{6λ[1 − exp(−λτ/6)]} for Γ−1 ( Fig. 3.13). In

Supplementary Material of Ref. [221], we numerically verify that the logical error rates are

suppressed to the desired order for both the FT and non-FT schemes. Furthermore, we show

improved theoretical estimates for Γ−1 under a specific model of the hardware operations.

3.3.4 Experimental implementation

Our proposed scheme can be implemented experimentally in superconducting devices by

coupling multiple data chips to an ancilla chip through a router [222, 223] (Fig. 3.11a). The

ancilla chip is used to collect the syndrome information by coupling a syndrome patch to

the data patches (all encoded in a surface code) associated with different stabilizers. The

detail of coupling of the ancilla chip with one of the data chips is illustrated in Fig. 3.14. To

implement an entangling gate, e.g. CX, between the syndrome patch S and a data patch

D, we introduce an ancilla patch A on the ancilla chip and apply the measurement-based

gate [10] (see the inset of Fig. 3.14). The measurement of joint Pauli operators ZZ (XX)

between the surface patches A and S (D) is implemented by lattice surgery [10], i.e. merging

and then splitting the Z (X) boundaries of the two involved patches. In our distributed

architecture, we need to nonlocally merge the boundaries of the A and D patches that sit

on different chips by adding new plaquettes (dashed boxes in Fig. 3.14) that connect the

boundaries. Each of the new plaquette has two ancilla qubits (black dots in Fig. 3.14), each

127



Router

Ancilla chipData chip

D A

S

Figure 3.14: Detail of the coupling of the ancilla chip in Fig. 3.11(a) to a data chip. We show
three surface patches S (syndrome), A (ancilla), and D (data). Each patch is encoded in a
rotated surface code, with data qubits on the vertices and X-type (Z-type) syndrome qubits
on the black (white) plaquettes. To extract error syndromes, a CX gate between S and D
patches is implemented by introducing the A patch and applying the measurement-based
circuit shown in the inset.

sitting on one chip and is locally coupled to two data qubits on the boundary of the surface

patches. To measure a new plaquette stabilizer, we apply a nonlocal CX gate between

the two ancilla qubits to create a Bell state 1√
2
(|00⟩ + |11⟩), then apply two CX/CZ gates

between the ancilla qubits and their coupled data qubits, then apply another nonlocal CX

gate between the ancillas and finally measure one of the ancillas. The non-local physical CX

gate between the ancilla qubits can be implemented by teleportation-based gates that use

pre-shared and purified bell pairs between two chips [224, 225, 226, 180].

We can estimate the length of the outer QEC cycle and the corresponding upper bound

of the logical error rate based on realistic experimental parameters in the superconduct-

ing architecture. The most time-consuming physical operations are the two-qubit gates

(∼ 100 ns [227, 228]), measurements (∼ 200 ns [229]) and inter-chip state transfers (∼

100 ns [218, 217]). We assume that each surface patch is a 10× 10 rotated surface code and

each surface-level operation is followed by 10 repeated rounds of surface-QEC. For maximum

parallelism for all the operations, we estimate that the maximum recovery time τ for the

[[4,1,2]] ([[7,1,3]]) code correcting 1 (2) erasure errors is approximately 270 µs (1000 µs). See

Sec. 3.3.5 for details. Based on these estimated recovery times, we obtain a lower bound

of the memory lifetimes of approximately 5 hours using the four-qubit, and 51 days for
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seven-qubit codes (markers in Fig. 3.13).

3.3.5 Comparison between the erasure-flag scheme and the Knill-QEC

scheme

We can adapt the Knill-QEC scheme [139] to our setting to correct catastrophic erasure

errors on different chips. For a logical qubit encoded in an n-qubit code, we use three blocks

of qubits indexed by different colors (black, blue, and orange). Each block is encoded using

the n-qubit code, with each qubit in a distinct chip. In other words, there are n chips in

total, each containing three qubits of different colors (see Fig. 3.15(c) and (d)). To correct

the erasure errors, we first prepare an encoded Bell pair between the blue and orange blocks

and then teleport the information from the black block to the orange block by performing

a Bell measurement on the black and blue blocks. The erasure-QEC succeeds if the logical

information is not erased. That is, if we can express the logical X and Z operators using

the remaining unaffected qubits. Faithful measurements of these logical X and Z operators

recover the information in the black and blue blocks, respectively. Although most of the

required operations are transversal, i.e. no inter-chip gates are required, the preparation of

the logical |00⟩L state for the blue and orange blocks is non-transversal (see Fig. 3.15(a)(b)).

Consequently, an erasure error that happens in the middle of the logical-zero preparation

could spread among different chips and erase multiple qubits in the blue/orange blocks.

Fortunately, this problem can be resolved by verifying the state and redoing the preparation

if necessary. Specifically, we can fault-tolerantly operate an [[n, k, d]] code against erasure

errors by implementing the following protocol:

(i) If there are data erasures detected at the beginning, replace the erased data qubits

(chips) and apply the following erasure-QEC. (ii) Use the non-transversal circuit to prepare

the logical state |0L⟩ for both the blue and the orange blocks. If there are bad erasures

detected in the middle, replace the erased qubits (chips) and restart the state preparation.
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Repeat until the logical |00⟩L is prepared without bad erasures. Then apply transversal

gates to prepare the bell state |Φ+
L ⟩ (between the blue and orange blocks). Next, perform

the transversal Bell measurement between the black block and the blue block by measuring

the intact qubits (which have not been erased) and teleport the information from the black

block to the orange block.

As examples, we explicitly draw the fault-tolerant circuits for the [[4, 1, 2]] ([[7, 1, 3]]) code

correcting 1 (2) erasure errors in Fig. 3.15(c) (Fig. 3.15(d)). We note that the circuit for the

[[7, 1, 3]] is adaptive and we need to redo the preparation of |00⟩L if there is erasure detected

in the middle.

In the following, we provide a comprehensive comparison between the Knill and erasure-

flag schemes in terms of their resource overhead, implementation speed, and requirements for

the hardware layout. In general, the erasure-flag scheme is more resource-efficient, yet more

complex and slower due to longer sequential circuits. The Knill-QEC, on the other hand, is

simpler, faster, yet more resource-demanding and potentially requiring complex connectivity

between different chips.

We first compare the resource overhead. For the [[4, 1, 2]] code, the Knill-scheme requires

12 surface patches, whereas the erasure-flag scheme only requires 5 patches. In general, for

an [[n, k, d]] code, the Knill-scheme requires 3n patches, while the erasure-flag requires n+1

patches. If we take into account the ancilla patches used for lattice surgery, in the general

case, the Knill-scheme requires 4n patches, while the erasure-flag requires n+ 2 patches.)

To compare the time requirement of these schemes, we roughly estimate the maximal

cycle correcting 1 (2) erasure errors for the four-(seven-) qubit codes using the two schemes.

As shown in Sec. 3.3.4, we take into account the following most time-consuming operations

in the physical level for the superconducting architecture: two-qubit gates (∼ 100 ns), mea-

surements (∼ 200 ns) and inter-chip state transfers (∼ 100 ns). An inter-chip CX/CZ

gate using pre-shared and purified bell pair [226], which mainly consists of one step of lo-
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Figure 3.15: The Knill QEC circuits. The non-transversal circuits for the preparation of
logical |0⟩ for the (a) [[4, 1, 2]] code, (b) [[7, 1, 3]] code. (c). The FT circuit for the [[4, 1, 2]]
code correcting 1 data erasure at the input. (d). The FT circuit for the [[7, 1, 3]] code
correcting 1 data erasure at the input and 1 erasure during the preparation of |00⟩L. For (c)
and (d), there are three blocks of qubits (black, blue and orange), each consisting of n qubits
encoded in an n-qubit code that are distributed over n chips indexed by different numbers.
An encoded bell pair between the blue and the orange blocks is created by preparing the
logical state |00⟩L non-transversally using the circuits (a)(b), and then applying a transversal
(logical) Hadmard and a CX gate. The information then is teleported from the black block
to the orange block by performing a bell measurement between the black and the blue blocks.
The bell measurement is implemented by first applying a transversal CX gate between the
black and the blue blocks and measuring a logical X (Z) operator on the black (blue) block,
whose supported qubits have not been erased. The correction for the erasure errors is done by
applying a Pauli frame update on the output orange block conditioned on the measurement
outcomes.

cal entangling gates and one step of measurement, takes about tNCX ≈ 300 ns. We then

estimate the time for the operations at the surface-code level. We denote the time for a

full surface-code QEC cycle as tSQ. A full cycle consists of 10 rounds of repeated stabilizer

measurements (for a 10 × 10 rotated surface code), each consisting of four steps of parallel

CX (CZ) gates between the syndrome qubits and the data qubits and a measurement on

the syndrome qubits. Therefore, tSQ ≈ 10 × (4 × 100 ns + 200 ns) ≈ 6 µs. The state

preparation, measurement and single-qubit operations in the surface-code level take roughly

tSQ, while the two-qubit gates based on lattice surgery are more time-consuming. A local
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measurement-based CX/CZ gate, which is introduced in Ref. [10] (see also Fig. 4 in the

main text), mainly consists of one step of state preparation, two steps of joint Pauli mea-

surement between two surface patches and one step of single-patch measurement. Each joint

measurement between two surface patches is implemented by a merging and a splitting of

the two patches, each followed by a full surface QEC cycle [10]. So in combination a local

surface CX/CZ gate takes about tSCX ≈ 6tSQ ≈ 36 µs. An inter-chip CX/CZ gate at

the surface-code level is implemented similarly, except that the merging between two surface

patches on two different chips (the ancilla patch and the data patch in Fig. 4 in the main

text) takes extra time due to the implementation of inter-chip physical CX gates. As such,

each inter-chip surface CX/CZ gate takes a time tNSCX ≈ tSCX + 10tNCX ≈ 39 µs. Given

the estimation of each surface-level operation, we can proceed to estimate the maximal cycle

duration for the four- and seven-qubit codes, using the erasure-flag and the Knill circuits

shown in Fig. 3.12 and Fig. 3.15, respectively. The estimates are summarized in Tab. 3.1.

We note that these rough estimates strongly depend on the schemes and assumptions for

different experimental operations, which are by no means optimal now. The Knill scheme is

in general faster than the erasure-flag scheme since the latter requires more sequential op-

erations using only one ancilla surface patch. However, we note that if we use more ancilla

surface patches and measure different stabilizers in parallel, the erasure-flag scheme can be

greatly accelerated.

In terms of the experimental layout, the erasure-flag scheme is preferred since it only

requires the connectivity between the ancilla chip and the data chips, whereas the Knill-

scheme might require complex connectivity between the data chips while preparing the logical

state |0⟩L (see Fig. 3.15(b)).
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[[4, 1, 2]] [[7, 1, 3]]

Erasure-
flag

5tSQ + 6tNSCX ≈ 270µs 13tSQ + 24tNSCX ≈ 1000µs

Knill 4tSQ + 2tSCX + 3tNSCX ≈ 210µs 6tSQ + 2tSCX + 6tNSCX ≈ 340µs

Table 3.1: Estimation of the maximal recovery time of a QEC cycle correcting 1 (2) erasure
errors for the 4 (7)-qubit codes based on experimentally-relevant parameters. Each erasure-
flag circuit shown in Fig. 2 in the main text consists of one round of erasure detection (surface
QEC) at the beginning, which takes tSQ, and the measurements of multiple stabilizers. A
measurement of a weight-w stabilizer consists of the initialization of the ancilla qubit, w
sequential inter-chip CX/CZ gates between the ancilla qubit and the data qubits, and a
measurement on the ancilla. So each weight-w stabilizer measurement takes Tw ≈ 2tSQ +
wtNSCX. As shown in Fig. 2(b) in the main text, the worst-case erasure-flag circuit for
the [[4, 1, 2]] code correcting 1 erasure consists of one round of initial erasure detection, one
weight-4 stabilizer measurement and one weight-2 stabilizer measurement. As such, it takes
roughly tSQ + T4 + T2 = 5tSQ + 6tNSCX ≈ 270µs. As shown in Fig. 2(d) in the main text,
the worst-case FT erasure-flag circuit for the [[7, 1, 3]] code correcting 2 erasures consists of
one round of initial erasure detection and six weight-4 stabilizer measurements. As such,
it takes roughly tSQ + 6T4 = 13tSQ + 24tNSCX ≈ 1000µs. On the other hand, as shown
in Fig. 3.15(c)(d), each Knill circuit consists of one round of initial erasure detection (tSQ),
possibly multiple rounds of logical state preparation P|00⟩L (T00), one round of Hadamard
gates and two rounds of local CX gates (tSQ+2tSCX). The preparation of logical state |00⟩L
is the most time-consuming part due to the sequential implementation of multiple inter-chip
CX gates. For the [[4, 1, 2]] code, T00 = 2tSQ+3tNSCX, and the maximal QEC cycle shown
in Fig. 3.15(c) takes roughly 2tSQ + 2tSCX + T00 = 4tSQ + 2tSCX + 3tNSCX ≈ 210µs. For
the [[7,1,3]] code, T00 = 2tSQ + 3tNSCX, and the maximal QEC cycle shown in Fig. 3.15(d)
takes roughly 2tSQ + 2tSCX + 2T00 = 6tSQ + 2tSCX + 6tNSCX ≈ 342µs.

3.3.6 Discussion

In principle, our scheme can be extended to universal fault-tolerant computing. Multiple

logical qubits in the second-level code can be encoded transversely across all the data chips

such that different base qubits comprising of each logical qubit sit on different chips and

each chip contains exactly one base qubit from each logical qubit. Such an encoding is

fault-tolerant since each CRE only erases one base qubit in each logical qubit, which can be

corrected by performing QEC on different logical qubits independently. The implementation

of universal fault-tolerant gates can be adapted from existing protocols [230]. Furthermore,
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the resource overhead required for overcoming the CREs could be less than that required for

the standard depolarizing noise. For example, we can prepare the magic states non-fault-

tolerantly and verify them by performing erasure detection, without applying costly magic-

state distillation [231, 230]. Additionally, we can use Knill-type QEC [139] that utilizes

teleportation to correct erasure errors. We explore and compare that approach to ours in

Sec. 3.3.5.

Lastly, we note that for now the second layer of QEC only suppresses the logical error

rate due to the erasure errors. In the regime where the Pauli errors due to the failure of the

surface codes are more detrimental, it is advantageous to minimize the total logical error rate

by tailoring the outer codes to correct both the erasure and the Pauli errors. For instance,

Ref. [214] shows that the surface code can handle a mixture of erasure and Pauli errors using

a tailored decoder. We leave this topic to future work.
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CHAPTER 4

QUANTUM LOW-DENSITY-PARITY-CHECK CODES

As discussed extensively in the previous chapters, standard fault-tolerant schemes for achiev-

ing fault-tolerant quantum computing, such as those based on the paradigmatic surface code,

are generally very costly in terms of resource overhead, requiring millions of qubits to solve

problems of interest [17, 18, 19, 20].

Recently, a new approach based on high-rate quantum low-density parity-check (qLDPC)

codes has been proposed as a promising route to reduce the resources required. Unlike planar

surface codes [35, 17, 18] that encode a single logical qubit per block, qLDPC codes can

encode multiple logical qubits per block and achieve a much higher, asymptotically constant

encoding rate [232, 233] as well as better distance scaling [234, 235, 236]. As shown in

Gottesman’s seminal work [48], it is possible to achieve fault-tolerant quantum computing

with a constant space overhead, i.e. the ratio between the physical qubits and the logical

qubits remain a constant when increasing the size of the logical circuit, using constant-rate

qLDPC codes.

However, the research along this line of the qLDPC codes is still at its infant stage. Several

fundamental open questions (the fault-tolerance of QEC, the capability of performing logical

operations, etc.) need to be answered in order to better understand these codes, and several

major challenges (finding practical codes, implementing non-local connectivity, etc.) need

to be addressed to apply them in practice. See Sec. 4.2 for more details. In this chapter,

we present a new work based on Ref. [237] that answers some of these open questions and

contributes to bringing these abstract qLDPC codes into practical regimes.

In Sec. 4.1, we will introduce the tradeoff between geometrical locality and the error-

correction capabilities when designing codes and performing QEC. As we will see, the strong

constraints on the geometrically local topological codes motivate us to consider geometrically

non-local qLDPC codes.
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In Sec. 4.2, we will briefly review the definitions, development, and challenges of qLDPC

codes. As we will show, although there are remarkable breakthroughs in the coding theory

recently and qLDPC codes with superior parameters exist theoretically in the asymptotically

large-block regime, applying them for fault-tolerant quantum computing in practice remains

a formidable task.

In Sec. 4.3, we will present a new scheme for implementing some of the interesting qLDPC

codes in practice and applying them for fault-tolerant quantum computing using the so-called

reconfigurable atom arrays, which is a recently developed hardware that features certain long-

range qubit connectivity and parallel classical controls [47, 22]. This section will be based

on Ref. [237].

4.1 Tradeoff between geometrical locality and error-correction

capabilities

In this section, we briefly review existing constraints on geometrically-local quantum codes,

or topological codes that are described in detail in Sec. 3.1.

For a [[n, k, d]] topological stabilizer code defined on a D-dimensional lattice, the code

parameters are subject to the following contraints:

1. The Bravyi-Poulin-Terhal (BPT) bound [148]:

kd
2

D−1 ≤ O(n). (4.1)

2. The Bravyi-Terhal (BT) bound [238]:

d ≤ O(n
D−1
D ). (4.2)

136



3. The Haah’s bound [239]:

k ≤ O(n
D−2
D ). (4.3)

These bounds constrain the maximally achievable k, which characterizes the space over-

head, and d, which roughly characterizes the achievable logical error rates. In particular, for

2D codes, we have

k ≤ O(1), d ≤ O(
√
n), (4.4)

which is saturated by the planar surface code. Consequently, we should not expect to do

better than the surface code, if restricted in 2D.

As D increases, the upper bounds for k and d also increase. This indicates that it is

possible to find better and better codes by increasing the embedding dimension. Indeed, 3D

codes that can saturate these bounds and perform strictly better than the planar surface

codes have been found recently [240, 241].

However, based on these bounds, it is impossible to find codes with a constant encoding

rate (k = Θ(n)) and growing distances d > Ω(1) in any finite dimension. This suggests

that one would have to discard any locality constraint in order to find nontrivial codes with

a constant encoding rate, which enables fault-tolerant quantum computing with a constant

space overhead [48].

4.2 Definitions, development, and challenges of qLDPC codes

Definition

The qLDPC codes are broadly defined as stabilizer codes with a choice of stabilzier generators

such that: (1) each stabilizer generator checks O(1) qubits and (2) each qubit is involved in

O(1) stabilizer generators. For CSS qLDPC codes, these two conditions translate to sparse

check matrices, i.e. each of HX and HZ has bounded row and colume weights. Noe that this
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Code k d

Surface code [34] (1999) 1 Θ(
√
n)

Freedman-Meyer-Luo [242] (2002) 2 Ω(
√
n
√
log n)

Hypergraph product codes [232] (2014) Θ(n) Θ(
√
n)

Hyperbolic surface codes [243] (2016) Θ(n) Θ(log n)

High-dimensional expander codes [244] (2020) Θ(
√
n) Ω(

√
n polylog(n))

Fibre bundle codes![184] (2020) Θ(n
3
5/polylogn) Ω(n

3
5/polylogn)

Lifted product codes [186] (2020) Θ(nα log n) Ω(n1−α log n)

PK codes [236] (2022)
Quantum Tanner codes [245, 246] (2022)

DHLV codes [247] (2022)
Θ(n) Θ(n)

Table 4.1: Development of qLDPC codes [12, 13].

broad definition does not contain any locality constraint, thus including quantum codes that

cannot be embedded into any finite dimension and not constrained by the locality bounds

in Sec. 4.1.

Development

We provide a list of representative qLDPC codes in Table 4.1 (based on Ref. [12] and Ref. [13])

along the development of the so-called good qLDPC codes, i.e. qLDPC codes with a constant

encoding rate (k = Θ(n)) and linear distance scaling (d = Θ(n)).

Codes with a constant encoding rate was first achieved by the Hypergraph product

codes [232], which we will use and introduce in detail in Sec. 4.3. However, achieving linear

distance had been challenging. A so-called distance barrier d ≤ O(
√
n polylog(n)) had not

been broken for years until 2020. Finally, asymptotically good qLDPC codes were found in

2022.
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Challenges

Although qLDPC codes have superior code parameters asymptotically, major challenges are

present in designing practical fault-tolerant schemes based on these codes.

First, in order to realize their appealing features, qLDPC codes require long-range con-

nectivity between qubits, making their physical realization challenging [148, 248, 249]. While

several proposals have been made for physical implementation of qLDPC codes in supercon-

ducting qubit architectures, the required long-range and multi-layer connectivity is consid-

erably beyond both current and medium-term hardware capabilities [250, 251, 252].

In bringing qLDPC codes into practical use for full-fledged quantum computation, fur-

ther challenges arise. A rigorous analysis of the circuit-level fault tolerance of qLDPC codes

is lacking, despite some promising numerical evidence [251, 250]. Also, it is currently unclear

if finite-size qLDPC codes can outperform surface codes in near- or medium-term devices

with ≲10000 qubits and realistic physical error rates above 10−3. Since Gottesman’s semi-

nal results demonstrating that qLDPC codes can enable fault-tolerant quantum computing

with constant space overhead [48], several practical gate constructions have recently been

proposed [253, 254, 255, 256]. However, no studies of the circuit-level performance of these

protocols have been carried out to date. In particular, it is not clear if the performance

and low overhead of the qLDPC codes can be maintained during computation in a full

circuit-level fault-tolerant setting.

4.3 Fault-tolerant quantum computation with qLDPC codes in

reconfigurable atom arrays

In Ref. [237], we propose and analyze a realistic hardware-efficient neutral atom implemen-

tation of fault-tolerant quantum computation with high-rate qLDPC codes. We provide

concrete experimental and theoretical blueprints, demonstrating their advantage over sur-
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face codes starting from as few as several hundred physical qubits. Our proposal is based on

reconfigurable atom arrays, a newly-developed hardware architecture for quantum computa-

tion with long-range, reconfigurable connectivity [47, 22]. We show how the product structure

of many qLDPC codes [232, 234, 12] naturally matches the parallelism afforded by physical

realizations of reconfigurable atom arrays, enabling their hardware-efficient implementation

in a logarithmic number of steps. Through a combination of single-shot circuit-level thresh-

old proofs and circuit-level simulations, we find competitive performance for hypergraph

product (HGP) [232] codes and quasi-cyclic lifted product (LP) [234] codes, achieving error

thresholds of around 0.6% under a circuit-level depolarizing noise model that neglects idling

errors. Accounting for idling errors, which only have a minor contribution for the finite-size

codes of our interest, we achieve an order of magnitude saving over the surface code with less

than 3000 physical qubits (including ancillas) at a physical error rate of 10−3 (see Fig. 4.1

bottom panel and Table 4.2). We further extend this analysis to logical gate operation,

numerically demonstrating that the high thresholds and good subthreshold scalingof high-

rate qLDPC codes can be maintained during computation, paving the way to low-overhead

fault-tolerant quantum computing.

4.3.1 Overview of qLDPC-based quantum computer

An overview of our qLDPC-based approach to fault-tolerant quantum computation is shown

in Fig. 4.1. It consists of a high-rate qLDPC memory block that reliably and efficiently stores

the quantum information, a processor with computational logical qubits such as surface or

color codes that perform logical gates, and mediating ancillae that interconnect the memory

and processor. This allows us to take advantage of the dense storage capabilities of the

qLDPC block while allowing flexible execution of quantum circuits. Adopting the conven-

tional Jn, k, dK notation for a code with n physical qubits, k logical qubits, and distance d,

the qLDPC block using the HGP codes described below can provide a dense JΘ(k), k, dmemK
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encoding, where the memory distance dmem = O(
√
k). This results in a constant encod-

ing rate k/n and a logical failure rate (LFR), defined as the probability that any of the

logical qubits fails per code cycle, exponentially decaying with the code distance. We note

that using LP codes with a higher encoding rate and better distance scaling (see Methods

and Fig. 4.7) further reduces the space overhead at small sizes. Our processor consists of

m computational qubits of code parameters JΘ(d2comp), 1, dcompK, where the code distance

dcomp = Θ(polylog(kT )), with T being the depth of the logical circuit to execute, is chosen

to produce a sufficiently low error rate. The mediating ancillae, one for each computa-

tional qubit (see Fig. 4.8), have code parameters JO(dcompdmem), 1,min(dcomp, dmem)K. By

performing ancilla-assisted lattice surgery, the stored logical information can be teleported

between any given pair of memory and computation qubits. Within this architecture, log-

ical gates can be applied in parallel to a subset m of the stored memory qubits in each

logical circuit step. Selecting m = O(k/dcompdmem) ensures that the cumulative ancilla

block overhead is O(k), which does not exceed the overhead of the memory block. This

choice leads to a constant encoding rate for quantum computation. For HGP codes with

dmem = Θ(
√
k) and dcomp = Θ(polylog(kT )), this implies m = O(

√
k/polylog(kT )), but if

smaller code distance provides sufficient error suppression, the parallelism can be increased

while maintaining constant encoding rate.

4.3.2 Implementation in Neutral Atom Arrays

Overall scheme

We now describe the hardware-efficient implementation of this qLDPC-based architecture

in the atom array platform. Here, qubits are encoded in long-lived spin degrees of freedom

of an atom, with seconds-range coherence times [257, 258, 259, 47], high-fidelity single-qubit

(>99.9%), two-qubit (>99.5%) control and mid-circuit measurements (>99.8%) [260, 261,

262, 257, 258, 47, 22]. By shuttling atoms around in optical tweezers, one can reconfigure
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SurfaceqLDPC

qLDPC Memory Block 

Computation qubits 

Mediating Ancillae

Figure 4.1: Architecture of a qLDPC-based fault-tolerant quantum computer using reconfig-
urable atom arrays. This consists of a qLDPC memory block, a processor with computational
logical qubits, and mediating ancillae between the memory and the processor. The lower
panel shows a contour plot of the number of physical qubits (including data and ancilla
qubits) required by our architecture, at a 10−3 physical error rate, given a target number of
logical qubits and a target logical failure rate, compared to the surface code. The qLDPC
space overhead is given by the minimum of that for the LP codes shown in Fig. 4.7(b) with
less than 1428 data qubits and that for HGP codes using an extrapolation of the numerical
results in Fig. 4.7(a).

the processor connectivity during quantum evolution with minimal decoherence [47, 263] and

realize parallel two-qubit gate operations with qubits across the whole system. The coherent

shuttling approach features a high degree of parallelism, inherent to multiplexing with optical

tools. A particularly powerful tool is the so-called acousto-optic deflectors (AODs), which

can simultaneously control the position of rectangular grids composed of thousands of atoms,

simply with two control waveforms for the X and Y coordinates [47]. These AOD tools are a

key enabling technology for qubit transport in atom arrays, and support an inherent “product

structure" that, as we will now show, is well-suited to the implementation of HGP and LP

codes.
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Figure 4.2: Efficient implementation of quantum LDPC codes with atom arrays. (a) Il-
lustration of the algorithm to perform an arbitrary 1D log-depth rearrangement. We first
move all atoms that need to end in the right half of the system to the right side, then com-
pact each half into adjacent sites, so that there is sufficient workspace for subsequent steps.
Moving atoms will be displaced perpendicularly during movement, to avoid collisions with
static atoms in the same row, see Supplementary Movie. The same procedure can then be
repeated on each half of the system recursively for depth log(L), where L is the length of
the atom array to be rearranged, resulting in the desired ordering. The algorithm uses 50%
more static traps than the number of atoms as workspace. (b) Illustration of the HGP code,
obtained as a product of two classical codes. Lines indicate that the parity check at the
syndrome node involves the corresponding data node. (c,d) The required connectivity can
be implemented via parallel row permutations, followed by parallel column permutations.
Although we illustrate this for one pair of row/column interacting, the same permutations
and CZs can be applied on multiple rows or columns in parallel.

We first describe an algorithm to implement good classical LDPC codes via efficient

1D atom rearrangements without atom collisions. Recall that a classical (LDPC) code is

associated with a parity check matrix H, whose rows(columns) are associated with classical

checks(bits). The i-th check is connected to the j-th bit if Hi,j = 1. We first lay out

the classical LDPC code on a line and group syndrome extraction into layers of parallel

entangling operations, resulting in an ordering of checks and bits such that the connected

checks and bits in a given layer are neighboring. To achieve this ordering, we employ a
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divide-and-conquer rearrangement strategy that only requires a number of steps logarithmic

in the total number of checks and bits, as described in detail in Fig. 4.2(a), Sec. 4.3.2,

and Supplementary Movie of Ref. [237]. This generalizes prior proposals for scrambling

circuits [264] to arbitrary rearrangements. After sorting the atoms, a global laser pulse is

applied to entangle neighboring checks and bits in parallel, before proceeding to the next

layer of atom rearrangement, thus allowing the implementation of syndrome extraction in

classical LDPC codes.

We next demonstrate how the product structure of one of the prototypical qLDPC codes

(Fig. 4.2(b)), HGP codes, naturally matches the product structure of crossed AOD optical

hardware, enabling its hardware-efficient implementation. We start from a pair of classical

LDPC codes illustrated in the horizontal and vertical directions, with checks and bits denoted

as blue squares and orange circles, respectively. To construct the resulting HGP code, we

place a data qubit at each intersection of a horizontal check and a vertical check, or a

horizontal bit and a vertical bit within a 2D grid [232] (Fig. 4.2(b)). X stabilizer syndrome

qubits and Z stabilizer syndrome qubits are then placed at the intersection of a horizontal

check and a vertical bit, or a vertical check and a horizontal bit, respectively. Importantly, the

qubit connectivities are directly inherited from the underlying classical code in the horizontal

and vertical directions, and thus the same entangling gates are applied across every row or

column, matching well with the product structure of crossed AODs. Thus, by performing

parallel row reordering in the vertical direction based on the vertical LDPC code, interleaved

with entangling gates between data and stabilizer qubits (Fig. 4.2(c)), and then repeating

the same in the horizontal direction (Fig. 4.2(d)), we can implement the syndrome extraction

for HGP codes. The concrete syndrome extraction circuits are presented in Algs. 6-8 in the

following Sec. 4.3.2.
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Details of the atom rearrangement

Here, we provide the details of the atom rearrangement, which is required for implementing

the qLDPC codes (see Sec. 4.3.2).

The reconfigurable atom array platform features efficient, parallel control and rearrange-

ment of large numbers of qubits, enabling the implementation of long-range connected quan-

tum processors. As discussed in Sec. 4.3.2, optical tools such as crossed acousto-optic de-

flectors (AODs) can generate a rectangular grid of optical tweezers that can be reconfigured

on the fly [47, 263, 265], allowing the control of large code blocks consisting of thousands of

physical qubits with only a handful of classical controls.

However, the use of AODs for dynamic rearrangement comes with two key constraints:

First, as the X and Y direction optical spots are controlled by separate AODs, the same

operation needs to be applied across multiple rows and/or columns. Second, different rows of

atoms cannot cross each other due to beating between RF tones and atom collisions, although

they can be temporarily transferred and stored in static traps, such as those based on spatial

light modulators (SLMs). Thus, the implementation of qLDPC codes with improved code

parameters (number of encoded qubits, code distance), which often relies on pseudorandom

expander graphs with complex connectivity graphs, requires the development of efficient

atom rearrangement algorithms.

We provided a sketch of our atom rearrangement algorithm in Sec. 4.3.2. Now, we provide

a more detailed description of it in Algs. 6-8. We also illustrate the algorithm with a movie

in Supplemental Movie 1 of Ref. [237].

The first component, arbitrary 1D atom rearrangements with a number of steps that

scales logarithmically, is described in detail in Alg. 6, illustrated in Fig. 4.2 and explicitly

worked out for a small example in Fig. 4.3. Since successive layers each reduce the system

size by half, the total number of layers required to achieve the desired rearrangement is

⌈log2 L⌉. Thus, arbitrary rearrangements in very large systems can be achieved in a small
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number of layers. We note that although this method shares some similarities to existing

techniques such as bitonic sorting, the different constraints (comparators vs. parallel moves)

lead to differences in the algorithm itself. Our algorithm can also be readily extended to use

parallel qubit swaps [40, 266] at increasing distances as the basic primitive, with the same

O(logL) scaling with system size.

The second component is the observation that the product structure of crossed AODs

matches well with the product structure present in many qLDPC codes. In addition to

the discussion in Sec. 4.3.2, we provide the details of the syndrome extraction circuit for

HGP codes based on this observation in Alg. 7, which we refer to as the “product coloration

circuit”, as it makes use of coloration circuits for each of the component classical codes [250].

Note that the use of our product coloration circuit, as opposed to the coloration or cardinal

circuits in Ref. [250], is necessary to fully exploit the parallel rearrangement capabilities

across rows and columns. Here, the native entangling gate set of current atom array systems

are diagonal [267, 260], so we use CZ gates and appropriate Hadamard rotations to perform

syndrome extraction. Note that under global laser excitation and phase advances, any pair

of qubits that are within a certain radius (known as the blockade radius) of each other will

execute a CZ gate, while any individual qubits will undergo an identity gate. In order to

compare our results against the literature, we use CNOT gates as the entangling gates in

our simulations. This can be physically justified if the CZ gates are much noisier than the

Hadamard gates.

The product coloration circuit separately extracts theX and Z syndromes, each requiring

both a horizontal and vertical step. Thus, if the coloration of each of the classical codes

involves ∆C colors (for the codes constructed from (3, 4)-biregular graphs that we considered,

∆C = 4 [251]), the product coloration circuit will have 4∆C entangling layers.

The product coloration circuit can also be applied to the LP codes we use in this work.

As shown in Fig. 4.6(b), a LP code has the same product vertical (horizontal) connectivity
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Algorithm 6: Arbitrary 1D Atom Rearrangement in a Logarithmic Number of
Steps
Input : Final ordering O = [oi] (i = 1...N) of all N atoms, where oi is the final

position of the atom that was initially at position i.
Input : Initial positions A = [ai] (i = 1...N) of all N atoms, with the positions

ordered as a1 < a2 < ... < aN .
Input : Positions P = [pj ] (j = 1...M) of all M possible

qubit locations, where M ≥ 3N/2.
Output: Positions C = [cs,i] for the ith atom in the sth rearrangement step, for all

N atoms and all rearrangement steps.
1 Function Rearrange(O,A, P):
2 if N = 1 then
3 c1,1 ← p1
4 return [cs,i]

5 s← 1 // Layer counter
6 if aN > pN then

// Compactify atoms to the left to make space for subsequent
moves

7 for i← 1 to N do
8 cs,i ← pi

9 s← s+ 1

// Determine whether each atom ends in the left or right half
10 L,R← []

// Workspace separator for recursion
11 X = ⌊3N/2⌋
12 for i← 1 to N do
13 if Oi ≤ ⌊N/2⌋ then
14 L.append(i)
15 cs,i ← pN+len(L) // Move to right
16 cs+1,i ← X + len(L) // Compactify

17 else
18 R.append(i)
19 cs,i ← ai // Stay in place
20 cs+1,i ← len(R) // Compactify

21 s← s+ 2
// Recursive call on each half

22 Cl ← Rearrange(O[L], C[s− 1, L], P [1..X])
23 Cr ← Rearrange(O[R], C[s− 1, R], P [X + 1..M ])
24 C[s.., L]← Cl
25 C[s.., R]← Cr

26 return C

// Main function
27 Rearrange(O,A, P)
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as a HGP code when flattening the inner nodes vertically (horizontally). Thus, the same

product coloration circuit can be applied to the LP codes with an extra step of flattening

the inner codes in between establishing the horizontal/vertical connections. As we use 3 by

5 base matrices with all weight-one entries, the product coloration circuit for the LP codes

has an entangling gate depth of 4× 5 = 20.

To further reduce the depth of the syndrome extraction circuit, we also propose a modifi-

cation of the above circuit in Alg. 8 and Fig. 4.4, which we refer to as the pipelined product

coloration circuit. Here, the main challenge is to choose a gate ordering such that the desired

X and Z syndromes are correctly extracted. By performing pipelining and extracting the

X syndrome of the second round simultaneously with the Z syndrome of the first round, we

can ensure that the gate ordering is always valid, while reducing the number of entangling

layers required to perform d rounds of syndrome measurement to (2d+2)∆C . This could be

particularly relevant in further suppressing the effect of idling errors as well as improving the

performance of logical gates, which in our scheme require d rounds of repetition. However,

our numerical simulations all make use of the product coloration circuit and we leave the

exploration of other syndrome extraction circuits to future work.

Estimation of the rearrangement time and the idling errors

We now estimate the scaling and quantitative experimental timescales of our rearrangement

algorithm, demonstrating that the proposed hardware implementation is indeed achievable

with existing experimental parameters.

For the atom rearrangement schemes described in Sec. 4.3.2, we can estimate the amount

of time required to implement one round of stabilizer measurements for both the HGP codes

and the LP codes using the technology that has been demonstrated in Ref. [47]. We assume

a transfer time τt between a static SLM trap and dynamic AOD trap, a peak atom moving

acceleration rate of ap with a cubic spline trajectory, and a uniform grid spacing d. For
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Algorithm 7: Product Coloration Circuit for HGP Syndrome Extraction
Input : Edge colorations Ch, Cv of Tanner graphs associated with horizontal and

vertical classical codes Ch, Cv that form the hypergraph product code.
Output: Measurement outcomes of all X and Z stabilizer generators.
// X stabilizers

1 Apply a Hadamard on all data qubits.
2 Prepare an ancilla in |+⟩ for each X stabilizer and move all X ancilla qubits (red)

into the LDPC grid region shown in Fig. 4.6. Do not include any Z ancilla qubits
(green).

3 for direction f ∈ {horizontal, vertical} do
4 for color c ∈ Cf do
5 Apply algorithm 1 in direction f , across the whole grid, to bring each pair of

qubits connected by an edge of color c in direction f together.
6 Apply a CZ gate on each pair of neighboring qubits.

7 Apply a Hadamard on all data qubits.
8 Move X ancilla qubits out of the grid region and measure them in the X basis.
// Z stabilizers

9 Prepare an ancilla in |+⟩ for each Z stabilizer and move all Z ancilla qubits (green)
into the LDPC grid region shown in Fig. 4.6. Do not include any X ancilla qubits
(red).

10 for direction f ∈ {horizontal, vertical} do
11 for color c ∈ Cf do
12 Apply algorithm 1 in direction f , across the whole grid, to bring each pair of

qubits connected by an edge of color c in direction f together.
13 Apply a CZ gate on each pair of neighboring qubits.

14 Move Z ancilla qubits out of the grid region and measure them in the X basis.

simplicity, we assume that the number of atoms on a line to be rearranged is a power of 2,

L = 2k. The algorithm in Alg. 6 will therefore have a depth of k = log2 L layers. In order

to provide enough workspace for shuttling, the total number of traps is 3L/2.

The compactification step at scale s requires a move of distance at most sd/2. Moving all

target atoms to the right requires a move of distance at most sd. We can combine the two

steps in a way that we pick up atoms for the next move and drop off atoms from the previous

move at the same time; thus, each step requires on average one trap transfer between static

and dynamic traps. As described in Ref. [47], using a cubic spline movement trajectory, a

move of distance l requires time
√

6l/ap. The scaling with distance can be understood by
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Algorithm 8: Pipelined Product Coloration Circuit for Multi-round HGP Syn-
drome Extraction
Input : Edge colorations Ch, Cv of Tanner graphs associated with horizontal and

vertical classical codes Ch, Cv that form the hypergraph product code.
Input : Number of syndrome repetition rounds d.
Output: Measurement outcomes of all X and Z stabilizer generators.
// X stabilizers of the first round

1 Apply a Hadamard on data qubits in the bottom left block (orange) of Fig. 4.6.
2 Prepare an ancilla in |+⟩ for each X stabilizer and move all X ancilla qubits (red)

into the LDPC grid region shown in Fig. 4.6. Do not include any Z ancilla qubits
(green).

3 for color c ∈ Ch do
4 Apply algorithm 1 in the horizontal direction, across all rows, to bring each pair

of qubits connected by an edge of color c in the horizontal direction together.
5 Apply a CZ gate on each pair of neighboring qubits.

// Parallel syndrome extraction for d− 1 rounds
6 for i← 1 to d− 1 do
7 for direction f ∈ {vertical, horizontal} do
8 Apply a Hadamard on all data qubits.
9 if f == vertical then

10 Measure any old Z ancillas in the X basis and prepare a fresh ancilla in
|+⟩ for each Z stabilizer.

11 else
12 Measure any old X ancillas in the X basis and prepare a fresh ancilla in

|+⟩ for each X stabilizer.
13 Move all X and Z ancilla qubits into their appropriate positions in Fig. 4.6.
14 for color c ∈ Cf do
15 Apply algorithm 1 in direction f , across all columns, to bring each pair of

qubits connected by an edge of color c in direction f together.
16 Apply a CZ gate on each pair of neighboring qubits.

// Z stabilizers of the final round
17 Move X ancilla qubits out of the grid region and measure them in the X basis.
18 for color c ∈ Cv do
19 Apply algorithm 1 in vertical direction, across the whole grid, to bring each pair

of qubits connected by an edge of color c in vertical direction together.
20 Apply a CZ gate on each pair of neighboring qubits.

21 Move Z ancilla qubits out of the grid region and measure them in the X basis.

the fact that the derivative of acceleration (jerk) causes motional heating, and to maintain a

fixed amount of heating in a move, the integrated heating (with dimensions of acceleration)
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Prepare locations 
in workspace

Bipartition atoms into 
left and right subsets

Recursive sorting 
of subsets

Move to final 
positions

Figure 4.3: Efficient non-intersecting rearrangement in log-depth. By using a divide and
conquer algorithm, we can perform an arbitrary 1D rearrangement in depth logarithmic in
the number of qubits. Repeating this across the array yields an efficient implementation of
the desired rearrangements, without requiring intersecting atom trajectories that may lead
to additional loss and decoherence. Here, we illustrate the full set of movements required
in a small example. Similar to the earlier figures, blue squares indicate classical checks and
orange circles indicate classical bits. When a blue square and orange circle are moved to
be neighboring at the end of the rearrangement, they execute an entangling gate. The top
panel indicates the desired change of configuration, where the ordering of neighboring atoms
in the top row needs to be modified to that in the bottom row via parallel rearrangement, as
illustrated by the crossing gray lines. The bottom figure illustrates how we decompose the
arbitrary rearrangement into a non-crossing rearrangement, where the gray lines no longer
intersect.

should remain constant, thus giving a time scaling with distance that is the same as a

constant acceleration profile.

The total time required for one layer of full rearrangement before each layer of entangling

gates in the HGP syndrome extraction circuit (see Alg. 7) is thus

trearrange = 2kτt +
k∑

i=0

(√
6 · 2id
ap

+

√
3 · 2id
ap

)
< 2τt logL+ (3 + 2

√
2)

√
6Ld

ap
.

151



a b

1 1

1

2

1

3

2

2

3

3

3

2
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Figure 4.4: Illustration of ordering of operations in pipelined syndrome extraction. (a)
Successive steps of entangling gates for the pipelined product coloration circuit described in
Alg. 8, with d = 3 rounds of syndrome extraction. Numbers at the corners of the X and Z
ancilla qubits denote the round of syndrome extraction they correspond to. (b) Illustration
of a local circuit that data qubits and ancilla qubits see, with dashed lines indicating different
circuit moments. As the X stabilizer interacts with both qubits before the Z stabilizer, the
syndrome extraction order is valid. Similar analysis can be performed for the commutation
relations with the next round of ancilla qubits.

Recent experiments have demonstrated parameters on the order of τt = 50µs, ap = 0.02µm/µs2,

d = 5µm. For a moderately sized code consisting of 10000 qubits (including both data and

ancilla qubits), we have L ≈ 100. The total trap transfer time is 0.7 ms and the atom move-

ment time is 2.3 ms, for each gate layer. Assuming a (3, 4)-biregular graph for the underlying

classical expander code, we need 8 rounds of rearrangement to measure one full round of

stabilizers for Alg. 8, resulting in a total time overhead of 3 ms per rearrangement layer

and 24 ms for a full round of syndrome extraction, a small fraction of the coherence time

Tc > 10 s that has been demonstrated in neutral atom arrays [257, 258, 259]. This timescale

is somewhat longer than the typical readout timescales, and thus the code cycle time will

be dominated by the rearrangement time. The ancilla measurements can be pipelined to

happen simultaneously with the atom rearrangements of the following round, and therefore

will not increase the run time.

For LP codes, we need to first “flatten” the code layout before implementing the parallel

rearrangement scheme. Since we use a fixed 3 by 5 protograph, the flattened rectangular

array has dimensions roughly of 2n/8 by 8. This can be achieved in log depth using a similar
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divide-and-conquer algorithm that flattens the code by half each time. For example, as

shown in Fig. 4.6(b), we flatten the codes vertically before establishing vertical connections

between atoms via row permutations. The vertical connectivity is then the same as an HGP

code, and we can use the efficient 1D rearrangement scheme described earlier. Therefore, we

estimate the rearrangement time for LP codes by setting L to n/8 in Eq. (4.5).

The rearrangement time in Eq. (4.5) determines the idling errors between sequences of

entangling gates in a syndrome extraction circuit. In general, trearrange(n) in Eq. (4.5) is a

function of the code size n, as L is a function of n. Setting the gate error rate pg as the

characteristic physical error rate of our noise model, we rescale the idling error rate pi(n)

together with pg:

pi(n) = trearrange(n)/Tc × pg/0.005, (4.5)

where Tc is the atom coherence time and 0.005 is the current CZ gate fidelity demonstrated

in Ref. [260]. Note that the rescaling of pi(n) with pg in Eq. (4.5) can be justified by the

fact that idling errors can improve together with the gate errors as hardware improves. For

example, further improvements in coherence time can be achieved by detuning trapping light

further and better magnetic field shielding. Even without further improvements, coherence

times as long as 50s have been demonstrated in neutral atom systems [259], sufficient for

our analysis at pg = 0.1%. For all the numerical estimations in this work, we use the

upper bound for trearrange(n) in Eq. (4.5) and use the experimental parameters listed below

Eq. (4.5), with Tc = 10s.

In Supplement of Ref. [237], we numerically verify that the effect of the idling errors can

be approximated by rescaling the gate errors pg → pg + 3pi(n) using the product coloration

circuit. Replacing the rescaled pg in the subthreshold scaling for HGP codes in Eq. (4.11),

we can examine the effect of the idling errors on achievable logical failure rates. As shown in

Fig. 4.5, the LFRs are first exponentially suppressed by the code size n when n is small and

3pi(n)≪ pg, and gradually saturate and then increase as 3pi(n) > pg and finally approaches

153



Figure 4.5: Achievable logical failure rates of the HGP codes with different idling error
strengths.
We characterize the idling error strengths as the relative ratio between the idling error rate
pi(n) at n = 4 and the gate error rate pg. This idling error strength can potentially be
reduced by, e.g., increasing the coherence time and accelerating the atom shuttling.

the gate error threshold. Using the relevant experimental parameters, the idling errors are

negligible for n up to ∼ 107 and the LFRs can go below 10−24 (see the green curve), which

already suffices for implementing practical quantum algorithms. Note that for even larger

sizes, concatenation with another code can be employed to extend the effective coherence

time [268, 269] and further suppress pi(n).

Note that our syndrome extraction circuit is not 2D-local, since coupling two qubits

does not incur an error proportional to their Euclidean distance. The effective syndrome

extraction circuit depth is ∆[1 + 3pi(n)/pg], where the constant ∆ is the entangling gate

depth. In the regime where 3pi(n) ≪ pg, the circuit is quasi-nonlocal, with a constant

circuit depth ∆, whereas in the regime where 3pi(n) ≫ pg, the circuit is effectively 4D-

local for the HGP codes according to the bound on the circuit depth in finite dimensions in

Ref. [251]. Thus, although with the inclusion of idling errors, the logical failure rate cannot

be arbitrarily suppressed asymptotically according to the no-go theorems in Ref. [251] and

Ref. [270], constant overhead and fault tolerance can still be achieved at physically relevant

sizes by utilizing the quasi-nonlocal connectivity in atom arrays.

To conclude, we shown in above that the total rearrangement time for implementing HGP

codes scales as O(
√
L) = O( 4

√
n), where L is the length of the 2D atom array, similar to
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the scaling for a constant acceleration trajectory. We have estimated that for a moderately-

sized HGP code with 10000 qubits, each rearrangement layer between gates requires 3 ms,

a small fraction of the coherence time > 10 s that has been demonstrated in neutral atom

arrays [257, 258, 259]. These timescales can be significantly improved through innovations

in optical technologies and compilation. Ancilla measurements can be pipelined, thereby

not causing any increase in the cycle time. For very large codes, where idling errors are

no longer negligible, concatenation with another code can also be employed to extend the

effective coherence time [268]. Note that HGP codes based on expanding classical LDPC

codes (also called quantum expander codes) have the single-shot property, and therefore

only a single round of syndrome extraction is required to be fault-tolerant [271, 272, 145].

Although we have focused on the implementation of HGP codes, other families of qLDPC

codes, such as lifted product (LP) codes, can also be implemented by adapting similar ideas.

4.3.3 qLDPC memory

Code construction

We first describe how we construct the qLDPC codes that we will consider as quantum

memories. We primarily focus on two families of qLDPC codes, which we describe in detail in

this section. We leave the extension of these results to other families, such as asymptotically

good codes [234, 235, 236, 245, 273, 274, 275], to future work.

The first family of codes are hypergraph product (HGP) codes [232], formed from the

product of two classical LDPC codes. We have provided a geometric sketch of the code prop-

erties in the previous sections, and instead focus here on an alternative, algebraic description

of the codes and provide more details of their code properties. Algebraically, if we denote

the parity check matrix (where rows describe bits that should sum to an even number in the

absence of errors) of the two underlying classical codes as H1 ∈ Fr1×n12 , H2 ∈ Fr2×n22 , then
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the X and Z stabilizer check matrices for the HGP code can be written as

Hx =

(
HT
1 ⊗ Ir2 In1 ⊗H2

)
, (4.6)

Hz =

(
Ir1 ⊗HT

2 H1 ⊗ In2

)
. (4.7)

For classical [ni, ki, di] linear codes defined by ri = ni − ki linearly-independent checks

(i = 1, 2), the resulting quantum code has parameters Jn1n2+ r1r2, k1k2,min{d1, d2}K. The

surface code is a special case of hypergraph product codes, with the classical codes being

repetition codes. However, by instead choosing classical codes with good vertex expansion

, where ki = Θ(ni), di = Θ(ni), the resulting quantum code (known as quantum expander

codes) encodes a linear number of logical qubits k = Θ(n) and has distance d = Θ(
√
n) [271].

Such classical expander codes can be obtained asymptotically, for example, from random

biregular Tanner graphs, and will have sufficient vertex expansion with high probability

[276]. Logical operators are inherited from the underlying classical code, and one can choose

a basis such that each logical operator has support in only a single row or column [256, 277].

In this work, we follow the procedure of Ref. [278] and construct HGP codes by taking

the hypergraph product of classical LDPC codes defined by (3, 4)-regular Tanner graphs, i.e.

bipartite graphs with degree-3 bit nodes and degree-4 check nodes. By increasing the size of

the graph, we obtain a family of HGP codes with a constant encoding rate k/n ≥ 0.04. For

each code size, we pick the classical code with the largest distance, Tanner graph girth at

least 6 (length of the shortest cycle in the Tanner graph, obtained through rejection sampling

without performing edge swaps), and the largest spectral gap (the gap between the largest

two singular values of the classical check matrices) from randomly generated instances. It

is known that the hypergraph product of vertex-expanding classical codes gives HGP codes

that satisfy the confinement property, and support single-shot QEC [272, 271, 279].

The second family of codes we consider are quasi-cyclic lifted product (LP) codes [233,
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235, 269], which can be viewed as a hypergraph product code followed by a symmetry

reduction to reduce the number of required qubits [12]. Algebraically, a quasi-cyclic LP

code is obtained from two base protographs (analogs of the classical codes in the HGP

construction) associated with two base matrices B1 and B2 over the quotient polynomial

ring R[x]/(xl−1) [234]. Suppose the two base matrices are of size mB1
×nB1

and mB2
×nB2

,

respectively. We obtain two matrices (over the same polynomial ring) Bx and Bz by taking

the hypergraph product:

Bx =

(
BT
1 ⊗ ImB2

InB1
⊗B2

)
,

Bz =

(
ImB1

⊗BT
2 B1 ⊗ InB2

)
.

(4.8)

The X (Z) check matrix Hx (Hz) is then obtained by replacing each entry of Bx (Bz) with

its matrix representation as l by l circulant matrices, a process known as a lift. Specifically,

we replace x with a l by l square matrix P , where Pij = δi,j+1, and replace each polynomial

in x with the same polynomial in P . The code size is N = l(nB1
nB2

+mB1
mB2

) and the

number of X and Z checks are Mx = lnB1
mB2

and Mz = lmB1
nB2

, respectively. The

encoding rate is lower bounded by (N −Mx −Mz)/N = (nB1
nB2

+mB1
mB2

−mB1
nB2
−

nB1
mB2

)/(nB1
nB2

+mB1
mB2

).

We can also describe the above construction using graphs. As an example, Fig. 4.6(b)

shows a LP code using a 3 by 5 protograph associated with a base matrix B ∈ {R[x]/
(
x2 − 1

)
}3×5.

The checks and bits of the protograph are illustrated by the big dashed nodes. The i-th

dashed check node is connected to the j-th dashed bit node if Bij is non-zero. A lift of the

protograph is done by replacing each dashed node with its two inner solid nodes, and set-

ting up the connectivity between the inner nodes according to the matrix representation of

each ring element Bij . Eq. (4.8) corresponds to taking the hypergraph product between the

protograph and itself, obtaining a grid of dashed nodes. Similar to the hypergraph product

code, the connectivity between the dashed nodes (the entries of Bx and Bz) is inherited
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from B. Then the qubits and the quantum checks are given by the inner nodes after the lift,

and their connectivity is given by the matrix representation of Bx and Bz. An important

feature of the LP codes is that they still have some remaining product structure even after

the lift. As shown in Fig. 4.6(b), when flattening the inner nodes vertically (horizontally),

the vertical (horizontal) connectivity between the qubits and the checks for each column

(row) is the same as the left (top) lifted classical code.

Classical bit
Classical check
Quantum Z check
Quantum X check
Data qubit
Data qubit

HGP LP

a b

Figure 4.6: Product structure of HGP codes and LP codes. (a) The HGP code is constructed
from two classical LDPC codes. The classical codes are illustrated on the left and top, where
circles indicate classical bits and squares indicate classical checks. A data qubit is placed
at each intersection of two classical bits (filled orange circles) and of two classical checks
(filled blue circles). Z stabilizer generators are placed at the intersection of horizontal bits
and vertical checks, while X stabilizer generators are placed at the intersection of horizontal
checks and vertical bits. Each stabilizer is connected to data qubits along the same row or
column, with the same connectivity as the classical codes, as illustrated for the top left Z
stabilizer. We have omitted other connections for ease of visualization. (b) The LP code is
constructed by taking a lift over the hypergraph product of two classical protographs. The
protographs and their hypergraph product are indicated by the dashed nodes and the lift
is illustrated by the multiple inner nodes within each dashed node. The inner connectivity
between two dashed nodes is given by the circulant-matrix representation of the ring ele-
ments in Eq. (4.8). When flattening the inner nodes vertically (horizontally), the vertical
(horizontal) connectivity between the qubits and the checks for each column (row) is the
same as the left (top) lifted classical code.

For the LP codes constructed in this work, we choose a base matrix of dimension 3 by
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5, where all entries are monomials, and obtain a family of codes with sizes up to 1428 by

increasing the lift size l from 16 to 42. The classical parity checks are optimized by choosing

the base matrix entries over the quotient polynomial ring to obtain the best classical distance

for the particular lift size l. The choice of the base matrix entries is also such that the girth

is at least 8, and the distance of the lifted qLDPC codes matches the designed classical

distances with a high probability. Allowing multiple polynomial terms for each base matrix

entry and more protographs of different sizes gives more flexibility in LP code design and

improves their distances. Such general code constructions and their impact on the proposed

scheme will be explored in future work. Here, we explicitly provide the classical base matrices

used to construct the four LP codes used in this work. Denoting Bl
d as a base matrix with

a lift size l and a classical code distance d after the lift, the base matrices are

B16
12 =


1 1 1 1 1

1 x2 x4 x7 x11

1 x3 x10 x14 x15

 , B21
16 =


1 1 1 1 1

1 x4 x5 x7 x17

1 x14 x18 x12 x11

 , (4.9)

B30
20 =


1 1 1 1 1

1 x2 x14 x24 x25

1 x16 x11 x14 x13

 , B42
24 =


1 1 1 1 1

1 x6 x7 x9 x30

1 x40 x15 x31 x35

 . (4.10)

These codes have an encoding rate lower bounded by 2/17 by counting the number of qubits

minus the number of checks. For all the resource estimates involving these LP codes, we

use k ≈ 0.38n0.85 that fits well on the above four codes. The quantum code distances are

upper bounded by the classical code distances of the above (lifted) base matrices. Through

an extensive search for minimum-weight logical operators using a GAP package [280], we

believe these upper bounds are tight.
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Memory performance

We now analyze the fault-tolerant implementation of HGP and LP codes as a robust quan-

tum memory. In the Supplement [281], we prove the existence of a circuit-level single-shot

threshold for qLDPC codes with the linear confinement property [272], under a single-ancilla

syndrome extraction circuit and a depolarizing noise model where error rates do not scale

with instance size. The linear confinement property, which requires that for sufficiently

small Pauli errors, the weight of the syndrome increases linearly with the (reduced) weight

of the errors, holds for various qLDPC codes decodable by the small-set-flip-type decoders,

including HGP codes with sufficiently expanding classical codes [281].

We next supplement this theoretical understanding with numerical simulations of HGP

and LP codes at practically-relevant instance sizes [282], where we find competitive thresholds

and LFRs for both codes. The details of the code constructions are shown in Fig. 4.2 and

Methods. We use the product coloration circuit (Alg. 7) for syndrome extraction, a variation

of the coloration circuit [250] that is more compatible with the product structure of the

codes and hardware. The circuit uses a single ancilla for each stabilizer generator and has

entangling-gate depth 16 and 20 for the HGP and LP codes we consider.

We construct a space-time circuit-level decoder based on the belief propagation and

ordered statistics decoding (BP+OSD) algorithm [233, 283, 284, 285]. Specifically, for a

QEC circuit with multiple cycles, we construct a bipartite decoding graph [284, 30] over

a certain number of cycles, where the check nodes and variable nodes are associated with

parities of stabilizer measurement outcomes and circuit faults, respectively. We apply BP

decoding on this decoding graph to infer the circuit fault locations in all noisy code cycles,

and apply the BP+OSD decoder in the final round to project back into the code space. For

all memory simulations, we use space-time decoding graphs over three cycles, irrespective of

the code size. Note that we observe improved logical error rates by increasing the number

of cycles for decoding, indicating a tradeoff between the accuracy and the speed of our
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decoder. We also remark that the BP decoder has similar performance as the BP+OSD

decoder for decoding the noisy cycles while being much faster. Crucially, compared to prior

phenomenological decoders that used a simpler decoding graph involving only independent

data and measurement errors as bits and decoded over only one code cycle [278, 251], our

space-time circuit-level decoder takes the full circuit details into account and can perform

joint decoding on multiple QEC cycles, improving the threshold [281]. Moreover, the space-

time decoding is also crucial for our simulations of logical operations in the next section,

where repetitions of syndrome measurements are required for fault tolerance. See Methods

of Ref. [237] for details of the decoder.

In the Supplement of Ref. [237], we find that the HGP and LP codes have a threshold

of 0.63% and 0.62% respectively, under a depolarizing error model without idling errors. In

the sub-threshold regime, assuming the absence of a decoding error floor, the LFRs of the

two codes are well approximated by [281]

LFR(HGP) = 0.07(pg/0.006)
0.47n0.27 ,

LFR(LP) = 2.3(pg/0.0066)
0.11n0.60 ,

(4.11)

indicating that finite-size LP codes have better subthreshold scaling than HGP codes. When

also considering idling errors pi(n) associated with the atom rearrangement time overhead,

which grow as O(n1/4) for HGP codes and O(n1/2) for LP codes (see Methods for details of

the idling error model and the expression for pi(n) in Eq. (4.5)), there is no asymptotic code

threshold [251]. However, we numerically observe that the effect of adding the idling errors

can be approximated by rescaling the gate error pg → pg+3pi(n) using the product coloration

circuit (see Supplement of Ref. [237]). The idling errors have a negligible contribution when

3pi(n)≪ pg, which is the case for current experimental parameters and practically relevant

code sizes (see Methods). Therefore, although there is no asymptotic threshold, constant

overhead and fault tolerance can still be achieved at physically-relevant sizes by utilizing the
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quasi-nonlocal connectivity in atom arrays. In Fig. 4.7(a) and (b), we show the simulated

LFR versus the bare two-qubit gate error rate pg (which we refer to as the physical error

rate for simplicity) for the HGP and LP codes, with the idling errors included and rescaled

together with pg. We find that good LFRs and subthreshold scaling are maintained for

both codes in the presence of idling errors. The smallest instances of these codes that we

simulate, involving hundreds of physical qubits, are readily within reach with experimentally

demonstrated system sizes [286] and control capabilities [47, 22], and larger instances can be

realized with improvements in trap power.

a b
LPHGP

Figure 4.7: qLDPC memory performance. Logical failure rates as a function of physical
error rate for the qLDPC memory using HGP codes (a) and LP codes (b), for a depolarizing
error model that includes idling errors that increase with the code sizes. For the HGP
codes, we take the hypergraph product of classical codes associated with random (3, 4)-
regular bipartite graphs that have good expanding properties, which have an encoding rate
lower bounded by 1/25. For the LP codes, we choose 3 by 5 base matrices over a quotient
polynomial ring and obtain a family of codes with sizes up to 1428 by increasing the lift size
and optimizing the matrix entries. These LP codes have an encoding rate lower bounded by
2/17, maintaining a higher encoding rate as well as better distances than HGP codes of the
same sizes. See Methods for details of the code construction. We use a product coloration
circuit for syndrome extraction (Alg. 7) and a space-time circuit-level decoder based on
BP+OSD that decodes over every 3 code cycles, regardless of the code sizes. The LFRs are
calculated using LFR = 1 − (1 − pL)1/mc , where pL is the total logical failure probability
over mc code cycles. We choose mc = 42 for physical error rates below 4×10−3 and mc = 12
for physical error rates above 4 × 10−3. pL is obtained from the Monte Carlo simulations,
with a standard deviation

√
pL(1− pL)/M , where M denotes the number of samples. We

also compare the largest HGP/LP code to surface codes of similar sizes and encoding rates
(see the dashed lines), as discussed in the main text.

We now use Eq. (4.11) to estimate the total number of data and ancilla qubits N needed
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Logical qubits 25 80 180 400

Logical failure rate 10−3 10−4 2× 10−5 6× 10−6

HGP code physical qubits
(improvement over surface code) 1235 (1×) 4606 (2.8×) 10760 (4.0×) 19600 (6.9×)

LP code physical qubits
(improvement over surface code) 851 (1.4×) 1367 (9.4×) 2670 (16.2×)

Table 4.2: Total number of data and ancilla qubits required to reach target numbers of
logical qubits and logical failure rates using HGP codes and LP codes, compared to using
surface codes. We use (β×) to indicate a β times qubit saving compared to the surface codes
by using the corresponding qLDPC codes. The physical error rate is set to be 10−3. The
estimates for the HGP and LP codes are based on the numerical data in Fig. 4.7.

to reach a target number of logical qubits k and a target LFR, demonstrating significant

advantages of HGP and LP codes over the surface code. We rescale the gate error pg to

approximate the presence of idling errors, and compare to the surface code subthreshold

scaling formula LFR(surface) = 1 − (1 − P0)k, where P0 = 0.03(pg/0.011)
⌈⌊
√
n/k⌋/2⌉, from

Ref. [17, 41]. In Table 4.2, we present such estimates for finite-size HGP and LP codes that

we directly simulated (see Fig. 4.7) at a realistic physical error rate of 10−3. Both HGP and

LP codes outperform surface codes with as few as 25 logical qubits. At a moderate scale of

less than 200 logical qubits, LP codes with less than 3000 physical qubits already achieve

a qubit saving of over an order of magnitude. In the lower panel of Fig. 4.1, we estimate

the space overhead of the HGP codes at a larger scale by extrapolation. We find that HGP

codes can also achieve a qubit saving of over an order of magnitude at a scale of 1000 logical

qubits and 105 physical qubits.

4.3.4 Logical operations

We now present a scheme inspired by Ref. [253] for performing fault-tolerant logical oper-

ations, and perform the first numerical simulation of logical gate performance on qLDPC

codes using the space-time decoder developed above. We find that the threshold and logi-

cal performance remain almost unchanged when performing gates, indicating that the high
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threshold and low overhead can be maintained for fault-tolerant quantum computation.

Our scheme is illustrated in Fig. 4.8(a). We teleport the logical information between the

qLDPC memory and ancillary topological codes using a measurement-based circuit (Fig. 4.8

(b)), where the prescribed logical measurements are implemented using lattice surgery [10,

253, 11, 287]. Universal logical operations can then be performed in the topological codes

using standard techniques. Our approach is applicable to any CSS qLDPC code, as proved

in the Supplement of Ref. [237]. The choice of qLDPC code, whether it’s an HGP or an

LP code, does not impact the feasibility of our ancilla encoding for logical operations. Since

each topological code patch and teleportation ancilla patch is much smaller than the qLDPC

patch, as long as the number of such patches used is O(
√
k/poly log(kT )), the space overhead

from ancilla patches will be sub-leading. Note that the scheme in Ref. [253] can also be used

for teleportation between a qLDPC block and topological codes. In comparison, our scheme

reduces the ancilla patch size by half and thus has smaller space overhead.

As an example, we consider the teleportation from a surface code patch to a HGP patch.

As illustrated in Fig. 4.8(a), this is mediated by an additional ancilla logical qubit, formed by

a hypergraph product of two classical codes associated with the logical operators of the two

code patches, which enables joint logical measurements by merging code blocks. We perform

min{dcomp, dmem} rounds of syndrome extraction to ensure tolerance against measurement

errors. We describe the scheme in more detail in Sec. 4.3.4, and prove the fault-tolerance of

the scheme under data errors in the Supplement of Ref. [237].

To validate this method, we perform circuit-level simulations of the above teleportation,

enabled by the space-time decoder described in the previous section. In our simulations, we

use the teleportation circuit depicted in Fig. 4.8(b) with an initial state of |ψ⟩ = |0⟩, focusing

on errors during the merge and split operations in the XX measurement to evaluate the

performance of lattice surgery building blocks. As shown in Fig. 4.8(c), we observe similar

LFRs and threshold crossings for the teleportation as for the memory. Note that each logical
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Figure 4.8: Fault-tolerant teleportation from surface to qLDPC code. We identify the logical
Z operator of the surface code, Z2, and the logical X operator of one of the qLDPC code’s
logical qubits, X1. We associate these two logical operators with classical codes C1 and
C2, by mapping the qubits supporting the logical operators to bits and the corresponding
incident stabilizer generators to classical checks. We then construct an ancilla patch as the
hypergraph product of C1 and C2, where the columns resemble C1 and the rows resemble
C2. Direct lattice surgery between this ancilla patch and each of the surface and HGP codes
is conducted by matching similar boundaries associated with the chosen logical operators. In
between similar boundaries, an extra array of ancillary qubits and checks associated with the
transpose of the classical code is inserted to mediate the surgery. All checks in the merged
code commute with each other, as required, and the product of the stabilizers associated with
the checks of the transposed code gives the required joint logical measurement, as in the case
of standard surface code lattice surgery [10]. We elaborate on the lattice surgery procedure
in Methods. (b) Measurement-based teleportation circuit [11]. Logical state

∣∣ϕ〉 is teleported
from the surface code to one of the qLDPC’s logical qubits. The joint Clifford measurements
are conducted through lattice surgery as illustrated on panel (a). (c) Simulated logical failure
rates (per code cycle) of the teleportation. Noise is added during the merge and split steps of
the XX lattice surgery. We decode with the same space-time circuit-level BP+OSD decoder
used in the memory simulations. The corresponding surface codes paired with the three HGP
codes have distances 3, 5, and 7. We record a logical failure if there is an error in any of the
logical qubits of the qLDPC code after the teleportation scheme is complete. Denoting the
total logical failure probability as pL, we calculate the logical failure rate (per code cycle) as
LFR = 1− (1− pL)2d, where there are 2d cycles during the noisy XX lattice surgery, and d
denotes the minimal code distance. The plotted physical error rates are rescaled to account
for idling errors, as explained in Methods. Error bars obtained identically to Fig. 4.7.
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qubit will fail at a rate much lower than the LFR of the entire block shown in Fig. 4.8(c),

and the system is far below break-even at 10−3 physical error rate, even for the smallest

code of size 225. This demonstrates that the high threshold and low resource overhead of

the qLDPC code can be maintained at the computation level.

Details of the teleportation scheme

Here, we describe in detail our teleportation scheme between the qLDPC code and the surface

code. We select a logical X̄1 operator for the qLDPC code of minimum weight. This ensures

it contains no sublogicals, i.e. inequivalent logical operators contained in its support, so that

the scheme is fault-tolerant under data errors (see Supplement of Ref. [237] for proof). We

then associated the qubit support of X̄1 of the qLDPC code (Z̄2 of the surface code) to the

bits of a classical code C1 (C2), and associated the Z (X) stabilizers of the qLDPC (surface)

code with support on X̄1 (Z̄2) to the checks of C1 (C2). Denoting H1 (H2) as the check

matrix for C1 (C2), H1
ij(H

2
ij) = 1 if the i-th Z (X) stabilizer checks the j-th qubit of X̄1

(Z̄2). We construct an ancilla code patch as a HGP code taking the hypergraph product

of C1 and C2, which encodes a single logical qubit with a logical X and Z representative

associated with the bits of C1 and C2, respectively.

Lattice surgery between the ancilla patch and the qLDPC (surface) code is realized by

merging and splitting along C1 (C2), assisted by an extra array of ancillary qubits (see

Fig. 4.8(a)). For a classical linear code C with check matrix H, denote by CT its transposed

code defined by the check matrix HT . Taking the qLDPC-ancilla surgery as an example,

we insert an extra array of X stabilizers (initialized in |+⟩) and qubits (initialized in |0⟩)

in the middle, associated with the checks and the bits of CT
1 , respectively. During the code

merging, the Z stabilizers of the qLDPC and the ancilla patch associated with the i-th check

of C1 are each modified to include the middle qubit associated with the i-th bit of CT
1 ; The

middle X stabilizer associated with the j-th check of CT
1 checks the two qubits of the qLDPC
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and surface codes associated with the j-th bit of C1 as well as some middle qubits given by

the incident relation of CT
1 . It is easy to verify that all the new stabilizers commute as the

added/modified qubits and checks across the merged boundary form an HGP code with C1

and a length-2 repetition code locally. The product of the middle X stabilizers give the joint

logical operator to measure. See Supplement of Ref. [237] for more algebraic details of the

above lattice-surgery scheme, and a proof of its fault tolerance under data errors.

We perform the numerical simulations using Stim [282], and use the same space-time

decoder described in the previous section for decoding. For ease of simulation, we add

circuit depolarizing noise with no idling errors on the joint logical XX measurement part of

the teleportation circuit, in both the merging and splitting steps, and rescale the gate error

rate pg → pg + 3pi to obtain Fig. 4.8(c). As the merged code no longer supports single-shot

error correction, we perform d rounds of QEC after each of the merge and split steps of the

XX surgery, where d = min(d1, d2) is the distance of the teleportation scheme and d1 and d2

are the distances of the qLDPC code and surface code, respectively. We expect the logical

failure rate of the ZZ logical measurement to be nearly the same as that of the qLDPC

memory if we use a computation surface code with a distance larger than that of the qLDPC

code. For the logical MX measurement, we simulate a noiseless destructive measurement.

We found a gate error threshold (without idling errors) of ∼ 0.7% by looking at the

crossing of d = 3, 5, 7 schemes, which were constructed with (d1, d2) = (4, 3), (6, 5), (8, 7),

respectively. We attribute the slight increase in the threshold compared to the memory

to the increase in the number of code cycles used by the space-time decoder (the memory

simulations are decoded using only three cycles).

Note that the lattice surgery approach in Ref. [253] can also be used for teleportation

between a qLDPC code and a surface code. Their approach essentially uses an ancilla patch

formed by the hypergraph product of a length-d repetition code and a “union" of C1 and C2

associated with the logical operators of the qLDPC code and the surface code respectively,
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and directly performs a joint logical measurement on the qLDPC and surface code. The

ancilla patch has size 2d2 (if using minimum-weight logical operators), which is twice as

larger as our ancilla. Compared to their approach, our scheme has a lower space overhead

but a larger temporal overhead overall.

4.3.5 Discussion and outlook

By demonstrating large space overhead savings in practical regimes, good performance of

logical gate operations, and providing a blueprint for their implementation with existing

hardware capabilities, our work brings the use of high-rate qLDPC codes for fault-tolerant

quantum computation into the practical regime.

Although our scheme shows a significant reduction in space overhead, it still carries sub-

stantial time overhead. This is because fault tolerance during gate operation requires Θ(d)

QEC cycles, and the low encoding rate of the ancilla and computational code patches limit

the logical parallelism when maintaining low space overhead. We expect certain compi-

lations of quantum algorithms that have limited parallelism to be natural candidates for

our architecture [20]. However, it would be interesting to carry out end-to-end algorithmic

compilation with qLDPC codes to evaluate the full space-time cost, and understand which

algorithms and compilations are most suited to our architecture. Another exciting avenue of

research is to improve upon the QEC constructions used here, including alternative qLDPC

code constructions with better properties, single-shot logical gate constructions [256, 255], as

well as the use of other types of computational logical qubits that may support transversal

non-Clifford gates [288] or have lower overhead. Moreover, just as topological codes have

interpretations as topological phases of matter, it will be interesting to explore the connec-

tion between qLDPC codes and highly entangled states of matter [289], and the techniques

described here may be useful for the exploration of novel exotic states of matter.
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CHAPTER 5

CONCLUSION AND OUTLOOK

In this thesis, we have presented several new fault-tolerant schemes based on bosonic codes

(Chapter 2), tailored topological codes (Chapter 3), and qLDPC codes (Chapter 4). These

schemes exploit new hardware and coding features and could potentially outpeform the

baseline scheme using planar surface codes, bare physical qubits, and nearest-neighbor con-

nectivity. We emphasize again that fault tolerance is a field of study that contains, but is

not limited to QEC. Instead of only focusing on designing new QEC codes with good pa-

rameters, more efforts in this thesis have been dedicated to designing fault-tolerant logical

operations for full-fledged quantum computation. To achieve full fault tolerance in the op-

erational level, we have exploited various fault-tolerant ideas such as autonomous QEC [52],

path-independence quantum control [6], flag qubits [165], and single-shot QEC [145], and

integrated techniques from various fields including classical and quantum coding theory,

quantum control, open quantum systems, and reservior engineering, topological physics and

AMO physics.

Although the new fault-tolerant schemes presented in this work provide promising alter-

native pathways toward fault tolerance, there are a few important caveats:

• Although the bosonic systems potentially support more hardware-efficient fault-tolerant

schemes, they are generically more difficult to control compared to two-level systems.

For instance, the stabilized cat/squeezed-cat qubits presented in Chapter 2 rely on a

highly driven-dissipative system that involves nonlinear interactions and sophisticated

drives. Such control complexities not only increase engineering difficulties but can often

result in slower and noisier operations. So in practice, we might need to consider trade-

offs between the control complexity and the error-suppression capability when choosing

fault-tolerant schemes. A new effort that reflects upon such a philosophy is the recent

development of the dual-rail bosonic qubits [290], which offers limited error-detection
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capability but only requires extremely simple controls. Achieving much better error

protection without sacrificing too much control complexity will be essential for bosonic

systems to outperform bare qubits in practice.

• Although QEC codes, such as the topological coeds, can have boosted performance

when tailored towards structured noise, creating and utilizing such noise structures does

not come for free. For instance, although the code threshold pth could increase with

the noise bias (see Chapter 3), the dominant physical error rate p might also increase

when trying to engineer a large bias and fully preserving them in the operational level.

Since it is the ratio between p and pth (not the pth itself) that matters ultimately, it

is essential to have more structured noise without increasing the dominant error rates

when considering noise-tailored fault-tolerant schemes in practice.

• Although the qLDPC codes (see Chapter 4) can significantly reduce the space overhead

compared to surface codes, performing logical operations for these high-rate codes

becomes generically more challenging. In addition, building long-range interactions for

these non-local codes takes a longer time. So far, it seems that compared to using

surface codes, using qLDPC codes is only a way of trading time for space. In the long

run, particularly if the space resources are not strictly limited, it is not yet clear which

scheme is superior. As such, more efforts toward designing qLDPC-based fault-tolerant

schemes with not only a lower space overhead but also a lower space-time overhead

overall, are in demand.

At the conclusion of this thesis, we discuss several future directions toward fault tolerance

that extend beyond our current results.

Firstly, although we have focused on code-centric fault-tolerant schemes, the recent idea

of circuit-centric schemes [29, 30, 25, 31, 32] provides alternative ways of achieving fault

tolerance. Such schemes could correct faults in a circuit by directly identifying and utilizing
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the inherent circuit redundancy, instead of starting from some QEC codes and building cor-

responding QEC and logical-operation circuits. This might open up new pathways towards

fault-tolerant quantum computing.

Second, the experiences and lessons we learned from the bosonic codes can potentially

be applied to systems beyond the bosonic systems. The advantage of bosonic modes for

achieving fault tolerance can be fundamentally attributed to their multi-level structure that

offers the necessary redundancy for error correction. Similar multi-level structures are also

present in many other systems such as neutral atoms [291], ions [119], molecules [292], multi-

level superconducting qubits, etc. The philosophy and techniques developed for bosonic codes

might shine a light on designing hardware-efficient fault-tolerant schemes for such systems

if sufficient quantum control can be realized on these multi-level objects.

Finally, the challenges of designing a practical fault-tolerant scheme that works versatilely

for generic quantum computing and any physical platform call for new co-designed schemes

that are tailored for specific hardware and computational tasks. For instance, while certain

quantum codes favor Clifford gates, i.e. the surface codes, certain quantum codes support

easy-to-implement non-Clifford gates [288, 293, 294], which make them suitable for some

specific tasks such as the IQP sampling [295, 22]. As another example, while codes with

local logical operations, e.g. lattice surgeries, are favored by the superconducting circuits,

codes supporting reach transversal logical operations are preferred by devices with long-range

connectivities [22]. We expect that, in the near future, co-design between hardware, codes,

and algorithms will open up new possibilities for demonstrating robust quantum computing

tasks beyond the NISQ era.
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