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ABSTRACT

Optically active spin defects in diamond, often named color centers, are prime candidates for quan-

tum technologies, including quantum networking, computing, sensing, and photonics. Integrating

single-crystal diamond with heterogeneous materials unlocks numerous research directions that

are non-trivial for bulk diamond or nanodiamond. This thesis describes a deterministic method

for diamond membrane synthesis and integration to expand integration options for hosted color

centers. This heterogeneous material platform enables efficient spin-photon interfaces and im-

proves the coherence of color centers, two key elements of quantum networking. The platform

also offers a versatile and practical interface for quantum sensing and provides an opportunity

to explore atomic-scale optical interaction in solids. Chapter 1 introduces the fundamentals of

quantum technology, diamond color centers for quantum applications, and material properties of

diamond with synthesis methods. Chapter 2 provides the research background of low-dimensional

diamond fabrication and details our approaches to generating high-quality diamond films and in-

tegrating them with a wide selection of materials. Chapter 3 demonstrates multiple fabrication

methods of nanophotonic cavities with diamond-based heterostructures and their coupling to color

centers. Chapter 4 presents our work on strain generation in thin-film diamonds and modification

of the spin dynamics for tin-vacancy centers using strain. Chapter 5 discusses the spin coherence of

nitrogen-vacancy centers in diamond membranes and their applications for quantum bio-sensing.

Chapter 6 describes our study on near-field enhancement of germanium-vacancy centers based on

the behavior of nearby carbon vacancies. Chapter 7 concludes the thesis and provides an outlook

on this platform in quantum technologies.
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CHAPTER 1

INTRODUCTION

1.1 Quantum technology and physical implementations

Information science and technology developments, including information collection, processing,

storage, and transmission, have always been tightly bonded with fundamental science and technol-

ogy innovations in physics. Modern information science originates from the Digital Revolution—

often called the Third Industrial Revolution—that translates the handwritten, mechanical, or analog

information into a series of “bits”, which can be chosen from two discrete numbers: 0 and 1. The

incredible fact about the realization of this basic information unit is that, in principle, any separate

and distinguishable physical value pairs can be defined as a “bit”. Therefore, there is no physical

limitation to defining zeros and ones as long as there are distinguishable differences and determin-

istic transitions between the two statuses. The freedom of definition unleashes researchers’ and

engineers’ endless imagination and creativity in seeking the most suitable forms of bits for differ-

ent application scenarios. It can take the form of dark and bright pixels in quick-response (QR)

codes [1], high and low voltage of transistors in processors [2], charge/discharge of capacitors in

computer memories [3], magnetization direction of ferromagnetic materials in hard disks [4], and

amplitude, frequency or phase modulation of carrier signals for communication systems [5].

In the meantime, advances in quantum physics in the 20th century have not only brought hard-

ware revolution to traditional information science but also stimulated the emergence of quantum

computation and quantum information concepts. Instead of using quantum mechanics to obtain a

deeper understanding of traditional devices and improve their performance accordingly, quantum

information science takes a more straightforward approach: treat quantum objects in a quantum

manner and build technologies based on pure quantum effects. Therefore, the basic information

unit switches from a pair of number options (0 or 1) to a more quantum mechanical description: a

superposition of two physical states, written as |0⟩ and |1⟩. This quantum bit, with a simpler name
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“qubit”, can then be written as: |ψ⟩ = α |0⟩ + β |1⟩, where {α, β} are a pair of complex numbers

with
√
α2 + β2 = 1 after normalization.

The difference between bits and qubits may not look apparent as quantum states |0⟩ and |1⟩ are also

a pair of distinct physical statuses. However, since the two statuses belong to the quantum objects,

an additional term appears: phase. After normalization, the phase information is included in the

{α, β} pair for any qubit state |ψ⟩. This phase term is a unique feature that separates quantum

and classic objects and forms the foundation of quantum information science and technology.

Clever utilization of the phase information from multiple qubits leads to the real attractive aspects

of quantum technology, including unique quantum algorithms for quantum computing, hack-free

quantum communication with quantum key distribution, and high sensitivity quantum sensing [6].

Echoing the traditional information science, the current quantum information research covers al-

most every significant aspect of information, including signal collection (quantum sensing), pro-

cessing (quantum computation, quantum simulation), storage (quantum memory), and transmis-

sion (quantum networking, quantum transduction, quantum repeaters). Fortunately, like the defini-

tion of classical bits, the definition of qubits is not bonded by the physical implementation either. In

recent decades, numerous inspiring proposals and landmark demonstrations of new qubit platforms

have emerged in every aspect of quantum information science. The qubit can take microscopic or

mesoscopic form, operate at microwave or optical frequency, live in solid state matters, liquids, op-

tical or electrical traps, optical cavities, or travel freely in space (photon). Even in a single physical

platform, the definition of “qubit” can vary due to the much larger Hilbert space the system obtains

than the qubit subspace. It is worth noting that there is no universal definition of a good “qubit”.

Instead, the evaluation is determined by the application scenarios. For instance, DiVincenzo’s

criteria are ideal for evaluating quantum computation and quantum communication systems [7].

Instead, qubits for quantum sensing are encouraged to improve the coupling with targets instead

of pursuing longer coherence time.

After several decades of exploration of practical quantum systems, several promising candidates
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have emerged and have been extensively studied for quantum technologies. For quantum com-

putation and simulation studies, the quantum system is required to obtain many qubits with high-

fidelity initialization, readout, multi-qubit gate operations, and long coherence time. Therefore,

individually manipulated qubits that are well isolated from the environment are preferred. A few

examples include superconducting qubits in the microwave frequency domain [8], cold atoms and

molecules in optical tweezer arrays [9, 10], trapped ions [11, 12], electrons in neon [13], donor

electron spins in silicon [14], and purely photonics [15]. For quantum memory, long qubit coher-

ence time with deterministic quantum state transfer is the primary factor in choosing candidates.

Some demonstrations include nuclear spins in semiconductors [16], rare earth ions in solid state

hosts [17], and atomic vapor cells [18]. In the quantum communication and networking domain,

correct choices of flying qubits and efficient transition between local and flying qubits are of pri-

mary concern. For free space communication, near-infrared (NIR) or infrared (IR) photons are

prime flying qubit candidates [19]. For optical fiber communications, low-loss transmission only

happens when the operating wavelength is within specific telecommunication windows, such as O

(1260 nm to 1360 nm), E (1360 nm to 1460 nm) or C (1530 nm to 1565 nm) bands. Choices of the

flying qubit wavelength also affect the stationary qubit’s physical platform. For instance, rare earth

ion erbium (Er3+)-doped crystals and carefully designed quantum dots are natural choices for fiber-

based quantum communication due to their well-matched wavelength ranges with telecom win-

dows [20, 21], while other candidates have to incorporate wavelength conversion modules before

being transmitted through optical fibers [22, 23]. Another approach to interconnecting stationary

and flying qubits is to build quantum transduction systems that do not require qubits with both mi-

crowave and optical access. These systems typically utilize optomechanics or electro-optics to link

qubits from very different wavelength ranges and are considered critical for distributed quantum

computing [24, 25]. In quantum sensing, the qubit has to interact with some physical quantities

with a measurable response. This requirement indicates some compromise of the qubit coherence

to improve the total sensitivity, which differs from the criteria for quantum computation and com-
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munication qubits [26]. Some great examples of quantum sensors include nitrogen-vacancy (NV–)

centers in diamond for biomedical applications [27], atomic vapor cells for microwave electrical

and magnetic field sensing [28], superconducting qubits for cosmology [29], and trapped atoms

for gravitational studies [30]. We note that it is a mutual selection between qubit platforms and

quantum technologies. A physical qubit platform can have multiple application scenarios, and

sometimes, an underperforming qubit for one usage can be a perfect choice for another.

Here, we will mainly discuss one physical platform—optically active spin defects in diamond.

Technically speaking, defects in diamond are solid-state platforms. However, these defects only

have the atomic scale and thus share many properties with trapped atoms or ions regarding funda-

mental understanding and operation mechanisms. The electron spin of the defects also serves as a

good qubit candidate, which can interact with surrounding environments or serve as quantum mem-

ories. Furthermore, it is a rare solid-state system with both optical and microwave access, which

significantly enhances the manipulation flexibility and versatility. In the meantime, these defects

are “eternally trapped” in solid-state substrates, which requires no additional trapping mechanism

compared with atoms or ions and enables on-chip photonic, electric, and microwave integration

possibilities. We will start by describing the spin defects we work with, then discuss the diamond’s

properties as the material host.

1.2 Color centers in diamond for quantum technology

For crystalline solid state matters, all atoms (or ions) are periodically arranged in a three-dimensional

position space, which can be classified into different groups depending on the microscopic struc-

ture of the primitive unit cell [31]. We know that an infinite, periodic arrangement in the position

space can be translated via Fourier transform to a series of de-localized traveling waves in the

momentum space (k-space). Therefore, no localized quantum feature can be defined as qubits in

a perfect single crystalline matter. Instead, the only physical property that can be quantized is the

traveling waves in the k-space—the collective motion of atoms or ions that can be quantitatively
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described as phonons. Although phonon is not the central topic of this work, we will soon find that

phonon modes and distributions play an essential role in understanding and utilizing solid-state

defects.

Spatially (and spectrally) localized quantum objects require microscopic arrangements that deviate

from a perfect lattice. In the world of solid-state physics, this deviation refers to crystal defects.

The most interesting quantum phenomena originate from the tiniest defects in crystals: point de-

fects. Point defects are atomic-scale structures associated with added, missing, or dislocation of

native atoms or external impurities. Like other single crystalline lattices, diamond contains nu-

merous point defects. From quantum technology’s perspective, we would like to investigate the

point defects that are magneto-optically active, which means that they (1) are optically accessible,

(2) have non-zero electron spin (| S |≠ 0). Point defects that satisfy the first criteria are often

called color centers due to their distinct emission profile when optically excited. The name origi-

nates from the coloration of the crystal when a large density of optically active emitters is present.

There have been several decades of studies regarding the color centers in diamond, and several

hundreds of luminescent configurations have been found [32]. Here, we note that optical access is

not required for a point defect to be a qubit. A commonly-known example is the nuclear spin of

the phosphorus defect in silicon [33], which only allows microwave manipulation. Some reasons

for the pursuit of optical access may include (1) color centers in diamond have been well-studied

for their optical properties, and some color centers have been proven to be promising candidates

for quantum technologies; (2) the optical access provides a way of utilizing qubits for quantum

networking, which is quite challenging in the microwave frequency; and (3) the coherence and

manipulation of optically inactive defects in diamond have not been well understood. Therefore,

the current quantum research remains focusing on color centers in diamond, which includes more

than two dozen candidates [34]. Some of them do not meet the second criteria, such as nitrogen-

vacancy center and single vacancy center in a neutral charge state (NV0 and V0), which can be

used as single photon sources instead due to the lack of energy levels to store quantum infor-
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mation. Some other centers have poorly understood electronic configurations, unknown creation

mechanisms, low yield, or inconvenient operation frequency, which keep them away from practical

applications until future progress. In this work, we focus on the two groups of color centers that sat-

isfy both criteria, which are negatively-charged substitutional nitrogen-vacancy center (NV– center

or NV center), and negatively-charged interstitial group IV centers, including silicon-vacancy cen-

ter (SiV– center, SiV), germanium-vacancy center (GeV– center, GeV), tin-vacancy center (SnV–

center, SnV), and lead-vacancy center (PbV– center, PbV). They have well-understood electronic

structures, deterministic creation methods with a decent yield, addressable through both optical

and microwave controls, and relatively long electron spin coherence time when combined with

careful material engineering. In the rest of the work, we use the term color center to represent

these two types of color centers unless specified.

1.2.1 NV– centers

Unlike optically or electrically trapped atoms and ions, the understanding of species and molecu-

lar configurations of color centers is not straightforward and often requires a combination of ex-

perimental characterizations (spectroscopy, ion implantation, annealing, etc.), theoretical analysis

(group theory), and ab initio calculations (often performed via density-functional theory calcula-

tion, DFT) [35]. In the early stages, the speculation of a molecular structure is tightly connected to

the experimental observations. For instance, the first proposal linked the photoluminescence (PL)

to the nitrogen-vacancy compound due to the excessive presence of nitrogen atoms and vacancies

in the diamond crystal [36]. The confirmation of the NV0 center came from the correlation between

its signature PL and the charge state transition from the known NV– center [37]. After about five

decades of studying, we now have a pretty clear picture of the molecular structure and electronic

configuration of the NV– center, as well as its optical, spin properties and operation mechanisms.
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Molecular structure and electronic configuration The molecular structure of a NV– center is

shown in Figure 1.1 (a). The NV– contains one substitutional nitrogen atom and one vacancy,

taking two adjacent sites of sp3 carbon atoms along the [111] crystal axis. Here, sp3 refers to

carbon-carbon covalent bonds with the sp3 hybridization orbitals (the diamond lattice), which is in

contrast to graphite, another carbon-formed material with sp2 bonds. According to the group sym-

metry classification [35], NV center belongs to the C3v group. This group indicates that the center

is symmetric under C3 rotation to the N V axis: 120◦, 240◦, 360◦ and three mirror operations

with respect to the vertical plane containing the N V axis: σv. The molecular structure of the

NV– center is slightly complicated compared with some simple defects, such as ND1 (V–), GR1

(V0), or P1 (N). Therefore, the formation of NV– is usually determined by the energy difference

between the complex (NV0) and separated simple defects (a V0 and a N0) compared with other

possible formation mechanisms (such as V0
2 or N V N). Previous research shows that although

forming NV0 is less energetically favorable than forming V0
2, introducing extra vacancy is easier

in substitutional N sites and form NV compared with regular carbon vacancies [38]. This pref-

erential NV formation is due to one less covalent bond the carbon atoms have when neighboring

a nitrogen atom. The observation not only explains the formation mechanism of NV center but

also points out the creation methods: introducing external vacancies through ion implantation or

electron radiation. Both of these methods are used in our work.

Unlike the determination of the molecular structure, NV– center’s electronic configuration has been

an arguable topic for a long time. According to the current understanding, the NV– has a non-zero

electron spin. The NV– has an extra electron from the crystal, possibly from other donors such

as substitutional [N]. This defect has six electrons; two always occupy an energy level below the

valence band. The other four live in the bandgap, with their configuration labeled by A1, A2, and

E. The energy level diagram is shown in Figure 1.1 (b). Both ground and excited states are triplet

states, while a standalone pair of singlet states are also optically active. Ground (3A2) and excited

(3E) triplet states are connected by a direct (no phonon participation) optical transition at 1.945 eV
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Figure 1.1: Negatively-charged nitrogen-vacancy center (NV–) in diamond. (a) The molecular
structure of the NV– center. The red atom stands for the substitutional nitrogen, and the dark grey
atoms are sp3 carbon. The missing carbon vacancy is right next to the nitrogen atom. (b) Energy
level diagram of NV–. The spin-triplet states are 3A2 and 3E, each with a zero-field splitting.
The state |ms = 0⟩ is unchanged with the external magnetic field while the states |ms = ±1⟩ shift
accordingly due to the Zeeman effect, forming a qubit pair |ms = 0⟩ and |ms = −1⟩. NV– also
has a singlet state pair 1A1 and 1E, mainly used for spin initialization due to the much stronger
non-radiative decay between 3E |ms = ±1⟩ to 1A1 compared with |ms = 0⟩ to 1A1, and stronger
decay between 1E to 3A2 |ms = 0⟩ compared with 1E to |ms = ±1⟩. The widths of the non-
radiative decay arrows indicate the relative rate.

(637 nm), which is often called the primary zero phonon line (ZPL) of NV–. The two singlet states

(1E, 1A1) are connected by another ZPL transition at 1.190 eV (1042 nm), which can be named

as the secondary ZPL. Triplet and singlet states are connected via non-radiative transitions with

spin-dependent intensity and are primarily used for spin initialization and readout in most NV–

studies. Here A1, A2, and E are irreducible representations of coordinate components, quadratic

components, and rotations of NV– categorized by their symmetry under operations of the C3v

group. A detailed explanation can be found in Ref [35].

Optical and spin properties The optical and spin properties of NV– are tightly related to its

molecular and electronic structures. As mentioned before, NV– center has two ZPL peaks, the

primary one at 637 nm and the secondary one at 1042 nm. However, due to its relatively less sym-

metric molecular and electronic structures (compared with group IV centers, as discussed in the
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next section), optical transitions are strongly coupled to the vibrational modes of the diamond lat-

tice (phonons), with only ≈3% of the optical emission belonging to the ZPL wavelength and 97%

of the emission spanning across a broad phonon sideband from 640 nm to 800 nm. On the plus

side, this broad phonon sideband emission (ZPL energy→ photon + phonon) indicates a similar

broadband excitation spectrum (excitation energy → ZPL energy + phonon), which relaxes the

wavelength requirement to excite NV– centers. In the meantime, this also indicates that most emit-

ted photons from NV– have very different energies, which makes it hard to form entanglements

using the Hong-Ou-Mandel protocol, a primary method used for quantum networking applications

that require identical photons [39]. In addition, the broadband signal collection requires a rel-

atively low fluorescence background (optical signal noise), especially for individual NV– center

measurements.

Both ground and excited states of NV– center are triplet states. Each triplet state has two spin

sub-levels: ms = 0 and ms = ±1. Two sub-levels are distinguishable due to the presence of

zero field splittings with 2.87GHz transition frequency for the ground state and 1.42GHz for the

excited state, primarily due to the spin-spin interactions. ms = ±1 within a sub-level degenerate

unless an external magnetic field is present. Zero field splittings can be observed by a special tech-

nique called optically detected magnetic resonance (ODMR) [35], which is an important operation

mechanism and will be discussed in the next paragraph. The magnetic g factor of the electron

spin is≈2, indicating a free-electron-like Zeeman splitting in the presence of an external magnetic

field. Depending on the nuclear spin of the nitrogen isotope, hyperfine interactions can also affect

the energy levels (and thus resonances) of the NV– center. For instance, [14N] has a nuclear spin

of I = 1, which leads to three ODMR resonances when the external magnetic field is present,

while [15N] contains a I = 1/2 nuclear spin which only results in two ODMR resonances. This

difference is a straightforward method to distinguish the isotope of the nitrogen, which is a key

step in identifying δ-doped 15NV– from the naturally present 14NV– [40].

One special property of the NV– center is the secondary ZPL emission connecting two singlet
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states. This optical transition, combined with non-radiative decays linking the triplet states, pro-

vides a state-dependent overall decay rate between ground and excited triplets and can be used for

initializing the NV– qubit state. The schematic of the feature is called state-selective intersystem

crossing (state-selective ISC) and is also shown in Figure 1.1 (b) [41]. In short, non-radiative decay

|3E,ms = ±1⟩ → |1A1⟩ is faster than |3E,ms = 0⟩ → |1A1⟩, and decay |1E⟩ → |3A2,ms = 0⟩

is faster than |1E⟩ → |3A2,ms = ±1⟩, leading to a net spin flow from ms = ±1 to ms = 0. Also

due to a considerable portion of emission from state |3E,ms = ±1⟩ undergoing non-radiative

path, signals collected from the radiative transition |3E,ms = ±1⟩ → |3A2,ms = ±1⟩ has fewer

counts. Therefore, off-resonance excitations such as commonly used green lasers (520 nm or

532 nm) can simultaneously readout and initialize the spin state of the NV– center. This simple

operation is valid at both cryogenic and room temperatures and has been a basis of the quantum

operation of NV–.

Operation mechanism Since the sub-level pair |ms = 0⟩ and |ms = ±1⟩ are orbital singlet

and spin-triplet for both 3A2 and 3E, microwave manipulation of the NV– spin is very effi-

cient due to negligible orbit change. This efficiency can be observed by looking at the g factor

g = 2 × ⟨ms = ±1|Hac
Zeeman|ms = 0⟩ ≈ 2, where Hac

Zeeman refers to a unit AC magnetic field

(unit microwave drive). Therefore, a combination of optical initialization, readout, and microwave

manipulation is sufficient for utilizing NV– centers as qubits. The first step of the spin control is

to search for the qubit resonance with or without an external magnetic field. When the microwave

driving is on-resonance with the energy difference between |ms = ±1⟩ and |ms = 0⟩, NV– centers

prepared at the state |ms = 0⟩ will be driven to the state ms = 1 or ms = −1, which can be cap-

tured via a weaker optical readout signal (a dip). This technique is called ODMR. The resonance

frequency shift from the zero-field splitting and energy separation between two or three ODMR

peaks indicate the magnitude of the magnetic field. Furthermore, microwave driving can be used

for coherent quantum state transfer (single qubit gates). By varying the duration of the microwave

drive for |ms = 0⟩ ↔ |ms = −1⟩, one can prepare the NV– to |ms = 0⟩ (no pulse, 2π pulse),

10



|ms = −1⟩ (π pulse), (|ms = −1⟩ + |ms = 0⟩)/
√

(2) (π/2 pulse), or any other superpositions.

The π pulse duration can be characterized via Rabi oscillation measurements. Once the parameters

for the single qubit gates are set, other measurements regarding the qubit lifetime (T1), coherence

(T ∗2 ), and dynamical decoupling coherence (T2, T2,XY , T2,CPMG) can be performed, to reduce

the qubit decoherence from environment, or study the interaction between NV– and other spins in

the system [42]. Furthermore, a similar radio frequency (RF) drive can be applied to the system

if nearby nuclear spins are used for long coherence quantum registers [16], and some additional

optical pulses can be added to help maintain the charge state of NV– [43].

Applications in quantum technology NV– centers have been proposed for three main applica-

tions in quantum technology: quantum computation, quantum networking, and quantum sensing.

The idea of quantum computation originates from the fact that a single NV– center can effectively

communicate with multiple nuclear spins, which may serve as quantum registers. This multi-qubit

cluster can then be used for logical operations and even error corrections [44]. To date, the maxi-

mum quantum registers that can be accessed via a single NV– center reaches 27, which could serve

as a logical qubit [45]. Although NV– and 13C obtain long coherence times, the scalability of such

a system still needs to be improved compared with other systems [8, 46]. Therefore, only small-

scale quantum computing can be performed at this moment. NV– center also pioneered quantum

networking research, with the study of remote entanglement between matter qubits over ten years

ago [43]. To date, a multi-node quantum network with entanglement delivery has been demon-

strated using NV– center at remote locations [47]. Although the state-of-the-art quantum network

using NV– faces several issues, including low signal collection efficiency due to the lack of cavity

enhancements, spectral drift, and low ZPL ratio compared with total counts, NV– remains one of

the prime candidates for future quantum networking nodes. Unlike quantum computation and net-

working which mostly rely on the optical and spin coherence of NV– centers, the third application,

quantum sensing, primarily utilizes the sensitivity of NV– spin for external magnetic field, temper-

ature, and electric field changes. The use of NV– only requires sufficient spin coherence, which
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is well preserved even at room temperature. Therefore, the operation mechanism is considerably

simpler than the quantum computation and networking protocols, using only green excitation laser

and microwave delivery instead of cryogenic temperature, charge re-pump, ZPL narrow bandwidth

signal collection, etc. NV– has unique advantages in nanoscale sensing, that NV– can detect local

signals that are only a few nanometers away. In addition, the size of the diamond that hosts NV–

centers can be sub-micrometer, such as commercially available nanodiamonds [48] and scanning

NV– tips [49], which greatly improves the versatility of the sensing platform. In this work, we will

also introduce our nanoscale diamond host—diamond membrane—in Chapter 3. To date, NV–

sensing has widely spread to many sensing applications. A few examples include nuclear mag-

netic resonance (NMR) [50], understanding of superconductors and strongly correlated electronic

systems [51], and biological sensing and imaging [27].

1.2.2 Group IV centers

Due to the limited natural abundance, the history of group IV center studies is less than four

decades. The SiV– emission spectrum was first observed when investigating spectra of lab-grown

diamonds using the chemical vapor deposition (CVD) technique [52]. The emission profile was

later assigned to the silicon defects in diamond without ambiguity [53]. Ten years later, individual-

level SiV– defects have been observed, which could serve as single photon sources for quantum

applications [54]. Later, people observed other defects in this family, all on the single center level:

germanium-vacancy center (GeV–) [55], tin-vacancy center (SnV–) [56], and lead-vacancy center

(PbV–) [57]. Although the field of group IV centers is still young with lots of arguable phenomena

in their detailed electronic structures, these centers have been proven to be prime candidates for

quantum networking applications [23].

Molecular structure and electronic configuration Group IV centers share a lot of similarities

in molecular structures, electronic configurations, and energy levels, with only minor differences
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in specific parameters, such as ZPL emission wavelength and spin-orbit coupling strength. Here,

we take the silicon-vacancy center as an example. Chapter 4 will discuss the difference between

group IV centers and their implications for quantum networking applications.

The molecular structure of a SiV– center is shown in Figure 1.2 (a). Similar to NV–, the SiV– also

occupies two adjacent sites of sp3 carbon atoms along the [111] crystal axis. However, the silicon

atom is placed in an interstitial site instead of a substitutional site between the two vacancies. This

placement also holds for other group IV centers (GeV–, SnV–, PbV–), mostly due to the significant

size of the atom compared with nitrogen which makes the interstitial defect more energetically

favorable [58]. The split-vacancy configuration grants a different point group symmetry, D3d for

group IV defects. Compared withC3v, this point group includes an additional symmetry operation,

inversion with respect to the central atom (Si, Ge, Sn, Pb). This inversion symmetry profoundly

impacts its electronic configuration and optical properties, which will be discussed in the next

paragraph. DFT calculations show that the Si V structure is stable at high temperatures against

dissociation towards substitutional silicon and vacancy [59], indicating that SiV is a thermally

stable molecular state.

The electronic configuration of SiV– is relatively simpler than NV–. The D3d group symmetry

leaves two groups of orbits for the excessive electron to choose: Eg and Eu. Each group includes

two axes x and y. Taking the spin freedom of the electron into consideration, both the optical

ground and the excited state have four energy levels. The four levels form two branches, split by

the spin-orbit coupling λg (λe). Unlike NV–, group IV centers do not have zero field splitting.

Therefore, they all require an additional static magnetic field to remove the degeneracy inside each

branch and form resolvable qubit levels. Figure 1.2 (b) shows the energy level of the SiV with

spin-orbit coupling (left) and external magnetic field (right). When the magnetic field is absent,

there are four ZPL transitions between two branches in 2Eg and the other two in 2Eu. The number

of peaks can increase to 16 when the external field is present, with fitting parameters revealing

the detailed electronic structure of the SiV– [60]. All the ZPL wavelengths are around 738 nm,
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Figure 1.2: Negatively-charged silicon-vacancy center (SiV–) in diamond. (a) The molecular struc-
ture of the SiV– center. The red atom is the interstitial silicon between two vacancies, and the dark
grey atoms are sp3 carbon. Two carbon vacancies are right next to the silicon atom. (b) Energy
level diagram of SiV–. The optical ground state is 2Eg, and the excited state is 2Eu. Both states are
spin 1/2 with orbital degeneracy. The spin-orbit coupling (λg, λe) creates two branches, and the
lowest branch is used as the qubit when an external magnetic field is present (no zero field split-
ting). Spin up (|↑⟩) and down (|↓⟩) are simplified labels to the |ms⟩ states, with |↑⟩ = |ms = 1/2⟩,
|↓⟩ = |ms = −1/2⟩ The arrows between energy levels indicate spin-conserving transitions of
SiV–, detected as one of the ZPL emissions (C line) mostly used for spin qubit initialization.

a relatively accessible wavelength for tunable Ti: Sa lasers. In addition, due to the lack of zero-

field splitting. SiV– and other group IV defects don’t have the privilege of using the off-resonant

excitation for spin initialization.

Optical and spin properties All group IV centers obtain inversion symmetry for the molecular

structure. The electronic configuration follows this high symmetry, with a small displacement of

electron wavefunctions between ground and excited states [35]. This indicates a weak electron-

phonon coupling for optical transitions and, thus, a large ZPL (small phonon sideband) portion in

the total emission profile. In the case of SiV–, the ZPL ratio can be as high as 80% [61]. According

to our discussion of NV–, indistinguishable ZPL photons from separate emitters can be used for
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entanglement generation, and SiV– is a much brighter single emitter in terms of ZPL photon emis-

sion. In addition, because of the inversion symmetry, the electron wavefunctions of SiV– (and other

group IVs) have a negligible permanent electric dipole. Therefore, they are insensitive to electric

field fluctuation, which protects their spectral stability against noises. The spectral robustness en-

hances the compatibility of the group IV centers to diamond nanostructures—nanophotonic cavi-

ties and waveguides—that improve the coupling between color centers and photons and increase

the entanglement generation rate [62]. In contrast, the optical coherence of NV– centers is strongly

impacted by the nanofabrication devices. Therefore, many quantum networking demonstrations

rely on solid immersion lenses [43], a less invasive method.

The optical ground state of SiV is a degenerate spin S = 1/2 system with two branches, with

≈48GHz energy difference between branches due to spin-orbit coupling [60]. The spin qubit is

normally defined as the two spin states in the lowest energy branch, with qubit frequency entirely

dependent on the external magnetic field (no zero-field splitting). When we take a brief look at the

qubit states |eg+ ↓⟩ and |eg− ↑⟩, we might (falsely) conclude that the qubit coherence has to be

excellent since different orbit and spin values of qubit states lead to more difficult transition. In fact,

the major decoherence path is through the other two quantum states in the upper branch outside of

the qubit subspace. For instance, phonon-related spin depolarization (spin decay T orbit
1 ) between

states |eg+ ↓⟩ ↔ |eg+ ↑⟩ and |eg− ↓⟩ ↔ |eg− ↑⟩ are the dominant decoherence sources [63].

This depolarization can be understood as a loss of phase information when the qubit population is

bounced back and forth between two quantum states with the same spins but different orbits. The

feature can hardly be captured by directly measuring the traditional T spin
1 depolarization between

qubit states [64]. We will discuss the details of our findings in Chapter 4. In short, phonons in

diamond lattice are the dominant spin decoherence source, which ultimately limits the operation

of SiV– and all group IV centers at cryogenic temperature [65].

Unlike NV–, the lack of the secondary ZPL emission leaves no spin-selective, non-radiative path

(intersystem crossing) for spin initialization through off-resonant excitation. As a result, the spin
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initialization has to be performed via resonant excitation at one of the ZPL wavelengths. The

fidelity of the spin initialization depends on the spectral distance between two spin-conserving

transitions, labeled as arrows in Figure 1.2 (b). This distance is determined by the magnitude

and orientation of the external magnetic field. The initialization efficiency depends on the optical

cyclicity of SiV–, which is a function of the magnetic field orientation with respect to the quantiza-

tion axis (crystal axis [111]) and the excitation laser power. Similarly, the spin readout is performed

via resonant excitation at one of the spin-conserving transitions and signal collection at the phonon

sideband.

Operation mechanism The two qubit states of SiV– are |eg+ ↓⟩ and |eg− ↑⟩. They are ener-

getically distinguishable due to the spin-dependent Zeeman effect. In addition to the spin dif-

ference, these qubit states also belong to separate orbits: |eg+⟩ = −(|egx⟩ + i |egy⟩)/
√
2 and

|eg−⟩ = (|egx⟩ − i |egy⟩)/
√
2. Two orbits are orthogonal, leading to inefficient coherent spin ma-

nipulation via microwave. Therefore, some early-stage manipulations utilized all-optical, Raman-

based methods for spin manipulation and coherence characterization [65, 66]. Fortunately, SiV–

(and all other group IVs) have large strain susceptibility. As a result, an anisotropic strain pro-

file can essentially generate orbit mixing between qubit states and enable coherent spin control

via microwave [63, 67]. For group IV qubits with small spin-orbit coupling (SiV–, GeV–), ion-

implantation induced random strain profile would be sufficient to generate some highly-strained

defects [68, 69]. However, this is not a viable approach for large spin-orbit coupling defects (SnV–,

PbV–), which require a much larger strain magnitude for efficient microwave manipulation [70].

Therefore, those heavy defects are still manipulated via all-optical methods [71], which are rela-

tively slow with low gate fidelity. The elegant solution is to introduce a large strain profile to the

diamond crystal, which will be discussed in detail in Chapter 4.

Applications in quantum technology The application of group IV centers in quantum technol-

ogy largely resides in the quantum networking sector, mainly due to the phonon-limited operation

16



temperature. Similar to the NV– center, although group IVs have shown their potential in interact-

ing with nuclear spins [68], the scalability of such a system for quantum computing still needs to

be improved. In quantum networking applications, group IVs have a much larger ZPL emission

ratio, excellent robustness against nanophotonic cavities and waveguides fabrication, high fidelity

initialization, readout, and quantum control [67], and low spectral drifts. Therefore, group IV

centers have been regarded as the next generation of quantum networking nodes after NV–. Re-

cent demonstrations integrating frequency tuning and wavelength conversion unlock the realization

of quantum networking via telecommunication fibers [23, 72, 73], which opens the pathways of

telecom-frequency networking for other visible or near-infrared (NIR) defects [74] in addition to

the existed candidates [75]. Furthermore, group IVs have shown a strong correlation between ZPL

linewidth and temperature [76], indicating their potential as cryogenic temperature sensors [77].

In general, exploring the usage of group IV centers is an active research project, and we shall see

more applications shortly.

1.3 Material properties and synthesis of diamond

After introducing the solid state qubits—NV– and group IV centers—for quantum technology, we

focus on their host material: diamond. Although point defects have a similar operation philosophy

as neutral atoms, molecules, or trapped ions, living in a solid-state material has fundamentally

changed the investigation perspective, characterization approaches, manipulation methods, and

usage scenarios. Arguably, while atomic defects can be regarded as pseudo atoms, the host material

and other objects in the vicinity introduce unique properties to the defects and make them different

enough from atoms studied in atomic, molecular, and optical (AMO) physics. In this section, we

will discuss a few properties of the host material, diamond, and other objects in diamond that

affect the behavior of color centers. As we will see, these properties provide both challenges and

opportunities for defect studies.
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1.3.1 Material properties of diamond

Diamond has been quite a unique material since its discovery. The perfect diamond crystal is com-

posed of only one chemical element—carbon. Strictly speaking, graphite is the chemically stable

form of crystalline carbon at room temperature and atmosphere instead of diamond. However, dia-

mond is a meta-stable state in such a condition, and a much higher temperature (at least ≥400 ◦C,

slightly higher than the oxygen-termination temperature [78]) is required to allow for a visible tran-

sition between diamond and graphite. Carbon atoms inside diamond form covalent sp3 bonds, and

each carbon atom is bonded to four other carbons, forming a typical Bravais lattice called diamond

lattice [31]. Due to small atomic sizes and short, rigid sp3 bonds (0.154 nm), diamond has a very

high atomic density, leading to the highest hardness as a natural material. In addition, diamond

is chemically inert at room temperature against most acids and solvents. Although these features

preserve the properties of color centers and make them compatible with numerous operation envi-

ronments, the hardness and inertness make the diamond incompatible with many nanofabrication

processes, either physical or chemical. The hardness also makes it quite challenging for strain

engineering except in nanoscale forms [79].

Optical properties Diamond is a wide bandgap material (5.5 eV). Therefore, diamond is trans-

parent for lights at the visible wavelength (≤3.3 eV). The refractive index of diamond is ≈2.4,

which is relatively high compared with many materials. Some certain crystals obtain even higher

refractive indexes that can confine light and enhance the interaction with diamond color centers

through evanescent coupling [80]. The mainstream of color center research, however, still relies

on fabricating diamond nanostructures for photon-emitter interactions. Our efforts on this topic

will be discussed in Chapter 3.

Isotopes and bulk spin bath Many elements have multiple isotopes; some isotopes include

nuclear spins. The nuclear spin bath is one of solid-state spin qubits’ most important environmental

properties due to their considerable total interaction strength. The perfect diamond crystal only
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includes carbon atoms. For natural abundance the majority of carbon (≈99%) is 12C which does

not have nuclear spin (I = 0), and 13C with non-zero nuclear spin (I = 1/2) only takes a small

portion (1%). 14C is radioactive and extremely rare, which are mostly used for radiocarbon dating

and will not be discussed here [81]. In synthetic diamond (discussed in the next section), the

isotopes can be engineered for different purposes. For instance, an isotopically purified diamond

with negligible 13C concentration has a very quiet spin bath, which is ideal for hosting coherent

color centers [67, 82].

In addition to the native carbon nuclear spin bath, impurities such as [N ] introduce excessive

electron and nuclear spins (I = 1 for 14N, I = 1/2 for 15N). These [N ] often exist as substitutional

defects in diamond called P1 centers, which also include a non-zero electron spin (S = 1/2). P1

centers become one of the main decoherence sources of NV– [83] at a non-negligible concentration.

Therefore, for NV– studies requiring dense ensembles, the creation yield of NV– has to be high to

limit P1 concentration and improve the qubit coherence [84].

Surface spins and treatments Like all solid-state systems, the bulk spin bath is not the only

source of the spin environment. For shallow implanted color centers, especially NV– centers for

nanoscale sensing, surface spins tend to have more significant impacts compared to bulk spins. A

systematic study reveals that the surface roughness of diamond greatly impacts the dangling bond

density, and surface spin-induced decoherence [78]. For diamond nanostructures, a combination of

the front surface and sidewall morphology determines the overall decoherence magnitude. Com-

pared with the well-polished front surface, the sidewall is typically defined via plasma etching,

which obtains a much weaker roughness control. Therefore, the plasma etching profile becomes

the dominant decoherence source.

Some surface terminations, such as oxygen termination and hydrogen termination, could improve

the spin environment by replacing dangling bonds with uniform covalent bonds [78]. They also

shift the Fermi level and affect the charge state of near-surface color centers. A well-accepted

treatment is performing oxygen termination to improve the charge stability of NV– over NV0,
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which is beneficial for sensing and networking purposes [78]. In contrast, hydrogen termination

will prefer the NV0 and is thus undesirable. Group IV centers, especially heavy group IVs (GeV–,

SnV–, PbV–) are predicted to have a higher defect level closer to the middle of the bandgap [85].

Therefore, they are not in favor of either termination.

Discussion Due to its unique material properties, diamond has been used for many applications.

Before the emergence of quantum science and technology, diamonds were mostly used for fashion

and decoration. Diamond is also ideal for cutting hard crystals thanks to its exceptional hard-

ness. Besides, the wide band gap and high breakdown voltage make diamond an ideal material for

power electronics [86]. The excellent thermal conductivity of diamond leads to heat dissipation

studies for the semiconductor industry [87]. Although we only focus on color centers and quantum

technologies in this work, we are aware of other exciting possibilities this material platform brings.

1.3.2 Formation of diamond

Natural diamond Before the invention of high-pressure, high-temperature (HPHT), and chem-

ical vapor deposition (CVD) processes, all diamond research and applications were conducted via

natural diamonds from diamond mines in many places. Natural diamonds are formed in the man-

tle, a perfect place with high pressure and temperature. Although natural diamonds are great for

industry and fashion purposes, there are large fluctuations in crystal defect concentration between

stones. The inconsistency of diamond quality is not ideal for electronic and quantum applica-

tions. Therefore, these studies have turned to a more controllable and scalable source—synthetic

diamond.

HPHT diamond HPHT process is designed to imitate the earth condition that created diamond

billions of years ago. The process requires a relatively high temperature (often surpasses 1300 ◦C)

and pressure (several GPa) [88]. This process can produce diamonds at scale and has naturally

become the main method to generate synthetic diamonds. The HPHT method is a chemical process
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with seed crystals and a few catalysts, which introduces impurities and limits the purity of the

crystal. Since the process utilizes the phase transition of carbon, HPHT diamonds typically have

excellent crystal quality with minimal strain. In addition to diamond growth, higher temperature

processes can release the local strain variations post large ion implantation, as discussed in the

PbV– center creation study [89].

CVD diamond The CVD process is the other primary method to create synthetic diamonds.

One major type of CVD, microwave plasma CVD (MPCVD), takes place in a chamber with dense

hydrogen plasma generated via strong microwave power. The added precursor gas—methane

(CH4)—is dissociated by the hydrogen plasma, with carbon atoms falling onto the seed crystal.

These carbon ad-atoms can form either sp2 or sp3 bonds, but the hydrogen plasma selectively

etches the sp2 carbon, leaving only sp3 carbons behind if the correct growth condition is met.

Therefore, there is a positive rate of diamond growth. Multiple diamond growth regimes can be

achieved depending on the plasma power and precursor flow. In this work, we focus on the slow-

est but cleanest regime, one-dimensional step-flow growth, which can provide the highest crystal

quality with minimal impurity concentration [90, 91]. Traditionally, only diamond seed crystals

can allow single-crystal diamond growth (homoepitaxy). However, recently, some wafer-scale di-

amonds have been grown using heteroepitaxy methods [92], which is promising for future scalable

diamond devices. Compared with the HPHT method, the CVD process offers more precise layer

control on the vertical structure due to its layer-by-layer growth mechanism. Therefore, other im-

purities can be intentionally incorporated at growth stages to generate in situ point defects [93].

Defects that can be generated at a certain depth with a narrow distribution profile are called δ dop-

ing, which has been applied to NV– studies [90]. The work presented in the next chapter is entirely

based on the MPCVD diamond that offers pristine crystal quality and versatile impurity control

over different growth layers, which is critical for the rest of the study.
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CHAPTER 2

DIAMOND MEMBRANE SYNTHESIS AND INTEGRATION†

Abstract

Nitrogen-vacancy and group IV centers in diamond have shown great potential in quantum tech-

nologies. These advances can turn into practical quantum systems if their host—single crystal

diamond—is integrated with heterogeneous materials platforms. In this chapter, we introduce the

fabrication details and material characterizations of our state-of-the-art diamond membrane plat-

form, which sets the foundation for the demonstrations in quantum photonics, quantum network-

ing, and quantum sensing, as discussed in the following chapters. We start with an introduction

of the efforts in generating low-dimensional diamond structures for quantum applications. After a

process overview of the “smart-cut” based method, we introduce our approach to synthesizing di-

amond membranes and generating color centers, followed by individual membrane patterning and

undercut. Starting from ready-to-transfer diamond membranes, we present two different methods

to integrate them with heterogeneous materials, either by bonding agents such as photoresist or

plasma-activated bonding. We conclude the section by discussing the usage scenarios of the two

transfer methods and summarizing the material properties of the diamond membrane platform.

2.1 Wafer-scale diamond substrates and diamond-based heterostructures

Color centers in diamond, such as NV– and group IV centers, are promising candidates for quantum

technologies. However, due to the diamond’s scarcity and unique material properties, including ex-

treme hardness, inert chemical properties, and high refractive index, on-chip integration of color

centers with other functional devices remains challenging. In response, manufacturing wafer-scale

single-crystal diamond substrates or integrating diamond with heterogeneous material platforms

†. The work discussed in this section was reported in [40, 94]
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has become one of the primary focuses of diamond research. Here, we briefly introduce some

exemplary works related to quantum applications, including heteroepitaxial diamond growth, di-

amond slabs and membranes from laser cutting and thinning, diamond beams and frames formed

by angle etching or isotropic etching, integrated diamond AFM tips, and diamond membranes

fabricated via the “smart-cut” method.

Heteroepitaxial growth A natural approach to address material scarcity is the heteroepitaxial

growth of diamond. This has historically been challenging due to significant lattice mismatch be-

tween single-crystal diamond and seed substrates, leading to grain boundaries and polycrystalline

diamond. Recent progress based on the ion bombardment-induced buried lateral growth (IBI-

BLG) method [92] shows the state-of-the-art growth effort on wafer-scale, single-crystal diamond

substrates. Although impressive, the lattice mismatch leads to large strain distribution across the

thickness of the substrates, which are normally hundreds of micrometers. The inevitable strain

presence could lead to excess growth defects and compromised emitter properties. Therefore, it

has to be eliminated or largely suppressed before the actual usage of quantum applications.

Plasma-etched diamond slabs The most straightforward material integration of diamond sub-

strates utilizes commercially available single-crystal diamond slabs. However, most laser-cut dia-

mond slabs’ thickness is beyond 30 µm. Membranes with such a thickness is compatible for some

bio-sensing applications [95], but not ideal for integration with distributed Bragg reflector (DBR)

mirrors or other on-chip devices. Therefore, an appropriate thinning process must be applied be-

fore material integration. Due to the extreme hardness and chemical inertness of single-crystal

diamond, inductively-coupled plasma reactive ion etching (ICP-RIE) becomes the only etching

option with a consistent etching rate while maintaining the surface morphology [96]. This method

offers a straightforward fabrication process and minimum requirements on nanofabrication facil-

ities and has thus been used for color center integration with micro-cavities [97] and fabrication

of two-dimensional photonic crystal with decent quality factors [98]. However, since the ICP-RIE
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etching removes the majority of the material (from ≈30 µm to ≈1 µm), any etching rate devia-

tion across the membrane would result in a considerable difference to the height profile of the

final diamond membrane. The relatively long etching sequence also posts strict requirements for

the control of the plasma chamber environment. The variation of the membrane thickness lim-

its the bonding uniformity, which is not ideal for photonic applications such as microcavities and

nanophotonic integration.

Angled etching of diamond An alternative method to integrate diamond with other on-chip de-

vices is generating freestanding diamond nanostructures. Although not designed for heterogeneous

integration, angled ICP etching via a Faraday cage or focused ion beam (FIB) milling [99] draws

lots of inspiration and has a profound impact on the diamond nanofabrication community. Angled

etching is a promising method for fabricating beams with strain control [63], waveguides, nanopho-

tonic crystals, and cavities [100], phononic crystals and cavities [101], and tapered fiber couplers

[102]. As an important figure of merit for diamond nanofabrication, the quality factors of nanopho-

tonic cavities can reach 3 × 104, which exceeds the threshold of generating strong cavity-emitter

coupling [103] and therefore has been used for some landmark demonstrations [62]. However, this

fabrication method is tailored for diamond photonics, and the final devices remain on diamond sub-

strates. Therefore, the possibility of integration with other on-chip structures from heterogeneous

materials remains limited. Moreover, this method is suitable for thin, one-dimensional geometries

[104] but is not applicable for wide, two-dimensional (2D) structures such as 2D photonic cavities

and waveguides. The Faraday cage and FIB methods also lack precise sidewall control, which

introduces additional optical loss to the system. Nonetheless, angled etching remains one of the

mainstream etching methods to create suspended diamond nanostructures.

Isotropically etched diamond frames The diamond angled etching process posts unique re-

quirements for nanofabrication facilities, such as Faraday cage-compatible ICP etching cham-

bers or angled FIB tools, which may not be applicable to many places. In 2017, an alternative
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method combining anisotropic etching with isotropic etching to fabricate diamond structures has

been demonstrated [105]. Compared with angled etching, this method does not rely on sophis-

ticated nanofabrication equipment and has shown reproducible results at various cleanroom fa-

cilities [101, 106, 107]. More importantly, this method is suitable for generating standalone di-

amond waveguides and frames, which can be transferred and bonded to heterogeneous material

platforms via Van der Waals forces [108, 109]. However, as this method heavily depends on the

isotropic etching to perform undercut, the structural profile on the back side of the device is weakly

controlled, which often introduces additional optical loss. The uneven backside also reduces the

quality factor, making it unsuitable for 2D photonic crystal fabrications. Furthermore, the Van der

Waals bonding is relatively weak, which reduces the device yield and limits the strain tuning range.

Future optimizations on device integration should be able to address this issue.

Integrated diamond AFM tips Sharp diamond pillars containing single or ensemble NV– cen-

ters are promising candidates for scanning probe magnetometry due to their high spatial resolution

and magnetic field sensitivity [110]. After over ten years of development, this proof-of-concept

demonstration has evolved into a fast-growing market with a few companies (Qnami, QZabre,

etc.), providing high-quality NV– AFM tips for scanning NV magnetometry with various targets.

This application is and will be one of the primary usage scenarios for NV-based quantum sens-

ing. However, due to its highly specialized focus, the diamond tips are unsuitable for large-scale

integration with other on-chip devices.

Diamond membrane via the “smart-cut” method “Smart-cut” is a common method in the

semiconducting industry with applications well beyond diamond substrates. Demonstrations of

silicon-on-insulator (SOI) wafer [111], silicon carbide-on-insulator [112], and lithium niobate

(LN) [113] unveils the strong potential of this universal method in integrating heterogeneous

materials at wafer scales. Although this method can generate large-scale thin film with precise

thickness, the implanted species (often H or He) introduce excess crystal damage that might be
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undesirable for quantum applications. Specifically, in one of the earliest demonstrations regarding

thin film diamond generation [114], a shifted and much broader Raman linewidth was observed

on the smart-cut diamond membranes. This crystal damage can be partially recovered by a sub-

sequent diamond overgrowth via the chemical vapor deposition (CVD) method [115]. By intro-

ducing external chemical elements (nitrogen, silicon, germanium, tin), these diamond membranes

are decent hosts for ensemble-level NV–, SiV–, GeV–, and SnV– centers [116, 117]. Although

the diamond membrane fabrication shares many commonalities with other “smart-cut "-based ma-

terial integrations, this quantum application-oriented method is unique in several aspects. First,

as a rare material with great scarcity, all demonstrations are based on millimeter-scale diamond

substrates with limited scalability. Second, ion bombardment of diamond generates a graphitic

layer (amorphous graphite) that cannot be separated naturally (like SOI) or be removed via pure

chemical etching (like thin film LN). Alternatively, as a conductive layer, the amorphous graphite

can be removed via a relatively time-consuming process called electrochemical (EC) etching in

water. Although this method provides clean undercut with smooth surfaces, this fabrication step

is relatively slow even with additional optimizations (high voltage, chemical solutions) [118, 119],

which remains the bottleneck of the diamond membrane generation. Third, ion-implanted diamond

membranes contain numerous crystal damages and defects that are not compatible with quantum

applications. Therefore, an additional homoepitaxial overgrowth step is necessary to recover the

crystal quality. Lastly, diamond is one of the hardest materials, thus pure mechanical polish post

membrane bonding is not a feasible option. Therefore, an ICP-RIE etching step has to be imple-

mented to remove the damaged layer and improve the surface morphology. Compared with other

diamond-based heterogeneous materials integration, the “smart-cut” method obtains the best scal-

ability with the most flexible user scenarios. Unfortunately, the previous demonstrations suffered

from limited material quality [115] and non-deterministic transfer method [120], posting needs for

in-depth investigations.

Starting from the next section, we will introduce our diamond membrane synthesis and integration
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methods based on the “smart-cut” technology. We will emphasize several key steps of our process

and explain our logic to improve the crystal quality and realize deterministic membrane transfer

and bonding.

2.2 Process overview

Figure 2.1: Schematics of the diamond fabrication process. (a) Formation of the diamond mem-
brane via the “smart-cut” method. (b) Diamond overgrowth with isotopic purification. (c) Color
centers incorporation via either ion implantation or in-situ doping. (d) Individual membrane pat-
terning and undercut using electrochemical etching. (e) Membrane transfer by patterned PDMS
stamps. (f) Membrane bonding with resist and damaged layer removal via plasma etching.

Integrating diamond membranes with pristine quality with heterogeneous materials involves

many nanofabrication steps, which can be categorized into several stages: original diamond mem-

brane formation, synthesis of pristine quality diamond membranes, generation of color centers,

patterning of transferable membranes, membrane undercut, stamp transfer, damaged layer removal,

and bonding to target carriers. Depending on the device’s purpose, the bonding step involves ei-

ther an additional bonding agent or surface functionalization via plasma. Figure 2.1 displays the
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process overview of the bonding agent-based method. The schematics of the plasma-activated

bonding will be introduced in the following sections.

2.3 Diamond membrane formation and overgrowth

2.3.1 Formation of the diamond membrane

The schematics of the diamond membrane formation via “smart-cut” is shown in Figure 2.2 (a).

The process starts with a heavy ion implantation. In this work, we use He+ as the primary dopant,

but other species such as Ne+ are also proved to be effective[121]. Crystal damage in diamond

membranes is believed to be associated with growth defect concentration during the subsequent

diamond CVD growth step. Therefore, we reduce the implantation energy (150 keV) with a slightly

lower dose (5× 1016 cm−2) compared with previous demonstrations [115] to minimize the crystal

damage. The simulated depth of the implanted He+ is ≈410 nm using the SRIM software [122].

The implanted diamond substrates have a dark finish, indicating a phase transition of the carbon

bonds from sp3 to sp2, often called the graphitization process. We note that the diamond remains

transparent, indicating that no graphitized layer is formed if the implantation dose is less than

2× 1016 cm−2.

One key step post He+ implantation is the diamond annealing. This step helps recover the crys-

tal quality of the diamond layer above the implantation depth. Although the recovered diamond

membrane has imperfect crystal quality to host color centers, it is sufficient for the homoepitaxial

diamond overgrowth. In principle, high-temperature annealing allows for the mobilization and sub-

sequent annihilation of implantation-induced crystal damage in the top diamond layer [78, 123]. In

our work, we employ a three-step annealing process: a 400 ◦C soak for 8 h, followed by a 800 ◦C

soak for 8 h and a finish of a 1200 ◦C anneal for 2 h, adopted from the fabrication process to gen-

erate SiV centers [124]. The annealing is performed in an argon forming gas environment (Ar:H2

of 96 : 4) to prevent interaction and surface damage from oxygen molecules. We notice in practice
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Figure 2.2: Diamond membrane formation. (a) Schematics of the original diamond membrane
formation via the “smart-cut” method. (b) AFM of the initial diamond substrate, showing an Rq

of ≤0.30 nm. (c) AFM of the diamond substrate post implantation and annealing, with an Rq of
0.27 nm. (d) Raman spectroscopy of the He+ implanted and annealed diamond substrates.

that the protection gas—argon forming gas—prevents the formation of the surface graphitization

layer (≈3 nm), which is in contrast with the traditional high vacuum annealing [125]. The lack

of surface graphitization eliminates the necessity of applying strong tri-acid cleaning (1 : 1 : 1

sulfuric acid, nitric acid, perchloric acid at ≈225 ◦C) and thus prevents the diamond membrane

from undercut and undesirable etching pits before the diamond overgrowth. We apply a mild sur-

face cleaning with only two acids (1 : 1 sulfuric acid and nitric acid at boiling temperature) to

prepare the surface for diamond growth. In contrast to the dark finish, the annealed substrates

have a distinct pink color with reflective surfaces, indicating an interference effect between the

top diamond layer and the graphitic layer underneath. In principle, this color varies depending on

the implantation depth (energy). Figure 2.3 (b) shows a micrograph of the diamond substrate post

annealing.

We apply atomic force microscopy (AFM) and Raman spectroscopy to quantitatively character-
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ize the surface and crystal quality of diamond membrane substrates. The results are shown in

Figure 2.2 (b-d). We note that the surface roughness remains less than 0.3 nm, indicating an

atomically smooth surface profile throughout the membrane formation process. Prior to anneal-

ing, only a weak diamond peak from the back substrate and low sp3 amorphous carbon features

are observed at ≈1500 cm−1 [126]. Post annealing, three peaks are observed. The ≈1595 cm−1

and ≈2268 cm−1 peaks are strongly correlated with high sp3 amorphous carbon composite [126],

while the ≈1325 cm−1 peak represents the partially recovered top membrane layer [114].

2.3.2 Diamond overgrowth via microwave plasma CVD

Due to the imperfect crystal quality of the original diamond membrane layer, we perform diamond

overgrowth to the membrane substrate after annealing. This overgrown layer serves as the host

for the coherent color centers. Similar to the previous method [115], the diamond overgrowth

is performed via microwave plasma chemical vapor deposition (MP-CVD). A photo of an active

plasma chamber is shown in Figure 2.3 (a).

Figure 2.3: Diamond membrane overgrowth via MPCVD. (a) A photo of a running MPCVD cham-
ber for diamond overgrowth. (b) The microscope image of an original diamond membrane (left)
and an overgrown diamond membrane (right).

Unlike bulk diamond, diamond membrane substrates have imperfect surface and crystal quality,

which could turn to excess growth defects if the growth recipe is not fully optimized. To min-
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imize the defects from propagating during growth and fully recover the crystal quality, we use

a slow growth recipe to ensure the 1D step growth regime [90, 91]. The limited methane con-

centration induces much lower growth rates (3 nmh−1 to 10 nmh−1) compared with previous

demonstrations(1 µmh−1 [127]). The maintained low growth rate also helps ensure a more ac-

curate depth-localization of dopant layers, i.e., δ-doping precision, which will be discussed in the

next section.

To further reduce the growth defect concentration, we apply di-acid cleaning (1 : 1 sulfuric acid and

nitric acid at boiling temperature) to diamond substrates right before loading them into the CVD

chamber. Inside the chamber, the target diamond substrate is placed on a grooved molybdenum

substrate to keep it flat with the rest of the plasma-exposed surface, allowing for a uniform growth

rate across the sample with minimized edge effects.

The chamber is first pumped down to a base pressure of 2× 10−8Torr to 5× 10−8Torr to reduce

background contamination. Thereafter, high purity H2 (99.999 999% chemical purity, generated

via hydrogen generator and purifier) is introduced into the chamber, with the gas flow rate kept

constant to maintain a process pressure of 25Torr. Throughout the CVD process, the microwave

power is maintained at 900W (11.5Wmm−2). The diamond substrate has to reach a certain tem-

perature range to allow for proper growth conditions. In this work, the substrate is heated to either

500 ◦C or 700 ◦C which translates to a pyrometer assessed plasma temperature of 540(10) ◦C or

740(10) ◦C. Prior to introducing the carbon precursor, the H2-only plasma conditions are main-

tained for 20min (500 ◦C) and 1 h (700 ◦C) to etch away residual surface carbonaceous contam-

inants. According to previous estimations [128], the approximate etching depth of diamond is

≤1 nm.

The diamond growth starts by introducing the methane into the chamber. In contrast with the

natural abundance carbon precursor, we use 12C-purified methane (99.999 99% chemical purity,

99.99 at.% isotopic purity 12CH4) in our process to grow isotopically purified diamond mem-

branes. Although carbon nuclear spins can be used as quantum registers via hyperfine interactions
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with nearby nitrogen vacancies [129, 130], the natural abundance of 13C forms a spin bath that lim-

its the spin coherence of the color centers. Therefore, a 12C-isotopic purification of the diamond

crystal could tremendously improve the electron spin coherence, which is crucial for quantum ap-

plications [131]. The injection of methane is verified in-situ via the increase of the pyrometer

temperature reading: 765(10) ◦C for the 700 ◦C set-point (580(10) ◦C for the 500 ◦C set-point).

We note that the nitrogen and carbon isotope concentrations in overgrown diamond membranes

are determined by the growth process instead of the seed substrate. Therefore, we choose more

budget-friendly optical grade single crystal diamonds as seed substrates for membrane synthesis.

2.4 Color center formation, membrane patterning and undercut

2.4.1 Color center formation

The work uses two methods to generate color centers in diamond membranes. We perform ion

implantation for some NV characterizations and all group IV centers work, and in-situ doping

during growth for many other NV-related studies. Recent demonstrations focus on the in-situ

doping of group IV centers that obtain uniform emitter properties [132]. That research could be

integrated with the diamond membrane platform for more exciting directions.

Ion implantation We use the Stopping and Range of Ions in Matter software (SRIM) [122] to

estimate the ion implantation depth and straggle. The incidence angle is set to 7◦ to avoid ion

channeling. For color center incorporations, we implant 14N+, 28Si+, 74Ge+ and 120Sn+ at a dose

of 2× 108 cm−2 into the membrane to achieve an individual-level color center density. Such a low

density level allows us to accurately characterize the optical and spin coherence and estimate the

conversion yield. Table 2.1 shows details about the implantation parameters and simulated depths

and straggles. All of the implantation steps are followed with the three-step 1200 ◦C anneal [124]

to form color centers.

We estimate a creation yield of color centers by counting the number of fluorescent centers in a
32



Species Energy [keV] Dose [cm−2] Target depth [nm] Straggle [nm]
4He+ 150 5× 1016 413 39
14N+ 48 2× 108 60 15
28Si+ 58 2× 108 40 11
74Ge+ 98 2× 108 40 10
120Sn+ 150 2× 108 42 8

Table 2.1: Implantation parameters and SRIM simulation results for diamond membrane formation
and color center generation.

certain area. For a 40 h-growth sample which obtains a overgrowth thickness of 350 nm to 400 nm,

we reach a conversion yield of 6.6(4)% for GeV–, which is higher than the previous reported value

[108]. The yield of SnV– is ≈1%, indicating a less effective activation, which could be further

improved by extending the annealing duration at 1200 ◦C or increasing the annealing temperature

[56].

In-situ doping and electron radiation In addition to the ion implantation, in-situ doping is one

of the most common methods for color center generation. Luckily, the diamond membrane fabri-

cation technique is also amendable to in-situ δ-doping of 15N [90]. δ-doping allows deterministic

incorporation of dopants (N, Ge, Si, etc.) at a specific depth during membrane overgrowth. The

incorporated species also provide a valuable distinction from the intrinsic, naturally abundant de-

fects (i.e., isotopically incorporating 15N during growth to be distinguished from the 14N), which

is beneficial for background growth impurity (14N) estimation. This δ-doping method can also be

utilized to generate group IV centers such as SiV– or GeV– via additional gas input, such as silane

or germane [93, 133].

In this work, we perform a proof-of-concept growth by generating a ≈2 nm-thick δ-doped layer

of 15N. This in-situ nitrogen doping is accomplished by introducing 15N2 gas (99.99% chemical

purity, 99.99 at.% isotopic purity) for 2min during the growth phase. The doped layer is covered

by a ≈36 nm-thick cap layer to protect the NV– coherence from surface noises. To convert doped

nitrogen into NV– centers, an electron radiation of 10× 1018 cm−2 at 2MeV is performed to form
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vacancies throughout the diamond crystal. This is followed by a 6 h vacancy mobilization anneal

at 850 ◦C in forming gas (96 : 4 of Ar:H2) to form the δ-doped 15NV– layer.

The concentrations of the overgrowth background [14N] and in-situ doped [15N] are determined

via a separate quantitative secondary ion mass spectroscopy (SIMS) characterization. The nitrogen

doping effectiveness 15N for a triple delta-doped overgrowth sample is shown in Figure 2.4. The

full-width-half-maximum (FWHM) of the Gaussian-fit curves is used as an approximation of the

δ-doping layer thickness, whereas the amplitude is used as an approximation of the atomic density

(cm−3) within that layer. The SIMS detection limit of [14N] places an upper bound on the back-

ground nitrogen contamination 4.5(2)× 1015 cm−3 (≤26(1) ppb). For the 15N2 flow rate used in

our case, we obtain a [15N] of 5.1(10) × 1015 cm−3 (30.8(57) ppb) with a quoted 15N detection

limit of 1× 1015 cm−3 (5.7 ppb).

Figure 2.4: Nitrogen doping effectiveness 15N for a triple δ-doped overgrowth sample. Fitting of
the Gaussians is used to quantify the nitrogen density. The FWHM is used as an approximation
of the delta-doping layer thickness, whereas the amplitude is used as an approximation of the
atomic density (cm−3) within that layer. The detection limit is shown in the graph. We also
note a significant amount of nitrogen at the substrate/overgrowth and surface interfaces with ratios
consistent with the natural abundance of 15N in atmospheric nitrogen (measured via peak area
ratio).
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2.4.2 Membrane patterning

Diamond membrane substrates are patterned into many smaller membranes (200 µm by 200 µm in

size) before the undercut. This patterning step ensures short processing time per membrane and

accelerates the optimization of the nanofabrication processes. The size of individual membranes is

also sufficient for many cases, including color center characterizations, nanophotonic fabrications,

and some quantum applications. We note that the size is not fundamentally limited, and membranes

with various shapes and sizes (even the same size as the seed substrate [118]) can be generated via

the same method.

Figure 2.5: Individual membrane patterning. (a) Microscope image of a patterned diamond mem-
brane. The graphitic layer at the area between membranes is etched through and thus transparent.
(b) SEM image of a diamond sidewall post ICP etching. The amorphous graphitic layer is sand-
wiched between the crystal-like diamond membranes and substrates.

Individual membrane patterns are defined via photolithography. Before applying the photoresist,

the membranes are deposited with alumina (Al2O3) via atomic layer deposition (ALD), which

serves as the hard mask for diamond etching. To reduce the edge bead of the photoresist, we

mount four sapphire substrates with a thickness comparable to that of the diamond to compensate

for the height variation during resist spinning. After exposure and development steps, the pattern

is transferred to the hard mask via Al2O3 etching in a chlorine-based ICP RIE chamber. Individual

membranes are then patterned by applying O2 plasma in the same chamber. The etching depth is

deeper than the He+ implantation depth to ensure that the graphitic layer underneath the membranes

is exposed. The Al2O3 layer is then removed via acid cleaning, which also thoroughly cleans the
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substrate, preparing for the electrochemical (EC) etching. The microscope image of the patterned

membranes is shown in Figure 2.5 (a). Figure 2.5 (b) shows the scanning electron microscopy

(SEM) image of the sidewall post ICP etching, with clear boundaries between the top diamond

membrane, the graphitic layer, and the bottom diamond substrate.

2.4.3 Electrochemical etching

The central idea of the “smart-cut” method is to generate a uniform underneath layer with different

material properties (mechanical/chemical, etc.) using ion implantation, which has been known to

generate most vacancies at the end of the implantation trajectory. This underneath layer enables

the detachment of the top layer from the substrate for subsequent material integration. In the

context of diamond, the heavy He+ implantation induces a phase transition of the carbon bonds

from sp3 to sp2 (amorphous graphite), and this graphitic layer can be selectively removed via tri-

acid cleaning or electrochemical (EC) etching. Compared with acid cleaning, EC etching offers an

efficient undercut with better etching profile control, as the etching takes place at the region near

the cathode.

Figure 2.6: Electrochemical etching of a half- (almost) undercut membrane (dashed orange square)
at the EC etching step. Both microscope images are taken when the membrane is in DI water. The
left (right) electrode in (a) represents the palladium (tungsten) tip used as an anode and a cathode,
respectively. The red arrow in (b) points to the membrane tether. The opaque graphitic layer
exhibits interference colors (green), while the undercut region is almost transparent. The plate on
the upper right indicates a leftover tether where the membrane has been picked up.

The mechanism of the EC etching has been thoroughly studied in previous literature [134, 135].
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Most studies chose noble metals such as gold or platinum for the anode to avoid tip oxidation and

deterioration. We utilize palladium for anodes due to its commercial availability. Tungsten tips

are used as cathodes throughout the study. Typical microscope images of an ongoing EC etching

are shown in Figure 2.6 (a)-(b). There are a few possible chemical reactions to describe the EC

etching process [119]. Some chemical reactions are described as follows:

C(s) + 2 H2O(aq) −−→ CO2(g) + 4 H+
(aq) + 4 e–

C(s) + H2O(aq) −−→ CO(g) + 2 H+
(aq) + 2 e–

C(s) + 4 H+
(aq) + 4 e– −−→ CH4(g)

H2O(aq) −−→ HO•(aq) + e– + H+

Here, the “s”, “aq”, and “g” letters refer to solid (amorphous graphite), aqueous (liquid), and

gaseous instances. As shown in the chemical equation, the EC etching generates gas, which has

been observed as “bubbles” generated in water. The presence of air bubbles would typically block

the view of the diamond membranes and raise the difficulty of estimating the etching progress. To

circumvent this, we use freshly prepared de-ionized (DI) water for EC etching. Fresh DI water

tends to have low carbon dioxide concentration, which can be utilized to absorb the EC etching-

induced CO2.

Unlike previous studies utilizing wet membrane transfer post EC etching [120], we apply dry

etching to improve the transfer yield and precision, which will be discussed in the next section. To

prevent membranes from total detachment during the EC etching, we always leave a tether on each

membrane untouched to secure them in place when transferring the diamond substrate out of the

water, as shown in Figure 2.6 (b).

2.5 Membrane transfer via bonding agents

Strong, high-yield material integration enables numerous post-fabrication possibilities and is thus

crucial for a heterogeneous material platform. There are three main approaches to integrating

thin films with carrier substrates. Small footprint material layers and devices, including two-
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dimensional transition metal dichalcogenides (TMD), graphene, hexagonal boron nitride (hBN),

and nanophotonic waveguides or cavities [108, 136, 137], benefit from Van der Waals forces be-

tween layers for heterostructure fabrications. However, the Van der Waals forces-based method

is incompatible with devices with larger geometries, significant thicknesses, or built-in strain.

Therefore, various bonding agents (photoresists, epoxy, fused oxides, etc.) are applied to gen-

erate stronger bonds between layers [95, 120, 138]. The third method, often called direct bonding

or plasma-activated bonding, generates chemical bonds (in most cases, covalent bonds) at the

bonding interface to enhance the bonding quality [139]. This method often requires pristine sur-

face morphology at the bonding interface, which is challenging for nanostructures. Therefore,

most demonstrations are focused on featureless plane film integration. With more than hundreds

of micrometers in lateral sizes, the diamond membranes are not suitable for Van der Waals het-

erostructure fabrication but ideal for other bonding methods. The bonding agent-based transfer is

discussed in this section, while the plasma-activated bonding will be described in the next section.

2.5.1 Diamond membrane pick-up and flipping

PDMS/PC method As discussed in the previous section, dry transfer could significantly improve

the process yield and precision. Inspired by standard TMD materials integration [136], we develop

a method based on polydimethylsiloxane (PDMS) - polycarbonate (PC) stacks. The stacks are

mounted on a micropositioner which enables angle and position precision of 0.001◦ and 5 µm,

respectively. The PDMS is formed via a standard curing process, which involves mixing Sylgard

184 PDMS base and its curing agent, vacuum pumping, and subsequent baking, all taking place

in a shallow Petri dish. Individual stamps are cut from the cured PDMS and placed on glass

microscope slides. PC films are prepared from a PC solution (Sigma Aldrich Poly(Bisphenol A

carbonate), 7% solution in chloroform) and a pair of glass slides, which are then cut into small

pieces and placed on PDMS stamps. The prepared PDMS/PC stacks are then mounted onto a

computer-aided micropositioner (Signatone CAP - 946). As for the membrane pick-up process,

38



we slowly bring the stamp down and allow it to fully adhere to the target membrane. With a quick

movement of the now-adhered stamp, we break the membrane from the tether. Then, we flip the

membrane by replacing the substrate on the chuck with a second PDMS stamp on a glass slide

(no PC film). The detached membrane can be deterministically transferred to this second stamp by

slowly bringing the PDMS/PC stamp into contact with the “stickier" PDMS-only stamp and lifting

the PDMS/PC stamp afterward. The schematic of this transfer process is shown in 2.7 (a), and the

microscope images are shown in Figure 2.7 (b)-(c).

Figure 2.7: Diamond membrane transfer via the PDMS/PC method. (a) Schematics of the general
membrane transfer process. The diamond is flipped during the process to remove the original
membrane afterward. (b) The PDMS/PC stamp approaches the diamond membrane. The PC film
(red dashed rectangle) is under a PDMS stamp, spanning beyond this image. The target membrane
(orange dashed square) is linked to the diamond substrate via a small tether (see 2.6 (b)). (c) The
membrane is transferred to a second, PDMS-only stamp (red dashed rectangle). (d) The membrane
is attached to a resist-coated trench on a thermal oxide wafer. Contaminations under the membrane
can be avoided by a cleaner PDMS/PC stamp preparation.

Patterned PDMS method The considerable size of membranes (over hundreds of micrometers)

enables an alternative method for the pick-up and flipping processes. Instead of playing with the

adhesion difference between PDMS and PC films, we can generate templated PDMS stamps with

different footprints to ensure a deterministic transfer [137]. We start by depositing and patterning a
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thick photoresist layer (SU-8 3050,≈55 µm thick after baking) on a 4-inch silicon wafer. Then, we

pour the mixed PDMS base and the curing agent on the patterned and baked silicon wafer, followed

by the same PDMS-making process. The pattern is thus transferred from the SU-8 to each PDMS

stamp. We can generate over 200 PDMS stamps with two different patterns in a single batch. The

PDMS1-stamp consists of four little square-shaped contacting fingers with 70 µm spacing in order

to break the diamond tether and pick up the membrane. The PDMS2-stamp contains a single large

square with 300 µm length to flip and place the membrane. The schematic of the transfer process

is shown in Figure 2.8 (a), with microscope images of the two stamps shown in Figure 2.8 (b)-(c).

Figure 2.8: Diamond membrane transfer via patterned PDMS stamps. (a) Schematics of the mem-
brane transfer with PDMS1-stamp and PDMS2-stamp. PDMS1-stamp is used to break the dia-
mond tether and pick up the membrane, whereas PDMS2-stamp is used for flipping the diamond
membrane from PDMS1-stamp and subsequent placement. (b-d) Microscope images of (b) align-
ment and pick-up of the diamond membrane using PDMS1-stamp, (c) the membrane flipping using
PDMS2-stamp, (d) membrane placement onto a patterned carrier wafer coated with resist.

Compared with the PDMS/PC method, patterned PDMS stamps offer a few advantages. First,

The shape and, thus, the contact region are defined lithographically instead of manually, which

significantly improves the yield and accelerates the transfer process. Second, patterned PDMS

stamps obtain limited contact areas. The prominence of the adhesion region, which is 50 µm
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taller than the rest of the stamp, ensures only the targeted membrane is contacted. This feature

applies to both the diamond membrane substrate and the final target wafer, which prevents the

“by-caught” issue induced by the PDMS/PC method (pick up undesired membranes or break half-

etched membranes). Third, by only contacting the target membrane, this method enables multiple

membrane transfers following EC etching, which, in the future, can be automated into a single step

for picking up all membranes on the entire diamond substrate.

2.5.2 Membrane bonding with electron beam resist

Following the membrane pick-up and flipping, the next step is bonding diamond membranes with

carrier wafers. In a previous study [120], polymethyl methacrylate (PMMA) was used as the

bonding agent. Despite excellent adhesion, which assists bonding, PMMA is not chemically inert,

preventing the bonded structure from being used for subsequent nanofabrication processes. Here,

we use another electron beam resist, hydrogen silsesquioxane (HSQ), as the bonding agent, which

forms strong bonds post baking [98]. To ensure deterministic membrane placement, we prepare the

carrier wafer with a freshly spin-coated HSQ layer (14% or 14% HSQ in methyl isobutyl ketone

(MIBK) solution, DisChem Inc.) right before bonding. The schematics and microscope images

for both PDMS/PC and patterned PDMS methods are detailed in Figure 2.7 (a), 2.7 (d), 2.8 (a) and

2.8 (d). We note that the bonding process is compatible with pre-patterned substrates. Therefore,

some carrier wafers are patterned and etched to create suspended regions on diamond membranes.

The suspension can effectively reduce the optical background from HSQ and enable double-sided

surface termination via wet-chemical or dry processes using acid cleaning and oxygen annealing.

To improve the bonding quality, the carrying wafer is annealed at 600 ◦C for 8 h in argon environ-

ment post membrane transfer. The HSQ layer fully collapses during annealing, forming a nearly

strain-free layer. The thickness of the HSQ can be tuned via the concentration of the HSQ solvents

or resist spinning parameters. If the diamond membrane is partially suspended, the fluorescence

background of the suspended region can be further reduced by introducing an additional vapor HF
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treatment (Memsstar ORBIS ALPHA) to remove the HSQ in the trench. Finally, in order to etch

the original damaged underlayer (the etched side of the membrane), improve surface morphology,

and tune the final thickness, we apply a three-step ICP-RIE process to the mounted membrane. The

ICP parameters are detailed in Table 2.2 [124]. We start with the “Ar/Cl2" recipe (2min to 5min,

depending on the target thickness) to improve the surface morphology. Then we use the “O2/Cl2"

recipe (30 s to 90 s) to remove most of the chlorine-based compounds from the diamond surface.

Finally, we apply a 30 s “O2" etch to further remove the residual chlorine compounds and correctly

terminate the surface while preventing the formation of micromasks [96]. To avoid chemical con-

tamination, etching steps are separated by multiple pump-purge cycles. The microscope image of

a bonded membrane on a pre-patterned fused silica substrate is shown in Figure 2.9.

Recipe name Ar/Cl2 O2/Cl2 O2 Al2O3 etching
ICP power [W] 400 700 700 400
Bias power [W] 250 100 100 50

Pressure [mTorr] 8 10 10 5
Cl2 flow [sccm] 40 2 0 0
Ar flow [sccm] 25 0 0 10

BCl3 flow [sccm] 0 0 0 30
O2 flow [sccm] 0 30 30 0

Etching rate [nmmin−1] ≈73 ≈177 ≈175 ≈63 (Al2O3)

Table 2.2: Cl-based ICP etching recipe for diamond. The last recipe, Al2O3 etching, is used for
hard mask (ALD Al2O3) removal during the membrane patterning.

2.6 Direct bonding of diamond membrane

2.6.1 Direct bonding process overview

Direct wafer bonding is a mainstream method for integrating heterogeneous materials that are

difficult to grow in heteroepitaxially. Since developed, this method has been widely utilized in

silicon-based semiconductor industry and has been used to produce silicon-on-insulator (SOI)

wafers [140], III-V-on-Si devices [141, 142], nitride materials [143], lithium niobate-on-insulator
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Figure 2.9: Microscope images of a transferred and back etched membrane on a fused silica wafer.

(LNOI) [144] and more. Compared with the fused oxide method [138], direct bonding features

low-temperature operation with much more flexible material choices beyond oxides. Specifically,

the direct bonding of diamond with various materials has been explored, mostly via wet surface

functionalization [145, 146]. However, diamond membranes have huge aspect ratios and must be

handled via carrier wafers to prevent bending and folding. This handling requirement precludes

wet chemical processes (mainly acids) for surface functionalization. Alternatively, we utilize the

all-dry plasma-activated bonding method to bond membranes. The overall schematics of the pro-

cess are shown in Figure 2.10 (a)-(c), with the microscope images of the final bonded membranes

shown in 2.10 (d). The membranes used for direct bonding share the same diamond membrane

substrates for HSQ-based bonding purposes and thus obtain the same surface and material proper-

ties.

Membrane transfer to intermediate wafer Due to strictly better yield and performance, we

use the patterned PDMS method for all membrane transfers in this section. However, instead

of directly transferring the membrane to the HSQ-coated target wafer, now we transfer it to a

photoresist-coated carrier substrate called “intermediate wafer”. The added intermediate wafer
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Figure 2.10: Overview of the membrane direct bonding. (a) Diamond membrane transfer to
the intermediate wafer. From top to down: membrane pick-up from the diamond substrate us-
ing PDMS1-stamp, membrane flipping with PDMS2-stamp, membrane placement to a photore-
sist or electron beam resist covered intermediate wafer. (b) Diamond back etching and down-
stream oxygen plasma treatment. Inset: the detailed layer stack of the ICP-etched intermediate
wafer. (c) Plasma-activated membrane bonding. Left to right: membrane alignment and bond-
ing, temperature-controlled intermediate wafer detachment, and post-bonding annealing. (d) Mi-
croscope images of 155 nm-thick diamond membranes bonded to a thermal oxide substrate with
markers (left) and a fused silica substrate with a 5 µm-deep trench etched before bonding (right).

offers a unique chance to remove the damaged layer before the final membrane bonding, which

can also be applied to HSQ-based membrane transfer. The added flipping also results in a growth-

side-up device, which eliminates growth-side morphology constraints for bonding and enables

precise depth control for near-surface and δ-doped color centers. The schematic similar to Figure

2.8 (a) is shown in Figure 2.11 (a), with microscope images shown in Figure 2.11 (b)-(d). We

note that the intermediate wafer is pre-patterned with a large central square to limit the bonding

footprint and compensate for the residual approaching angle. Although intermediate wafers in

this work are fabricated from fused silica substrates, in principle, any transparent substrates that
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allow optical wafer alignment could serve as the intermediate wafer. The photoresists used to

transfer membranes from PDMS2-stamps to intermediate wafers are AZ1505 and PMMA. They

have different thermal and chemical properties, which will be discussed later in the section.

Figure 2.11: Deterministic diamond membrane transfer for direct bonding. (a) Schematics of the
membrane transfer with PDMS1-stamp and PDMS2-stamp. (b-d) Microscope images of (b) align-
ment and pick-up of the diamond membrane using PDMS1-stamp, (c) membrane flipping using
PDMS2-stamp, and (d) membrane placement onto the intermediate wafer coated with photoresist.

Prior to the surface functionalization, we first remove the underlying diamond layer that was dam-

aged by the He+ implantation. Unlike isotropically-etched diamond frames [108] or ICP-etched

diamond slabs [96], smart-cut diamond membranes naturally contain out-of-plane strain originat-

ing from the lattice mismatch between the damaged layer generated from He+ implantation and

the subsequent overgrowth layer. This strain brings a curvature to freestanding membranes due

to their high geometry aspect ratio (usually beyond 500) and has been observed in previous works

[120]. The strain magnitude can be estimated by observing Raman features from both the damaged

layer and the overgrowth layer (100 nm-thick here), as shown in Figure 2.12 (a). The experimental

data is displayed as individual points, which can be fit by two Lorentzian curves. The original

membrane (He+ damaged layer) is indicated as the dashed blue curve with a center wave number
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of 1326 cm−1, while the overgrowth layer obtains a center wave number of 1332 cm−1, labeled as

the dashed orange curve. Differences in wave number indicate a ≈0.5% lattice mismatch. In Fig-

ure 2.12 (b), a test membrane partially attached to a PDMS2-stamp is shown, with the upper and

lower parts floated, as pointed by the red arrow. From the interference pattern, we can observe the

extension of the original layer and the compression of the overgrowth layer, leading the membrane

to be curved up.

Figure 2.12: The out-of-plane strain in smart-cut diamond membranes. (a) Raman spectroscopy
of a transferred membrane prior to the ICP etching. The raw data (black dots) can be qualitatively
fitted by two separate peaks, the damaged (dashed blue line) and the overgrown (dashed orange
line) layers. (b) A microscope image of a curved membrane on a PDMS2-stamp. The interference
pattern is pointed out by the red arrow, which originates from the air gap between a curved mem-
brane and a flat PDMS surface.

In addition, the removal of the damaged layer improves the overall crystallographic quality and

fully decouples the final membranes—isotopically purified with controlled doping—from the low-

cost type-IIa diamond substrate, which reduces a considerable fluorescence background from the

damaged layer and improves the signal to noise ratio for most optical measurements. This step also

defines the final membrane thickness. The actual thinning is performed via multi-cycle ICP-RIE, a

similar process for etching HSQ-bonded membranes but with etching duration limited to 15 s per

cycle to prevent the resist from overheating, crosslinking, or softening.
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Surface plasma activation Unlike ICP-RIE plasma etching which is dominantly used for sub-

strate etching with no sign of surface functionalization, surface activation utilizes downstream

plasma ashing that has negligible etching rates due to the remote plasma generation mechanism.

There are multiple gas options for surface plasma activation, including N2, Ar, and O2 [147–

149]. We choose O2-based plasma due to their better performance on diamond and other materials

[150, 151]. Both diamond membranes and target substrates receive plasma treatments at room

temperature to prevent degradation from elevated temperatures and enhance the bonding quality.

Temperature dependence on plasma treatment effectiveness can be quantitatively measured via

contact angle measurements, which will be discussed in the following subsection.

In this work, we investigate two recipes of downstream plasma ashing for surface activation. One

recipe is the standard O2 descum (gas flow 100 sccm, RF power 200W for 25 s) which is usually

used for photoresist clean-up post developing. The second recipe is a customized high-power

ashing (gas flow 200 sccm, RF power 600W for 150 s) to enhance the plasma effectiveness, with

doubled or tripled process duration for some inert materials (sapphire, lithium niobate, Yttrium

iron garnet, etc.). Although surface activation of only one bonding interface is viable, we prefer to

prepare both interfaces for most device preparations. Diamond membranes are usually treated with

the O2 descum to minimize the contamination from the chamber, while carrier substrates receive

the high power process to improve the plasma effectiveness (hydrophilicity). Detailed analysis of

plasma treatments on surface morphology, hydrophilicity, and chemical elements are discussed in

the following subsection. We note that plasma treatments also affect the optical background and

the charge stability of the color centers hosted in the diamond membranes. They will be further

discussed in Chapter 5.

Bonding process of diamond membranes In contrast to the diamond membrane transfer based

on the adhesion difference between PDMS stamps and HSQ-coated substrates, the direct bonding

involves two substrates—intermediate and target wafers—with limited adhesion flexibility. Al-

ternatively, we realize the bonding process by utilizing the material properties of photoresists at
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different temperature stages. Specifically, we spin-coat intermediate wafers with a thin layer of

positive resists, which obtains much-reduced viscosity after reaching the softening temperature.

The softening process grants a smooth detachment in heated environments after the membrane

bonding. Two types of resists are used in this work. The photoresist is AZ1505 (Microchemicals

GmbH) with 500 nm thickness which obtains a softening temperature (glass transition temperature

Tg) between 100 ◦C and 110 ◦C. The other is the 950 K PMMA A4 (Microchemicals GmbH)

which has a Tg between 95 ◦C to 106 ◦C. The resists are interchangeable for most bonding scenar-

ios, but removing AZ 1505 after the bonding process requires acid cleaning, which is incompatible

with some specific substrates and devices.

With both the intermediate wafer carrying ICP-etched diamond membrane and the target wafer

treated with plasma, we continue and perform the bonding process. The schematics are shown in

Figure 2.13 (a). First, we mount the patterned intermediate wafer onto a micropositioner-controlled

glass slide via a flat, chip-size PDMS stamp. We secure the target substrate to a temperature-

controlled stage. Due to the configuration of the micropositioner, only one tilting angle can be

set to 0◦. Therefore, the overall approaching angle is a small (≤2◦) but weakly defined value.

Future utilization of dedicated wafer-bonding equipment will significantly improve the precision,

tolerance, and device yield of all transfer steps. Leveraging optical access through the transparent

intermediate wafer for alignment using a bright-field camera, we move the membrane to the target

location and bring it close to the substrate. The alignment precision is 30 µm, and the in-plane angle

precision is 0.1◦, both limited by the micropositioner tilt angle mentioned above. Post alignment,

we slowly bring down the intermediate wafer until part of the membrane is in contact with the

target substrate, indicated by the appearance of an interference pattern as exemplified in Figure

2.13 (b). We then step-wise increase the temperature beyond the Tg (75 ◦C, 95 ◦C, and 125 ◦C for

AZ 1505, 90 ◦C, 130 ◦C, and 170 ◦C for PMMA), allowing the resist to reach thermal equilibrium

at each stage to enable a smooth resist re-flow. We note that abrupt temperature changes can cause

undesirable resist re-flow across regions and impact the bonding quality. Once the temperature
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reaches the highest stage, the resist layer thoroughly softens, and the intermediate wafer tends

to shift translationally to release the stress, as shown in Figure 2.13 (c). Next, the intermediate

wafer is slowly moved away from the membrane and lifted via the motorized stage, leaving the

membrane on the target substrate covered by some residual resist, as shown in Figure 2.13 (d).

Finally, the bonded heterostructure is left to cool down till room temperature, preparing for the

subsequent annealing to enhance the bonding strength. Stripping the resist before annealing could

potentially cause the membrane to detach due to the poor bonding quality at this point.

Figure 2.13: Plasma-activated membrane bonding. (a) Schematics of the direct bonding process.
(b)-(e) Microscope images of (b) membrane alignment and initial contact. The interference pattern
is induced by a non-zero approaching angle. (c) The membrane is bonded to the target wafer with
resist re-flow at or above glass transition temperatures. (d) The bonded membrane with residual
resist after lifting the intermediate wafer. (e) The membrane post baking and (optional) resist
removal. Here, the AZ 1505 photoresist was applied, which requires a di-acid clean, but the
PMMA-based bonded membrane requires no further cleaning post annealing.

Post bonding treatments The quality of the plasma-activated bonding highly depends on the

formation of the covalent bonds, which can be greatly strengthened by additional annealing. The

annealing can also remove the OH bonds inside the bonded interface if present [150, 151]. Here

We anneal the heterostructure at 550 ◦C for 8 h to 14 h under argon forming gas environment

(96% of Ar, 4% of H2 at atmosphere) to minimize undesired oxidation. We note that the bonding
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strength when annealed at 450 ◦C is insufficient, showing membrane detachment from the carrier

substrate during the acid cleaning. This phenomenon might be explained by a less inert diamond

surface to oxygen when the temperature exceeds 450 ◦C, which is approximately the temperature

for standard diamond oxygen termination [78].

For the case of PMMA-based bonding, this annealing also removes the residual resist and leaves

a clean direct-bonded membrane as the final product [152], which is gentle and compatible with

acid-sensitive substrates. Microscope images of diamond membranes bonded to thermal oxide

and fused silica wafers are shown in Figure 2.10 (d), revealing a high alignment accuracy and

the compatibility of bonding membranes to structured materials. A regular bonded device using

AZ1505 is shown in Figure 2.13 (e). The overall process yield stands above 95%, limited by

inconsistent plasma ashing chamber conditions and the poorly controlled approach angle of the

transfer station, which can be readily improved by transitioning to process-specific tooling.

The compatibility of post-nanofabrication is an important aspect of the bonded structures. We

observe that our bonded membranes are compatible with isopropyl alcohol, acetone, potassium, or

tetramethylammonium hydroxide (TMAH) based developers (such as AZ 300 MIF or AZ 400K),

heated (80 ◦C) N-Methyl-2-pyrrolidone (NMP), and room temperature NanoStrip. However, the

tri-acid cleaning (1:1:1 H2SO4:HNO3:HClO4 at refluxing temperature), hot (≥80 ◦C) Piranha (3:1

H2SO4:H2O2), and hot NanoStrip may damage the bonds and loosen the membranes from the

target wafer. Future process development is needed to be compatible with these strong chemicals.

2.6.2 Plasma treatment analysis

Contact angle The effectiveness of the plasma surface activation can be characterized by track-

ing the change in surface hydrophilicity of the bonding interfaces via contact angle measurements

[153, 154] on diamond and target wafer surfaces (Kruss DSA100A dropped shape analyzer). We

use single crystal diamond substrates (3mm by 3mm) in this experiment due to the limited resolu-

tion of the water drops and the camera. To be consistent with the footprint of measured substrates,
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the dispense rate is set to 2.67 µL s−1, which translates to a typical droplet size between 4 µL to

5 µL. Figure 2.14 (a)-(b) show the contact angle analysis of diamond and thermal oxide substrates

before and after high-power plasma ashing. For the diamond surface, the contact angle reduces

from 52.4◦±0.7◦ to 6.1◦. Similarly, the thermal oxide shows a reduction of contact angle from

101.15◦±0.05◦ to 8.2◦, indicating a considerable increase of hydrophilicity and thus better plasma-

activated bonding quality [155]. In contrast, there is no noticeable change in the contact angle post

ICP-RIE etching, demonstrating fundamental differences in surface preparation between the two

methods.

Figure 2.14: Surface hydrophilicity characterization via contact angle measurements. (a)-(b) Con-
tact angles of native (top) and high-power plasma-treated (bottom) diamond and thermal oxide
substrates. (c) Aging of hydrophilicity on various substrates. (d) The hydrophilicity of diamond
surface with (blue) or without (orange) 30 s baking on a 90 ◦C hotplate.

We characterize the aging of the plasma treatment by tracking the contact angle of various sub-

strates over time. The substrate list includes diamond, fused silica, thermal oxide, sapphire, and
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lithium niobate on insulator (LNOI). The degradation of hydrophilicity shown in Figure 2.14 (c)

indicates the need for a timely bonding process. In addition, we tested the temperature dependence

of the hydrophilicity by baking the plasma-treated diamond sample on a 90 ◦C hotplate for 30 s

before the contact angle measurements. Contact angles in Figure 2.14 (d) show a hydrophilicity

decay, possibly due to the loss of surface-absorbed water molecules. Guided by this observation,

all plasma treatments are performed at room temperature.

X-ray photoelectron spectroscopy (XPS) XPS is another method to quantitatively characterize

the plasma treatment by detecting the near-surface chemical bonds. First, we note that the plasma

treatment results in a reduction of surface amorphous carbon sp2 bonds as quantified by the more

reliable D-parameter extrapolation of the C KLL line [156, 157]. Furthermore, the decrease from

the raw C 1s quantification (likely an increase of ether-like terminations [78]) and an increase of

surface available sapphire-O bonds indicate an effective surface preparation and oxygen termina-

tion to both surfaces, as shown in Figure 2.15. Similar behavior is confirmed on all other target

bonding materials with observed contact angles below 20◦ post treatments.

Figure 2.15: The contact angle and XPS of diamond and sapphire pre- and post-high-power plasma
treatments. An increase in hydrophilicity is observed via the decrease in the contact angle. The
effect of oxygen termination is observed through the reduction of the carbon sp2 as obtained from
C KLL extrapolation of the sp2/sp3 ratio and the enhancement of the sapphire-O signals as obtained
from the O 1s peak quantification.
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Surface morphology of carrier wafers Another critical factor for successful bonding is the sur-

face morphology on both the diamond membrane and the carrier wafer. Ideally, both surfaces

would obtain a roughness of less than 1 nm. In this paragraph, we focus on the impact of down-

stream plasma asher recipes on carrier wafers. The diamond membrane side will be discussed in

the next section. The surface morphology is investigated via AFM. Both small (200 nm by 200 nm)

and large (10 µm by 10 µm) scale scans are applied to capture features of various sizes. Here, two

widely used carrier substrates are analyzed: fused silica and thermal oxide silicon. Values of sur-

face roughnessRq are shown in Table 2.3. Both wafers exhibit sub-nmRq out of the box, and their

surface morphology is maintained after the ashing step with no correlation to power or duration

settings. Therefore, we conclude that our plasma recipe has no significant effect on the surface

morphology of these carrier wafers.

Carrier wafer type AFM area No plasma O2 descum Custom O2 plasma
Fused silica 200 nm x 200 nm 0.324 nm 0.281 nm 0.366 nm

10 µm x 10 µm 0.685 nm 0.581 nm 0.528 nm
Thermal oxide 200 nm x 200 nm 0.257 nm 0.290 nm 0.352 nm

10 µm x 10 µm 0.270 nm 0.427 nm 0.293 nm

Table 2.3: Surface roughness Rq of fused silica and thermal oxide wafers under various plasma
recipes.

2.6.3 Bonded interface analysis

The quality of the bonded diamond can be directly studied using high-resolution transmission elec-

tron microscopy (HRTEM), which obtains an atomic-level understanding of the bonding interface.

Figure 2.16 (a) shows a cross-sectional image of a 10± 0.3 nm-thick diamond membrane bonded

to a C-axis (0001) sapphire substrate. The diamond membrane is ICP-thinned from ≈309 nm post

bonding. The thinness and uniformity shown in the figure reflect the high level of process control

and allow the single field-of-view characterization of both diamond membrane interfaces. The

image reveals several critical features. First, the membrane exhibits uniform crystallinity and mor-

phology throughout its thickness. Second, we observe a sharp, sub-0.5 nm interface between the
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crystalline diamond and sapphire. Third, there is a repeating atomic arrangement throughout the

interface profile, strongly indicating a covalently crosslinked interface [158–161].

Figure 2.16: HRTEM of the bonded diamond interface. (a) HRTEM image of a 10 nm-thick mem-
brane bonded to a c-plane sapphire substrate. The 2 nm intermediate layer on top of the diamond
comes from the lack of surface control before gold deposition, which is designed to protect the
diamond membrane from being damaged by the Ga ion beam used for specimen preparation. (b)
Top: the zoomed-in HRTEM image of the diamond-sapphire bonding interface, the red dashed
rectangle region in (a), showing a sub-0.5 nm thickness of the bonding intersection. Bottom: EDS
elemental analysis across the bonding interface.

An alternative method to characterize the bonding interface is the Energy Dispersive X-ray Spec-

troscopy (EDS) analysis, which detects various elements associated with the intersection. In our

case, we focus on C, Al, and O. The scanning transmission electron microscope (STEM) image

and the STEM-EDS mapping are shown in Figure 2.17, with the summary figure shown in Figure

2.16 (b). The analysis places an upper limit on the bonding interface to be less than 2 nm. We note

that the EDS analysis artificially broadens the interface due to the slight angular mismatch between

the electron beam depth projection and the actual physical interface.
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Figure 2.17: Additional atomic scale analysis of the bonded membrane. (a) HAADF-STEM of the
diamond-sapphire heterostructure. (b)-(d) STEM-EDS elemental analysis of the diamond-sapphire
heterostructure. The intensity plots of carbon, oxygen, and aluminum elements at the cross-section
are shown in (a), (b), and (c), respectively.

2.7 Material characterization

2.7.1 Isotopically-purified overgrowth

The isotope engineering of diamond is realized by managing the ratio of methane gases with dif-

ferent carbon isotopes (12CH4 and 13CH4) during the growth process. The concentration of the

13C nuclear spin bath in diamond can have multiple implications for quantum technology studies.

Firstly, the nuclear spin bath induces spin-spin interactions with the target qubits—NV– or SiV–—

and reduces their spin coherence time [67]. Secondly, the 13C nuclear spin in the vicinity can serve

as quantum memory [129], which can be further utilized for error correction purposes [45]. The

research performed in this work focuses on the limit of the minimal nuclear spin environment by

using only 12CH4 during the membrane overgrowth to realize the highest achievable qubit coher-
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Figure 2.18: SIMS characterizations of a typical isotopically enriched diamond growth showing
99.99 at.% 12C diamond.

ence as a metric of the diamond membrane quality for quantum applications. Other nuclear spin

concentrations for various purposes are achievable and will be investigated in subsequent studies.

The quality of the 12C enrichment is characterized via secondary ion mass spectrometry (SIMS).

A typical carbon isotope scan of an overgrown layer on bulk diamond using 12CH4 is shown in

Figure 2.18 (a). We note that 99.99 at.% 12C concentration can be achieved reproducibly during

growth, which is two orders of magnitude reduction of 13C compared to natural abundance. This

number is currently limited only by the isotopic enrichment of the precursor CH4 gas and can be

further improved.

2.7.2 crystal quality

The crystal quality of diamond can be characterized via room temperature Raman spectroscopy.

As discussed in Figure 2.12 (a), He+ implantation introduces crystal strain and lattice damage to

the diamond, showing as downshifted and broadened Raman peaks. Through careful CVD growth

parameters calibration, the overgrown diamond can have much better crystallinity, as shown by the

narrow and upshifted Raman peaks compared with the damaged layer. In our characterization, a

633 nm excitation laser is used instead of the more popular 532 nm to avoid broad fluorescence
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from NV– centers in the substrates. The finest grating (1800 grmm−1) is used for data collection,

which acquires a quoted resolution of ≈0.3 cm−1.

An appropriate reference diamond is critical for the crystal quality characterization. The reference

we use is an electronic grade, single-crystal diamond from Element Six, which obtains pristine

crystal quality with minimal impurity concentration. Furthermore, we ICP-etch the top ≈5 µm of

the diamond substrate and subsequently anneal it to remove the residual strain induced by surface

polish [78, 124]. The absence of strain variation provides the narrowest possible Raman linewidth

(1.570(1) cm−1 at 1331.65 cm−1) for the subsequent crystallinity comparison, shown as the yellow

curve in Figure 2.19.

The Raman features of overgrown membranes are shown in the same figure. The membrane with

an ≈185 nm overgrowth layer (20 h growth in 500 ◦C, back-etched down to 100 nm) presents a

Raman linewidth of 1.779(5) cm−1 (green curve), slightly larger than the reference value. Re-

markably, the isotopically purified,≈370 nm overgrowth membrane (40 h growth in 500 ◦C, back-

etched down to 110 nm) obtains a linewidth of 1.375(2) cm−1, which is significantly lower than

anything (including the reference bulk diamond) reported previously [118]. This ultra-narrow Ra-

man peak indicates the crystal is free of impurities and defects. Additionally, the up-shifted and

narrow peak, in comparison with the bulk spectra, is consistent with the change of the Raman tran-

sition via isotopic purification of a high-quality diamond structure [162]. Therefore, the Raman

spectra indicate that these diamond membranes are of ideal crystal quality to host coherent color

centers for quantum applications.

2.7.3 surface morphology

Another material property of diamond membranes is surface morphology. Uneven surfaces can

form various dangling bonds and charge traps that significantly impact the surface termination and

the spin coherence of near-surface color centers [78]. The surface roughness also determines the

bonding quality of direct-bonded diamond membranes. To systematically characterize the surface
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Figure 2.19: Room temperature Raman spectroscopy of diamond membranes and the reference
diamond substrate. Green: The ≈185 nm (20 h) overgrowth membrane back-etched down to
100 nm. Red: The ≈370 nm (40 h) overgrowth, isotopically purified membrane back-etched down
to 110 nm. Yellow: A surface strain-released, electronic grade single crystal diamond used as the
reference.

roughness of diamond membranes, we apply atomic force microscopy (AFM) at every fabrication

step. A summary of the roughness Rq is shown in Table 2.4, with the AFM images of the final

diamond membrane shown in Figure 2.20.

Figure 2.20: Surface morphology of diamond membranes. (a-b) AFM images of overgrowth pat-
terns (as-grown side of membranes) at different heating plate temperatures. (c) An AFM image on
the etched side of the membrane after multi-step etching.

To realize scalable and affordable membrane synthesis, we choose type 2a, optical grade single

crystal diamonds as seed substrates, which has a surface roughness Rq of ∼30 nm with numerous

polish defects. To minimize the growth defect concentration and improve the membrane surface

morphology. we apply another fine-polish step to reduce the roughness to Rq = 0.30 nm. Addi-

tionally, this fine polish step ensures the final surface miscut (relative angle to the crystallographic

(001) axis) is within ≤3◦. Although this value is relatively consistent within a single substrate
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Fabrication step/condition AFM area surface roughness Rq (nm)
As-purchased 10 µm x 10 µm ∼30 nm
Fine-polished 10 µm x 10 µm 0.2 nm

He+ implanted and annealed 10 µm x 10 µm 0.27 nm
Overgrowth performed at 500 ◦C 10 µm x 10 µm 0.30 nm
Overgrowth performed at 700 ◦C 10 µm x 10 µm 0.31 nm

Overgrowth with excessive H etching 10 µm x 10 µm 0.69 nm
Overgrowth with surface contamination 10 µm x 10 µm 18.6 nm

Membrane post transfer 10 µm x 10 µm 1.17 nm
ICP etching with only Ar/Cl2 step 200 nm x 200 nm 0.54 nm

Post complete ICP etching 10 µm x 10 µm 0.3 nm
ICP etching with only O2 step 5 µm x 5 µm 6.78 nm

ICP-etched membrane with O2 descum 200 nm x 200 nm 0.28 nm
ICP-etched membrane with strong O2 ashing 200 nm x 200 nm 0.84 nm

Table 2.4: Surface roughness Rq of diamond membranes at different fabrication steps. The growth
side is colored in blue, while the etched side is colored in red.

batch, it can vary between substrate batches, affecting the effective implantation angle and over-

growth characteristics [91]. The fine-polished substrates are subject to the He+ implantation and

annealing. Although the implantation creates a phase change of carbon covalent bonds from sp3 to

sp2, the recovered diamond top layer preserves the surface roughness (Rq ≤ 0.30 nm). This level

of Rq is necessary for the diamond overgrowth step with minimal defect concentration.

The implanted and annealed diamond substrates serve as templates for subsequent overgrowth.

Figure 2.20 (a) and (b) shows the overgrowth side AFM at different hotplate temperatures. Al-

though this temperature modifies the growth condition and the growth rate, both 500 ◦C (for 20 h)

and 700 ◦C (for 40 h) return smooth surfaces showing distinct step-flow growth striations [90] with

a roughness Rq of ≤0.31 nm. This number is less than the diamond lattice constant 0.357 nm.

Therefore, we claim the overgrowth side of the diamond membrane obtains an atomically smooth

surface. We note that reaching such a smoothness with minimal growth defect concentration is not

straightforward, as many other growth parameters could influence the surface morphology. For

instance, the 40 h overgrown diamond surface with a pre-growth 60min hydrogen plasma etch

returns a Rq of 0.69 nm. In addition, the residual surface strain from the fine polish may also
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be a factor. An ICP-based surface strain release step [124] after the fine polish could release the

strain and improve the surface morphology. Another example is a 40 h growth without proper sur-

face preparation (acid cleaning). Residual contamination on the diamond surface generates growth

defects (such as pits or pyramids) along the process and causes an increase of Rq to 18.6 nm.

Unlike bulk diamond, membrane obtains two surfaces, and the etched side—the side defined via

He+ implantation—could also affect the color centers’ coherence. When the membrane is freshly

picked up from the diamond substrate, the Rq is ≈1.17 nm, originating from the straggle of the

He+ implantation. This roughness can be reduced via Ar/Cl2-based ICP etching. This physical-

chemical etching has much faster etching rates for most materials than diamond, which could ef-

fectively remove the contamination and maintain or even improve the surface morphology during

the process [163]. TheRq post Ar/Cl2 etching is 0.54 nm, indicating the presence of Cl-based con-

tamination on the diamond surface discussed in previous studies [96]. Such contamination can be

chemically removed by introducing O2/Cl2-O2 ICP etching recipes, showing a Rq of 0.3 nm post

complete etching. We note that the Ar/Cl2 etching is critical to prevent roughness deterioration,

as Rq increases noticeably if the O2 etching is applied directly (6.78 nm) due to the preferential

etching nature of an O2-based plasma on crystallographic defects and polish-induced damage.

Another fabrication step affecting surface roughness is the downstream plasma ashing. We tested

two plasma recipes, the O2 descum, and the high power recipe. No changes of Rq post O2 descum

treatment is observed (0.28 nm), but the high power recipe returns a worse surface morphology,

with aRq of 0.84 nm. This is explained by the appearance of particle-like dust introduced from the

chamber since the Rq of the contamination-free area remains to be≤0.35 nm. Such contamination

can be reduced by switching to more specialized tooling. We currently use O2 descum for most

diamond membrane bonding to minimize contamination and improve the bonding quality.
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2.7.4 Height and thickness variation detection

There are three different approaches to measuring the height, thickness, and variation of the trans-

ferred membrane, including two-dimensional (2D) confocal laser scanning microscopy (CLSM),

ellipsometry, and one-dimensional (1D) profilometry.

2D height mapping via CLSM The complete two-dimensional (2D) height map and surface

topology of diamond membranes can be measured via CLSM (Olympus LEXT OLS4100 with a

405 nm laser). A microscope image of a diamond membrane directly bonded to a thermal oxide sil-

icon substrate with the CLSM result is shown in Figure 2.21. Here the bonded membrane shows a

uniform height of 309±8 nm, with an equipment resolution of≈10 nm. Due to this relative coarse

resolution, the CLSM is mainly used for detecting large-scale height inhomogeneity of diamond

membranes’ growth sides, including growth defects [164] and transfer process contamination.

Figure 2.21: CLSM of a diamond membrane bonded to a thermal oxide silicon substrate. (a)
The microscope image of the characterized device. In this image, several growth defects can
be identified on the diamond membrane. (b) The 2D height map of the diamond membrane which
shows an average height of 309±8 nm. The raw data has received a plane-fit adjustment to remove
substrate tilt aberrations. The X-Y resolution is quoted as ≤0.2 µm, whereas the Z resolution is
hardware defined to be ≤10 nm.

Ellipsometry The ellipsometry method is able to provide accurate results for very thin trans-

parent layers (≤100 nm). Therefore, we apply this method for 50 nm-thick membranes used for

photonic applications, which will be discussed in the next chapter. This technique was initially

applied in nanophotonic integration studies [165]. Due to the size limitation of the membrane, the
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scanning area is set to 85 µm × 35 µm and is carefully aligned to the membrane surface. To fit the

diamond layer, we use Cauchy’s equation for transparent materials:

n(λ) = A+
B · 104

λ2
+
C · 109

λ4
, (2.1)

where A = 2.378, B = 1.300 and C = 0.000, extracted from [166]. By using this model, we get a

≤4 nm height uncertainty for ≤50 nm membranes.

Profilometry The profilometry characterization can precisely measure the one-dimensional (1D)

height profile of the membrane and is commonly used in the fabrication process for growth rate

and global height variation characterizations. The measurement is mostly performed on diamond

membrane devices post transfer. To improve the accuracy, the scanning trajectory covers the full

length of the membrane.

The two diamond growth processes discussed in section 2.3.2 with substrate hotplate temperature

set to 500 ◦C and 700 ◦C, yields growth rates of 9.3(8) nmh−1 and 6.2(4) nmh−1, respectively.

The uncertainty of the growth rate originates from multiple measurement trajectories. This growth

rate reduction can be explained by increased surface mobility and desorption of precursor adatoms

[167], and probably a non-linear reduction of nucleation sites.

Figure 2.22: Profilometry of a membrane-silicon heterostructure. The membrane region is high-
lighted by two dashed orange lines. The thickness of the membrane is 493.7 nm with a standard
deviation of 1.1 nm.
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For the global height variation characterization, we normally scan the final diamond membrane

devices post cleaning. A typical direct-bonded diamond membrane on a silicon substrate is dis-

played in Figure 2.22, showing a height variation σ of ≈1 nm. This value demonstrates the ex-

cellent flatness of the direct bonded devices. We note that this thickness variation σ is below

the minimum detectable height of the equipment (10 nm) and the instrument resolution (1.5 nm)

for large-scale scanning. As a comparison, the HSQ-bonded diamond membrane often obtains a

flatness of ≈10 nm. In general, uniform thickness across the entire membrane area is crucial for

quantum photonics applications, which will be discussed in the next chapter.

2.7.5 Comparison of the two bonding methods

The two bonding methods, HSQ-based bonding and direct bonding, share a lot of similarities.

Unlike other bonding methods that purely rely on Van der Waals forces [108], both methods offer

strong bonds that remain effective against most nanofabrication processes (not HF) and cryogenic

temperatures. In addition, they are both compatible with many carrier wafer choices and pre-

patterned devices, which significantly improves the versatility of the platform. Furthermore, both

bonding procedures obtain device yields above 90% with room for further improvement, which is

promising for scalable manufacturing. In a number of application scenarios, including group IV

center measurements and thermal transport characterizations, both bonding methods are effective

and thus interchangeable.

Comparably, the HSQ-based method has an even broader wafer choice —almost every substrate

that can withstand the high-temperature annealing at 600 ◦C. Therefore, this method can be applied

to the carriers that are relatively inert when receiving the surface plasma functionalization process.

In addition, the method is compatible with most nanofabrication steps, including the well-known

tri-acid cleaning [78], piranha clean, and even ultrasonication if no suspended diamond membrane

is present. The HSQ method also provides a unique chance to perform strain engineering due to its

special thermal properties at a certain annealing temperature range [168]. We will further discuss
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the utilization of this unique property in Chapter 4. In contrast, the current direct-bonding method

has slightly fewer carrier wafer choices due to the plasma activation efficiency, lower device yield

due to incomplete control of the bonding approaching angle (which can be improved by switching

to wafer bonder), and more strict post-nanofabrication methods. However, this method obtains

much less fluorescence backgrounds, height variation and optical loss, which is ideal for NV–-

based quantum sensing and quantum photonic applications.

2.8 Conclusion

In this chapter, we report a complete process flow to create diamond-based integrated material het-

erostructures based on the “smart-cut” technique. While this approach has been investigated before

[120], this is the first demonstration to grow single crystal diamond on a damaged template with

bulk-like crystal quality showing unprecedentedly narrow Raman linewidth and minimal growth

defect concentration. The overgrown and ICP-etched diamond membrane obtains precise thick-

ness control and atomically smooth surfaces on both sides. We further introduce isotopic purifica-

tion during growth and δ-doping of 15N for coherence protection and deterministic depth control

of NV– centers, which will be applied and characterized in the following chapters. In addition,

we present two dry transfer and bonding methods to deterministically integrate pristine diamond

membranes with various carrier wafers. Both methods obtain near-unity device yield, excellent

nanofabrication compatibility, and allow for pre-structured substrates. In particular, the direct-

bonded diamond membranes acquire nanometer-level height variation across the full membrane

length ≈200 µm, with the HRTEM image revealing ordered, sub-nanometer bonding interfaces.

While our current membrane size is 200 µm by 200 µm, which is well motivated by scientific

applications, larger membranes with millimeter size have been achieved [118]. Therefore, our

technique has no technical barriers to realizing larger dimensions. Being compatible with standard

semiconductor manufacturing processes, including wafer bonding, our method is promising for

diamond-based quantum and electronic technologies. In the following few chapters, we will dis-
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cuss our diamond membrane as a great platform for quantum photonics and an ideal host for spin

defects such as NV– and group IV centers for quantum sensing and networking applications.
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CHAPTER 3

DIAMOND MEMBRANE FOR ON-CHIP NANOPHOTONIC

INTEGRATION†

Abstract

Engineering photonic density of states near quantum emitters is critical to achieving efficient and

tunable light-matter interactions. By modifying local optical environments and establishing cou-

pling with emitters, we can manipulate their optical emission both spatially and spectrally. In the

context of diamond and color centers, photonic state engineering is often realized via external mi-

crocavities or on-chip nanophotonic cavities. In this chapter, we will discuss the optical properties

of the diamond membrane platform and its unique advantage in fabricating high-Q nanophotonic

cavities. Following a general introduction to ring resonators, photonic crystal cavities, and their

coupling to emitters, we will discuss three different types of nanoscale optical devices based on

the diamond membrane platform: TiO2-deposited fishbone cavities, fully-contact ring resonators,

and suspended one- and two-dimensional photonic crystal cavities. These complementary cavity

designs have great potential in efficient coupling with color centers for quantum photonics and

networking applications.

3.1 Introduction

Most quantum objects used for qubits or qubit generation have atomic, microscopic, or mesoscopic

length scales with relatively weak responses to control pulses and readouts. Therefore, engineering

local density of states for improved interaction is crucial for qubit initialization, coherent control,

and readout. Depending on the physical form of the information carriers and their energy scales,

the device for density of state engineering can have many names and implementations. For in-

†. The work discussed in this section was reported in [94, 165, 169]
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stance, microwave photon cavities often have the form of three-dimensional harmonic oscillators,

coplanar waveguide resonators, or lumped LC element oscillators, which are commonly used in

superconducting circuits [170–172], donors in silicon [173], and quantum dots [174]. Microwave

phonons can live in high-overtone bulk acoustic resonators (HBAR), phononic cavities, or mechan-

ical oscillators to couple with superconducting qubits or microwave and optical signals [175–177].

The spin waves inside ferromagnetic materials can be trapped inside the magnon cavity to realize

novel couplings [178]. At optical frequency, photonic cavities can have many forms, including

fine-polished mirror cavities for neutral atoms [179], photonic crystal (PhC) nanocavities, Febry-

Perot microcavities to couple lights to quantum dots or other quantum emitters in solids state

materials [17, 180, 181].

In the context of diamond, color centers (NV–, group IVs) are promising qubit candidates. How-

ever, due to the relatively high refractive index of diamond (ndiamond = 2.42), most of the photons

emitted by color centers are reflected from the diamond-air interface, with only up to 3% being

collected. To address this issue and improve the overall collection efficiency, some studies focus

on reducing the internal reflection ratio using solid immersion lenses [43] or nanodiamonds [182].

These methods can improve the collection efficiency up to 30% to 40%. Further improvement

must include engineering the photon density of states using optical cavities. Besides, new forms of

qubit can appear if strong light-emitter coupling can be achieved [68]. There are two major trends

for the physical implementation of the optical cavities. One method uses microcavities made of

flat or curved Fabry-Perot (FP) mirrors and engineered fiber tips [183]. This method is quite flexi-

ble when choosing emitter locations, and some cavities have exceptionally high finesse. However,

they suffer from relatively low Purcell enhancement (a metric to define the emitter coupling, as

discussed below) due to the large mode volume. Their scalability is also questionable, as quantum

emitters require individual cavity setups. The other method is fabricating on-chip nanophotonic

cavities (not necessarily made of diamond) and coupling color centers to the optical field maxi-

mum. This method usually obtains much higher Purcell enhancement and thus cooperativity C
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[62], but it requires precise location control of the color center implantation, which is often re-

alized via masked implantation or nano implantation [184, 185]. Moreover, this method lacks

the selection step of color centers and cavities post fabrication, which reduces the device yield.

Nevertheless, given the better and consistent performance of the nanophotonic devices and the

continuously improving quality and yield, we will focus on the nanophotonic integration in this

chapter and discuss the improvements introduced by the diamond membrane platform.

We will start by introducing two major types of on-chip designs: ring resonators and PhC cavi-

ties, followed by the metrics to evaluate their performances: finesse F and quality factor Q. We

will then discuss the coupling between emitters and the cavity, with more related parameters in-

volved: spontaneous emission rate, Purcell enhancements FP in the weak coupling regime, and

the cooperativity C in the strong coupling regime.

3.1.1 On-chip nanophotonic cavities

Ring resonator The design of the ring resonator originates from the optical waveguides, which

are able to transmit optical signals (photons) through a long distance. These waveguides typically

have a higher refractive index compared with the surrounding environment. From classical un-

derstanding, the refractive index discrepancy creates a total internal reflection condition that traps

lights with large incident angles in the waveguide. When the cross section becomes smaller, the

waveguides cannot host every spatial mode of the incident light. Instead, only several modes with

significant spatial overlap with the transverse pattern of the waveguide are allowed to propagate.

Similar to electromagnetic fields in the vacuum, the field inside waveguides also gains phases dur-

ing propagation. When a waveguide becomes a ring with a radius much larger than the wavelength

of the light, the propagating light after the round trip will interfere with the incident light. Depend-

ing on the phase condition, this ring provides constructive interference and amplifies the incident

field at certain wavelengths—a ring resonator. Typically, a ring resonator is coupled to other rings

and waveguides to be fully functional. In this section, we will introduce only two simple cases:
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a ring resonator coupled to one waveguide and two waveguides. More detailed derivation can be

found in Ref [186]. All optical components here are considered to be reciprocal.

Figure 3.1: Schematics of the ring resonators. The single waveguide version is shown in (a), and
the double waveguide version is shown in (b). The port definition is in accordance with Ref [187].

The schematic of the single waveguide ring resonator is shown in Figure 3.1 (a). We use a scatter

matrix S to connect the fields of input-output elements:

E2

E4

 = S

E1

E3

 =

S11 S12

S21 S22


E1

E3

 (3.1)

Here all elements in S are complex numbers. Since the coupling itself is reciprocal, we can reverse

the input-output ports and write the equation as:

E1

E3

 = S∗

E2

E4

 (3.2)

Therefore, we reach a simple equation for S: SS∗ = I. From this equation we can write S22 as

S22 = −S21
S∗
21
S∗11. Furthermore, we regard the coupler as a lossless element. According to the

energy conservation law, we thus have

|E2|2 + |E4|2 = |E1|2 + |E3|2 (3.3)

From this equation, we are able to extract two relations between S parameters: S22 = −S12
S∗
21
S∗11,
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and |S11|2 + |S21|2 = 1. Combining these equations, if we write S11 as rc and S21 as tc (two

complex numbers), we then have an S matrix of:

S =

rc tc

tc −r∗c tct∗c

 (3.4)

For symmetric notation, we can write rc = r and tc = it, where r and t are real numbers. The S

matrix becomes:

S =

r it

it r

 (3.5)

For a ring resonator with a field loss parameter α, we can write the field coming out of the ring E3

as E3 = aeiϕE4. By inserting this into the equation 3.1 with the use of 3.5, we then have a ratio

between the field in the ring E3 and the input field E1:

E3

E1
=

itaeiϕ

1− raeiϕ
(3.6)

Where a = e−
α
2 2πR is called single-pass amplitude transmission, and ϕ = k2πR is called single

pass phase shift. Here, α is the optical loss (attenuation) of the ring resonator, k is the wavevector

of the light and R is the radius of the ring. The intensity ratio between E3 and E1 is:

I3
I1

=

∣∣∣∣E3

E1

∣∣∣∣2 =
(1− r2)a2

1− 2ra cosϕ+ r2a2
(3.7)

When cosϕ = 1 (k2πR = 1, R = mλ), this ratio reaches maximum due to the constructive

interference. For lossless rings (a = 1), this result can be further simplified as 1+r
1−r at maximum.

Similarly, the power transmission can be written as:

T =
I2
I1

=

∣∣∣∣E2

E1

∣∣∣∣2 =
a2 − 2ra cosϕ+ r2

1− 2ra cosϕ+ r2a2
(3.8)
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From these calculations, we can see that both transmission and reflection spectrum are periodic

with respect to ϕ. We use finesse F to describe this spectral feature, which is defined as the free

spectral range (FSR) between resonance peaks divided by the full width at half maximum (FWHM)

of each peak. The half maximum point, where the power transmission Tϕ0 is a mean value of its

maximum and minimum, is defined as

Tϕ0 =
1

2
(Tϕ=2kπ + Tϕ=(2k+1)π) (3.9)

Where k is any integer. Solving the ϕ0 from the above equation and inserting it to the finesse F ,

we then have

F =
2π

2ϕ0
=

2π

2 arccos
(

2ra
1+r2a2

) (3.10)

From the above derivations, we find that if a = r (the loss inside the ring equals the coupling),

the minimum transmission T will be zero. This condition is called critical coupling, indicating the

best light coupling from the waveguide to the ring. We also note that the finesse is not infinite, even

for lossless ring resonators (a = 1). Therefore, an additional calculation to consider the coupling

is often needed to derive the actual material loss from measured values.

Now, we turn to the double waveguide geometry (add-drop ring resonators). the schematic is

shown in Figure 3.1 (b). Here, we only consider a simple case where the light is only provided by

the input port (E6 = 0), which can be transmitted to either the throughput port E2 or drop port E5.

Followed by a similar derivation from above, we have the transmissions to two ports written as:

T1 =
I2
I1

=

∣∣∣∣∣ r1 − r2aeiϕ1− r1r2aeiϕ

∣∣∣∣∣
2

=
a2r22 − 2r1r2a cosϕ+ r21
1− 2r1r2a cosϕ+ r21r

2
2a

2
(3.11)

T2 =
I5
I1

=

∣∣∣∣∣∣−t1t2
√
aei

ϕ
2

1− r1r2aeiϕ

∣∣∣∣∣∣
2

=
(1− r21)(1− r

2
2)a

1− 2r1r2a cosϕ+ r21r
2
2a

2
(3.12)
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To compute the FWHM of the double ring, we turn to the transmission coefficient T2 and derive

the value of ϕ0 from T2,ϕ0 = 1
2(T2,ϕ=2kπ+T2,ϕ=(2k+1)π). The result is quite similar to the single

port value, with

F =
2π

2ϕ0
=

2π

2 arccos

(
2r1r2a

1+r21r
2
2a

2

) (3.13)

If the cavity has a narrow FWHM (high finesse F), we can apply the Taylor expansion to ϕ:

cosϕ ≈ 1− 1
2ϕ

2 and write the drop port as:

T2 ≈
(1− r21)(1− r

2
2)a

(1− r1r2a)2
1

1 + ϕ2(
1−r1r2a√

r1r2a

)2 (3.14)

This equation shows that the transmission has a Lorentzian shape, which is in line with experimen-

tal observations. When the system has a large coupling with small loss (1− r1r2a ≈ 0), the above

equation can be simplified as:

T2 ≈
(1− r21)(1− r

2
2)a

(1− r1r2a)2
1

1 +
(

ϕ
π/F

)2 (3.15)

Therefore, the finesse can be directly deduced from the lineshape of the resonance spectrum. Com-

pared with the single waveguide geometry, the drop ports are able to provide clean resonance peaks

with a low signal background even if the ring resonator is not critically coupled. This relaxation of

critical coupling simplifies the device design and is used later in our measurements.

Lastly, we discuss another commonly used metric for characterizing the cavity properties—quality

factor Q. In high-quality cavity systems, it is defined as:

Q =
ω

∆ω
≈ λ

∆λ
(3.16)

This definition is quite similar to F . We can write the relationship between finesse and quality

72



factor as Q = neffL
λ F = mF , where m is the ring resonator length counted by the effective

wavelength of the incident light. From this equation, we find that the finesseF is a system property

describing the material loss and the coupling, while the quality factor Q involves the length of the

ring and can be modified by changing the ring size.

In reality, depending on the mode of the incident light, the effective refractive index neff can

be different. Therefore, multiple resonance pairs (some transverse electric (TE) modes, some

transverse magnetic (TM) modes) can be observed in a ring resonator spectrum.

PhC cavity Unlike the ring resonator, which uses the length of the ring to determine the reso-

nance frequency, the PhC cavity approach dives into the local arrangements of dielectric constants.

These arrangements can be 1D, 2D or 3D. Before introducing the nanophotonic cavity, which can

be regarded as a photonic defect, we first discuss the “host” of this defect, which is the photonic

crystal. Here, we only discuss a simple one-dimensional case, a periodic stack composed of two

dielectric materials with permittivity ε1 and ε2. The schematic of such a material is shown in Fig-

ure 3.2 (a), with more derivation details listed in Ref [188]. This layered structure is often called

distributed Bragg reflector (DBR) for high reflectivity purposes and has been utilized in many

applications [189, 190].

Figure 3.2: Schematics of a one-dimensional photonic crystal and a PhC cavity. In this example,
the periodic structure comprises two materials with permittivity ε1 and ε2 and thickness d1 and d2,
respectively. For the PhC cavity in (b), the photonic defect has a thickness of d0.
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We explore the TE and TM modes in this layered material. Specifically, we focus on the 2n − 1,

2n, and 2n + 1 layers. For instance, in layer 2n, the solution of E and H for TE and TM modes

contains both forward and backward move solutions, which can be written as:

TE: E2n,j(z) = a2n,je
ikj(z−n(d1+d2)) + b2n,je

−ikj(z−n(d1+d2)) (3.17)

TM: H2n,j(z) = a2n,je
ikj(z−n(d1+d2)) + b2n,je

−ikj(z−n(d1+d2)) (3.18)

Where a2n,j and b2n,j are constant numbers that depend on the layer 2n and εj . The longitudinal

wavevector is
√

ω2

c2
εj − k2∥ , where k2∥ =

√
k2x + k2y . By applying the boundary conditions at the

interface z = z2n = n(d1 + d2), we have:

a2n,1 + b2n,1 = a2n+1,2e
−ik2d2 + b2n+1,2e

ik2d2 (3.19)

a2n,1 − b2n,1 = pm

(
a2n+1,2e

−ik2d2 − b2n+1,2e
ik2d2

)
(3.20)

Here pm is k2
k1

for Te modes and k2
k1

ε1
ε2

for TM modes. Similarly, we can write the boundary

conditions between 2n − 1 and 2n layers. To make sure the field inside a periodic potential with

periodicity d1 + d2 is physical, the field has to satisfy the Floquet–Bloch theorem [188]:

E(z + d1 + d2) = eikB(d1+d2)E(z) (3.21)

This theorem is also used to analyze the behavior of electrons in a periodic potential from solids

[31]. kB is a wavevector called Bloch wavevector. Applying this function to the previous boundary

conditions, we have:

a2n+1,2 = a2n−1,2e
ikB(d1+d2) (3.22)

b2n+1,2 = b2n−1,2e
ikB(d1+d2) (3.23)
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To make sure the equations are solvable, the determinant of the matrix form of these equations,

including {a2n,1, b2n,1, a2n+1,2, b2n+1,2} must be zero. This implies a requirement of the kB :

cos kB(d1 + d2) = cos (k1d1) cos (k2d2)−
1

2

(
pm +

1

pm

)
sin (k1d1) sin (k2d2) (3.24)

Since the value of cos kB(d1 + d2) is in the range [−1, 1], there are certain conditions where no

solution exists. We define the situation where no solution is available as the photonic bandgap.

The incident light that falls into the bandgap will be reflected.

If we make some local arrangements that differ from the periodic layers at a certain depth z,

we create a photonic defect inside the bandgap so that photons are hard to transmit from both

directions. By doing that, we essentially create a PhC cavity. A schematic image is shown in Figure

3.2 (b). In practice, since periodic layers are not infinite, there is always a non-zero probability

that the light can be leaked from the cavity. By optimizing the local arrangements via numerical

simulations (for instance, Lumerical@), the quality factor of the nanophotonic cavity design can

easily reach 1 × 106 in many cases. This cavity creation method can also be expanded to 2D

photonic crystal designs and even form directional photonic waveguides by modifying a connected

line of defects [191].

3.1.2 Light-emitter coupling

For color center studies, an important goal of developing ring resonators and PhC cavities is to

modify the emission properties of the centers. This goal does not only require the cavity to have

high quality factor Q, but also (1) efficient coupling between the cavity and the emitter, and (2)

efficient light out-coupling to external waveguides and other on-chip optical elements. The light

out-coupling is often described as the critical coupling condition discussed above. Here, we fo-

cus on a few metrics commonly used to evaluate the coupling efficiency between the cavity and

emitters.
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Fermi’s golden rule Fermi’s golden rule is applied to understand and engineer the emission

profile of quantum emitters. In quantum mechanics, the term emission is translated to an evolution

of the quantum state |ψ(t)⟩ according to the system Hamiltonian ˆHsys = Ĥ0 + ĤI . Since the

state |ψ⟩ is normally defined in the basis of H0 eigenstates |n⟩ (H0 |n⟩ = En |n⟩), the only term

responsible for the population evolution other than the phase gain is the interaction Hamiltonian

HI . This feature can be shown by inserting |ψ(t)⟩ =
∑

n an(t)e
−iEnt/ℏ into the Schrödinger

equation iℏ d
dt |ψ(t)⟩ = ˆHsys |ψ(t)⟩, which leads to [192]:

dak(t)

dt
=
−i
ℏ

∑
n

an(t)e
−iEn−Ek

ℏ t ⟨k|HI |n⟩ (3.25)

The derivation uses the orthogonal properties between states. The population evolution ak(t) is

zero when there is no interaction Hamiltonian to link other states with |k⟩. For optical emitters,

this HI is mainly provided by the incident optical field (electromagnetic field), which we treat as

a perturbation (weak coupling regime). If we consider the spontaneous emission where the initial

state is a particular eigenstate |ψ(t = 0)⟩ = |i⟩ and the final states are a continuum |f⟩ which

denotes the photons with different k vectors, the evolution of |i⟩ and |f⟩ is:

dai(t)

dt
=
−i
ℏ

∫
dεfaf (t)e

−i
Ef−Ei

ℏ t ⟨i|HI |f⟩ (3.26)

daf (t)

dt
=
−i
ℏ
ai(t)e

−i
Ei−Ef

ℏ t ⟨f |HI |i⟩ (3.27)

Inserting the derivation of af (t) into the ai(t) gives:

dai(t)

dt
= − 1

ℏ2

∫
dεf | ⟨f |HI |i⟩ |2

∫ t

0
dt′e−i

Ef−Ei
ℏ (t−t′)ai(t

′) (3.28)

The process itself is non-Markovian. However, if the HI is a perturbation term, we can apply

Markov approximation and assume the system only depends on the present ai(t) and calculate the

time integral directly. The integration dεf is the sum over all |f⟩ states that have the energy Ef ,
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which can be written as ρ(Ef )dEf By extending t → ∞ and disregard the imaginary part of the

time integral, we thus have:

dai(t)

dt
= −2π

ℏ
ρ(Ef )| ⟨f |HI |i⟩ |2ai(t) (3.29)

By calculating the population |ai(t)|2 and its derivative, we then have a transition rate of:

Γi→f =
2π

ℏ
| ⟨f |HI |i⟩ |2ρ(Ef ) (3.30)

This equation is Fermi’s golden rule. It indicates that the emission rate is related to the (1) photon

density of states ρ(Ef ), which can translate to ρ(ω), and (2) the physical property of the emitter

⟨f |HI |i⟩. In our study, the emitter property is pre-defined, and the emission profile modification is

realized through the photon density of state engineering.

Purcell enhancement In vacuum, the photon density of states in a finite volume V can be written

as ρ0(ω) = ω2V
π2c3

[188]. The interaction Hamiltonian linking the two states can be regarded as the

emitter dipole interacting with the electric field in the vacuum. By averaging the optical modes

that actually interact with the dipole and inserting the zero point vacuum field Evac =
√

ℏω
2V ε0

, we

have a free space spontaneous emission rate:

Γ0 =
µ2ifω

3
0

3πε0ℏc3
=

2π

3
|g0|2ρ0(ω) (3.31)

Where g0 =
µif
ℏ

√
ℏω

2ε0V
is the atom-field coupling strength if we treat the whole system quantum

mechanically and write the Hamiltonian as the coupling between the atom and the photon states.

From here, we can easily see that the local environment can indeed affect the emission rate. For

instance, if the system is in a medium with refractive index n, then ε0 → εn = n2ε0 and ρ0(ω)→

ρn(ω) = n3ρ0(ω), which returns a Γn = nΓ0. In the case of the cavity, the field is not evenly

distributed in all directions. If we align the cavity mode with the emitter dipole efficiently, we can
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remove the pre-factor 1
3 and write Γ in a more general case: Γ = 2π|g|2ρ(ω).

For a relatively high Q single mode PhC cavity discussed in the previous section, the spectrum

has a Lorentzian lineshape with a FWHM of ∆ω, and a single mode is spanned across the whole

wavelength. Therefore, the density of states is also expressed in a Lorentzian lineshape:

Dc(ω) =
1

π

ωc/2Q

(ω − ωc)2 + (ωc/2Q)2
(3.32)

If the emitter dipole is on resonance and perfectly aligned with the electric field orientation, the

emission rate is thus:

Γ =
2µ2if
ℏ

Q

εmVm
(3.33)

Here, the volume of the atom-photon coupling is written as Vm, and the permittivity of the material

is εm. Compared with the same emitter in the vacuum, the ratio of the two is:

F =
Γ

Γ0
=

3

4π

λ3

n2
Q

Vm
(3.34)

For emitters that naturally live in a medium (such as color centers in diamond), we compare the

spontaneous emission rate with the value inside the medium. This ratio FP = Γ
Γn

= 3
4π

λ3

n3
Q
Vm

is

called the Purcell factor. We note that this equation is only valid for the weak coupling regimes,

and the strong coupling effect has to be considered if the Q is too high. Since the coupling g also

introduces an imaginary term (damping) to the emitter frequency, the optical lifetime can be used

to measure the Purcell factor in practice after adding the non-radiative decay and ZPL ratio (and

branching for emitters with multiple ZPLs) into consideration.

Strong coupling regime When the coupling g exceeds the decay rate of the emitter γ (the spon-

taneous rate in a homogeneous medium) or the cavity decay rate κ (inversely related to the cavity

Q), then the system behaves very differently compared to the weak coupling regime. For instance,

if g ∼ κ≫ γ, the resonances of the atom-cavity system deviate from the bare atom and cavity fre-
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quencies, showing anti-crossing features in the spectrum with splitting dependent on the coupling

g. In such a regime, a better system description would be the cooperativity, expressed as C = 4g2

κγ .

The strong coupling regime (often called cavity quantum electrodynamics, CQED) has very rich

physics (see Ref [193]) and is beyond the scope of the discussion here.

3.1.3 An overview of diamond nanophotonic cavities

The previous efforts on diamond nanophotonic cavities largely overlapped with low-dimensional

diamond fabrication and integration, as discussed in Chapter 2. Since we are interested in coupling

color centers to these cavities, we only provide an overview of the results in visible wavelength

and discuss their performances accordingly.

The least invasive way is to realize heterogeneous integration between bulk diamond and nanopho-

tonic cavities made by other materials with even higher refractive indices. One example is the

fabricated 1D gallium phosphide (GaP) cavities [80]. These cavities can have quality factors of

up to 8900, with an observed Purcell factor of ≈30. The method does not involve any diamond

fabrication, which helps protect the coherence of the color centers. The device’s quality factor and

performance are mainly limited by the fabrication of the GaP material, the stamping accuracy, and

the yield of the cavity transfer process.

The second method is the well-known angular ICP etching. Originated from utilizing Faraday

cages in the ICP chamber [99], the state-of-the-art etching utilizes focused ion beam (FIB) etching

with angular control to achieve a cooperativity of over 100 [62], which is at the boundary of the

strong coupling regime showing several unique quantum features [103]. The method can also be

used for fabricating suspended microdisks and ring resonators with the highest quality factor to

date (3× 104 to 6× 104 in visible wavelength) [194]. However, this method often requires special

tooling, which is unavailable in many cleanroom configurations, limiting further promotion of this

technique.

A more commonly accepted method is multi-step isotropic etching. This method shares the same
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philosophy as the angular etching (undercut and suspend the diamond structure) but offers a

more accessible recipe for regular cleanrooms. Since developed [195], this method has become

widespreaded with many demonstrations from multiple research facilities [107, 108, 196, 197],

with the performance comparable with the angular etching results.

Finally, we would like to mention that previous utilizations of direct-etched and “smart-cut” dia-

mond membranes are also candidates for nanophotonic devices. However, due to the local height

variation or imperfect crystal quality, the quality factor Q for fabricated ring resonators ranges

from 1× 103 to 2.4× 104 [98, 118, 127, 198].

3.2 TiO2 cavities on diamond membranes

3.2.1 Device fabrication

For the three methods applied to diamond membrane heterostructures, the titanium oxide TiO2

technique is the only one that does not involve diamond patterning and etching. The method has a

similar philosophy to the GaP-diamond heterostructure realization [80], that a nanophotonic cavity

with a high refractive index can be integrated with diamond to realize evanescent coupling with the

color centers inside. Beyond diamond, this method is commonly used for other emitters hosted by

materials with less straightforward fabrication processes [137]. In the case of integrated diamond

membranes, the thickness of the diamond can be managed to be ≈50 nm, which is much less than

the operation wavelength of the nanophotonic cavities inside diamond (250 nm to 350 nm). By

integrating membranes with low index substrates such as fused silica (n = 1.46), a cavity with

confined mode volume can still be realized even using materials with a comparable index (n ≈

2.4), which is typically not realistic for bulk diamond substrates. This relaxed condition expands

the choice of materials to fabricate nanophotonic cavities. In this work, we choose deposited TiO2

(n ≥ 2.3) using a standard atomic layer deposition (ALD) process.

The schematics of the TiO2 cavity fabrication process are shown in Figure 3.2 (a)-(c). Although
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Figure 3.3: The fabrication process of TiO2 nanophotonic cavities. (a)-(c) The schematics of the
TiO2 nanophotonic cavity fabrication using ALD process. (d)-(f) The SEM images of (d) deposited
TiO2 on the pre-patterned PMMA layer, (e) the completed photonic crystals with a grating coupler,
and (f) a zoomed-in device showing vertical sidewalls with excellent smoothness. The figure is
reproduced from [165].

TiO2 is directly deposited onto the fused silica substrate in the schematics, the fabrication on the

diamond membrane shares an almost identical recipe. The process starts with a cavity template

definition via electron beam lithography, followed by a TiO2 deposition of≈300 nm (≈250 nm for

bare fused silica). This conformal layer overfills the Poly(methyl methacrylate) (PMMA) pattern.

The temperature of the ALD step is kept low (90 ◦C) to prevent PMMA from softening and TiO2

from forming grain boundaries. Then, we etch the excessive TiO2 on the top and remove the

resist layer, leaving pristine nanostructures on the substrate. The device’s local height variations

can also be smoothed via the overfill and etching processes. The scanning electron microscope

(SEM) images of the deposited TiO2 and final devices are shown in Figure 3.3 (d)-(f). Unlike

the template fabrication and transfer method [80], the TiO2 cavities are defined at target locations
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using electron beam lithography and thus obtain much higher location precision, which is crucial

for aligning color centers with the field maximum to reach a stronger coupling. In addition, the

deposited TiO2 has better sidewall control over smoothness and angle compared with etched GaP

or diamond cavities, which is important in terms of optical loss for nanophotonic cavities operating

in visible wavelengths [199].

3.2.2 Cavities on HSQ-bonded diamond membranes

Figure 3.4: The characterization of TiO2 cavities on a HSQ-bonded diamond membrane. (a) The
schematic of the TiO2 devices fabricated on the diamond membrane. The membrane is transferred
and bonded to the fused silica substrate before the cavity patterning. (b) The SEM image of a
TiO2 PhC cavity on the membrane, showing less filling factors of TiO2 compared with bare fused
silica results. (c) A typical quality factor Q for a fishbone cavity on the diamond membrane. (d)
Simulated Purcell enhancement in the cavity and the diamond membrane, showing a maximum
value of 175 inside the cavity and 115 in the membrane. (e) A microscope image of the fabricated
device. The figure is reproduced from [165].

The schematic of TiO2 nanophotonic cavities deposited on a HSQ-bonded diamond membrane

is shown in Figure 3.4 (a), with the microscope image of the cavities shown in Figure 3.4 (e).

Compared with ring resonators, PhC cavities have much less mode volume, which can induce a

higher Purcell enhancement with the same quality factor. Since the PhC cavities are deposited
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instead of etched, we choose the pattern as fishbones instead of regular punched-hole designs

[99]. This design can also be applied to realized phononic crystals due to better handling of strain

distribution and phonon transmission [101]. The photonic crystal design (filling factor of the TiO2

compared with air gaps), displayed as the SEM image from Figure 3.4 (b), is slightly different from

that on bare fused silica substrates (Figure 3.3 (f)) to accommodate the presence of the high-index

diamond membrane.

To design a PhC cavity, normally a photonic crystal is simulated and optimized first to ensure a

photonic bandgap around the operation wavelength is present. In reality, the number of fins for the

photonic crystal cannot be infinite, and this finite fin number determines the amount of light that can

be transmitted into the cavity. Although a higher number of fins usually indicates a higher quality

factor of the cavity using the same material, it also limits the coupling between the cavity and the

incident light and reduces the signal in the transmission spectrum. Therefore, a balance between

the quality factor and the transmission signal strength has to be implemented. In this work, many

cavities are fabricated using the 25-fin design. Secondly, some local variations are introduced in the

middle by playing with the filling ratio or the distance (pitch) between fins. In this case, the pinch

of the fin is gradually decreased by 10% in the middle of the cavity [165]. The measured quality

factor of a cavity at 731 nm wavelength is≈4400, shown in Figure 3.4 (c). The interpretation of the

result is related to the designed field profile with the local maximum concentrated on the top and

the bottom of the TiO2 layer instead of the cavity center [80]. Although shifting the mode from the

cavity center introduces more surface participation in the loss mechanism, this design can generate

a significant evanescent field inside the diamond membrane. The simulated Purcell enhancement

induced by the strong evanescent field is displayed in Figure 3.4 (d), showing a maximum value

of 175 inside the cavity and 115 in the membrane. For SiV– centers, this value could translate to a

cooperativity of 1 to 10 [196].

Compared with TiO2 cavities directly fabricated on fused silica substrates, there is a factor of 2

reduction over the average quality factor. The optical loss of the system could come from (1)
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internal loss from ALD-deposited instead of single crystal TiO2, (2) imperfect diamond membrane

crystal quality (Raman linewidth≈1.7 cm−1 compared with the bulk diamond value≈1.55 cm−1),

and (3) optical loss from the HSQ. The porous HSQ resist transforms into a dense SiOx layer after

annealing [98], which introduces optical scattering and absorption (as verified by measuring the

fluorescence background). Therefore, in the next round of optimization, we deposit cavities onto

direct-bonded membranes with bulk-like crystal quality to reduce the optical loss.

3.2.3 Cavities on direct-bonded diamond membranes

In this section, we reproduced the fabrication process of TiO2 nanophotonic cavities by replacing

the HSQ-bonded diamond membranes with direct-bonded ones that have improved crystal quality.

To quantitatively characterize the loss mechanism, we keep the thickness of the membrane and the

cavity design the same. We also fabricate ring resonators with coupling waveguides to provide an

additional metric to analyze the optical loss. The schematic of the TiO2 cavities and ring resonators

is shown in Figure 3.5 (a). Excitation and collection ports (grating couplers) are highlighted in

red and blue. Microscope images of deposited PhC cavities and ring resonators are shown in

Figure 3.5 (b). We note that these cavities are fabricated on the same diamond membrane but with

different rounds of fabrication thanks to the straightforward cavity removal process [165]. This

feature highlights the robustness of the membranes to cleanroom processing and the recyclability

of photonic integration. SEM images of fishbone cavities and ring resonators on the diamond

membrane are shown in Figure 3.5 (d)-(e), featuring planarized top surfaces and smooth sidewalls.
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Figure 3.5: The characterization of TiO2 cavities on direct-bonded diamond membranes. (a) The
schematic of TiO2-based nanophotonics on diamond membrane heterostructures. (b) Microscope
images of TiO2 fishbone cavities and ring resonators on a 50 nm-thick diamond membrane. Images
are taken at the same location but in different fabrication rounds. (c) The transmission spectrum
of a fishbone cavity with the resonant frequency at 737.26 nm. Inset: the transmission of the
cavity measured with a tunable laser excitation, showing a quality factor Q of 10640± 118. (d)-(e)
Zoomed-out (zoomed-in) SEM images of fishbone cavities and ring resonators on the diamond
membrane, featuring flat top surfaces and smooth sidewalls. (f) The transmission spectrum of a
TiO2 ring resonator measured at the drop port. Insets: the TE and TM cavity resonances measured
using a tunable laser. (g-h) Quality factors QTiO2

of the best two TiO2 fishbone cavities fabricated
on bare fused silica substrates.
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The transmission measurement result of a fishbone PhC cavity is shown in Figure 3.5 (c). This

cavity has a target wavelength of 737 nm — the wavelength of SiV emission. The measured quality

factorQ is as high as 10 640, with a three-device average of 10150±350. These values are about 2.5

times higher than the same cavities on the HSQ-bonded membrane, indicating significant optical

losses from the HSQ bonding layer and the imperfect crystal quality of diamond. With the updated

Q factors, we predict a maximum Purcell enhancement factor of 270 in the diamond, which is

suitable for state-of-the-art experiments in cavity quantum electrodynamics [200]. Similarly, the

ring resonator fabrication using the same recipe is measured through the drop port. The quality

factors for TE and TM modes are QTE = 12620 and QTM = 16319, as shown in Figure 3.5

(f). The mode profile is identified via separate polarization measurements. With the same finesse,

these quality factor values can be further improved via geometry optimization, such as larger rings

[201].

Lastly, we estimate the optical loss from the diamond membrane by repeating the process on a bare

fused silica substrate in the same fabrication round. The average of the best two measured cavities

returns a value of QTiO2
= 12727. Spectra of these cavities are displayed in Figure 3.5 (g)-(h).

This QTiO2
is affected by the optical scattering within the deposited TiO2 and the surfaces of the

cavity (top surface, interface between TiO2 and fused silica, sidewalls). Subtracting the average

Q obtained from the diamond membrane results returns an approximate optical loss of the bonded

diamond-fused silica system to be Qsys ≈ 50000, which is dominated by the optical losses at

diamond/fused silica and diamond/TiO2 interfaces.

3.3 Contact diamond ring resonators on fused silica

3.3.1 Device fabrication

In addition to the TiO2 deposition method, we also explore the application of diamond membranes

for on-chip quantum photonics by fabricating fully contact diamond ring resonators and waveg-
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uides on thermal oxide substrates. These waveguides enable direct photonic integration with other

on-chip devices. The schematic of the device is shown in Figure 3.6 (a). Without the need for dia-

mond undercut, which is commonly used to create suspended diamond photonics from monolithic

bulk diamond [99, 195], our fabrication features a single patterning and etching step using Al2O3

hard masks. The bright and dark microscope images of the final devices are shown in Figure 3.6

(b). With minimal fluorescence other than the device layout, the dark field image demonstrates the

high quality and uniformity of the fabrication process.

Figure 3.6: Fully contact diamond ring resonators fabricated using direct-bonded membranes. (a)
The schematic of a fully contact diamond ring resonator on a carrier wafer. (b) The bright and dark
field microscope images of the ICP-etched diamond ring resonators on a thermal oxide silicon
substrate, showing great uniformity with minimal process contamination. (c) The transmission
spectrum of the diamond ring resonator measured at the drop port. Insets: the TE mode profile
inside the ring and the TE cavity resonance with a quality factor QTE of 21883±6284. The signal
fluctuation is caused by the instability of the optical setup.

3.3.2 Optical characterization

We performed the exact transmission measurement as the TiO2 ring resonators. The measurement

result is plotted in Figure 3.6 (c). An etched ring resonator exhibits quality factors Q of 21 883

at visible wavelength with excellent field confinement within the diamond. Although the values

are slightly lower than the best-reported visible-wavelength suspended diamond ring resonators

(3× 104 to 6× 104) [194], we note that the actual finesse might be comparable, given the reported

value is measured on a larger ring. In addition, fully contact ring resonators offer direct integration

with other visible-frequency photonic platforms, including lithium niobate, silicon nitride, titanium
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dioxide, and on-chip light sources and detectors, paving the path for hybrid quantum photonic

technologies.

3.4 Suspended diamond nanophotonic cavities

3.4.1 Device fabrication

Figure 3.7: Fabrication of suspended PhC cavities using a direct-bonded diamond membrane. (a)
The schematic of the PhC cavity fabrication flow. (b) Left: microscope images of the diamond
membrane before and after cavity fabrication. Right: the SEM image of the fabricated sample.
(c)-(d) The SEM images of 1D and 2D PhC cavities. The inset is the zoomed-in image showing
the details of the holes. Images are taken at a 45◦ angle. (e) The SEM image of the 1D PhC cavity
with the fiber taper. The figure is reproduced from [169].
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Lastly, we explore the potential of the diamond membrane platform for fabricating suspended

nanophotonic cavities. The dielectric environment of the suspended cavity only contains the dia-

mond and surfaces, with optical modes hosted in the center of the device, which is simpler than

fully contact TiO2 cavities. In addition, PhC cavities can have high quality factors Q with small

mode volumes and deterministic emitter placement, which greatly enhances light-matter inter-

actions and allows for efficient control and readout of the emitter spin state. Therefore, many

landmark demonstrations involving diamond nanophotonic cavities are realized via the suspended

approach [73]. However, due to the imperfect sidewall control during ICP etching (especially the

undercut step), many cavities fabricated using angle etching or isotropic etching have Q factors in

the low ∼1 × 104 range, which is much lower than the simulated value (≥1 × 106). By utilizing

pristine and homogeneous diamond membranes that are directly bonded onto oxide substrates, we

can tremendously simplify the fabrication procedure by replacing the sophisticated undercut step

with a simple oxide wet etch. This highly selective chemical process maintains the surface mor-

phology of the back side, leaving only two sidewalls subject to top-down ICP etching roughness

control.

In this demonstration, a diamond membrane with 160 nm thickness is used to fabricate PhC cavi-

ties. The membrane has a surface roughness of ≤0.3 nm with a global height variation of ≈1 nm,

which are essential for minimizing optical loss and maintaining the device uniformity. Figure 3.7

(a) shows the schematic of the overall fabrication process. Starting from direct-bonded membranes

with implanted SiV–, a layer of Au/Cr is deposited and lift-off to define a “frame” around the mem-

brane and secure it from subsequent chemical etching. Then, the hard mask for etching (silicon

nitride, Si3N4) and the electron beam resist (ZEP) are prepared. The cavity pattern is written by

electron beam lithography, which is then transferred to the hard mask using ICP etching. After

resist removal, the cavity pattern is transferred to the diamond membrane via oxygen-based ICP

etching. Finally, hydrofluoric acid (HF) is used to remove the hard mask and the oxide layer un-

derneath it. To prevent optical mode leakage and coupling loss from the silicon wafer, another
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XeF2 etch is applied to remove some of the silicon and increase the separation between the sub-

strate and the cavity. The microscope image of the original membrane and the same one fabricated

with devices are shown on the left of Figure 3.7 (b), with the SEM image on the right. The layout

includes multiple designs, including 1D PhC cavities, 2D PhC cavities, and 1D cavities with taper

for fiber coupling. We adapt the design from previous demonstrations described in Ref [197, 202],

where PhCs are created by introducing air holes with uniform spacing. From photonic crystals,

the 1D cavities are formed by introducing a quadratic hole shift near the waveguide center, and

the 2D cavities are formed by shifting the center holes outwards in the PhC line-defect waveguide.

Both designs maintain the hole size, which is robust against design drifts or exposure offset during

lithography. The typical simulated Q and mode volume V for our 1D (2D) cavities are ≈1 × 106

(≈7.6×105) and≈0.5 (≈2.9) (λ/n)3. The SEM images of the 1D and 2D PhC cavities are shown

in Figure 3.7 (c)-(d). For practical applications, it is also important to enable the light out-coupling

with waveguides and eventually fibers to effectively initialize and readout the spin states to gen-

erate entanglements. Therefore, we include a third design, a 1D PhC cavity coupled to a feeding

waveguide with a taper region to allow efficient coupling to a tapered fiber [102, 203]. The SEM

image is shown in Figure 3.7 (e). The improved preferential coupling is achieved by reducing the

number of holes in the photonic crystal mirror on the side of the waveguide while keeping the other

side the same. This device structure has a simulated cavity Q of ≈1.9× 105.

3.4.2 Optical measurements

We first perform PL measurements on PhC cavities at room temperature using off-resonant green

excitation (523 nm) and measure the fluorescence using a spectrometer system. The measured

1D and 2D PhC cavity resonances with respect to the distance between holes match the simu-

lation value well, showing wavelength deviations of less than 1.1%. In addition, we observe

that 100% (30 out of 30) of 1D cavities and 85% (23 out of 27) of 2D cavities characterized

have spectrometer-limited quality factors (Q ≥2 × 104). To accurately obtain the cavity reso-
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Figure 3.8: Quality factor measurement of 1D and 2D PhC cavities. (a) The schematic of the cross-
polarization measurement. Olens: objective lens. P1 and P2 are orthogonal to filter out the incident
light. (b) The schematic of the fiber-coupling setup for measuring the cavity reflection signals.
We use the same laser for the cross-polarization measurement. The variable optical attenuator is
applied to stabilize the input power, which is measured via photodiodes (D1, D2). A fiber-based
circulator is applied to extract the reflected signal from the fiber. (c)-(d) On-resonance scan of the
1D and 2D PhC cavities using the cross-polarization setup. (e) On-resonance scan of the 1D PhD
cavity preferentially coupled to a waveguide. The cavity is shown to be nearly critically coupled
as the signal contrast is ≈95% in reflection. (f) The histogram of all the cavities that are measured
and resolved in the wavelength range between 710 nm and 770 nm. (g) The comparison of our
work with previous demonstrations as referenced in the text. The figure is reproduced from [169].
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nance and quality factors, we perform cross-polarization measurements using a tunable laser, two

polarizers (P1, P2), a beam splitter (BS), and a half-wave plate (HWP). The schematic of the

cross-polarization measurement is shown in Figure 3.8 (a). Compared with PL measurement, the

cross-polarization measurement does not require strong fluorescence on the cavity (which is nor-

mally detrimental) and is thus more suitable for measuring high quality, low optical background

resonators. Figure 3.8 (c)-(d) shows the reflection spectra of the fundamental modes measured

from the best 1D and 2D PhC cavities. The peaks are fitted to the Lorentzian function with Q

factors of 1.83(9)× 105 and 1.59(13)× 105, respectively. The figure for the Q factor comparison

versus wavelength is shown in Figure 3.8 (g). We emphasize that the Q factor of the 1D PhC

cavity is about one order of magnitude higher than previously reported diamond cavities operating

in visible wavelengths and is the new record for visible PhC cavities in any materials, including

diamond [62, 105, 198, 204], silicon nitride [205], aluminum nitride [206], silicon carbide [207],

GaP [80], and InGaP [208]. Similarly, our method to fabricate 2D PhC cavities produces Q fac-

tors that are 20 to 100 times higher than the state-of-the-art studies realized in diamond [98, 202].

This improvement is mainly because our fabrication approach has suspended 2D structures with

flat surfaces and uniform height by nature, which is typically hard to achieve using quasi-isotropic

etching or direct etching from diamond thin films. Lastly, we demonstrate the high device yield by

collecting the histogram of the Q factors from all cavities we have measured. As shown in Figure

3.8 (f), most 1D and 2D PhC cavities exhibit Q factors of over 5 × 104, which further showcases

the uniformity and yield of this platform.

We also characterize the 1D PhC cavities coupled to the waveguides. The measurement setup

is an optical fiber coupling system shown in Figure 3.8 (b). The light from the tunable laser is

power stabilized by the attenuator (VOA) before sending into the device, and the reflected light is

detected by an avalanche photon detector (APD). Here, only pW power excitation is used to detect

the reflection signal to reduce the heating effect. Figure 3.8 (e) shows the reflection spectrum from

the highest Q cavity. The loaded Q is measured to be 8.4× 104. The minimum cavity reflection is
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≤5% with 95.3(3)% of signal contrast, indicating that the cavity is nearly critically coupled. By

measuring the system’s transmission loss and comparing that with the total optical loss measured

by D1 and D2, we estimate the coupling efficiency between the fiber and the waveguide to be

≈65%.

3.4.3 SiV– center coupled to the cavity

Figure 3.9: Characterization of a SiV– center embedded in an 1D PhC cavity measured at 4K. (a)
An illustration of a SiV– placed close to the center of a 1D PhC cavity. (b) The energy diagram
of SiV–, featuring four ZPL transitions near 737 nm. (c) Second-order correlation measurement of
the C line using resonant excitation. The excitation power is kept low to avoid Rabi-like features
in the g2(t) plot. (d) The ZPL emission profile for a 2 h scan (upper panel) and a single scan (lower
panel). (e) The PL spectra of the cavity-SiV– system. Each spectrum is normalized to the highest
peak. (f) Time-resolved PL measurement of the SiV– showing a lifetime reduction with a factor
of 3 when the SiV– is on-resonance (red) with the cavity compared to the off-resonance condition
(blue). The figure is reproduced from [169].

In this section, we characterize the emitter properties of SiV– inside the nanophotonic cavities.

Stable and bright emitters strongly coupled with cavities are required for cavity quantum electro-
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dynamics (QED) experiments. To measure the optical coherence of the SiV–, the measurement is

performed at a cryogenic temperature (4K). The SiV–s are formed prior to the cavity fabrication

without location control, resulting in randomly distributed centers. In this work, we characterize

two SiV– centers embedded in high-Q cavities. The illustration is shown in Figure 3.9 (a). The

energy diagram of SiV– is plotted in Figure 3.9 (b), showing four ZPL transitions (A to D) near

737 nm wavelength at 4K. First, we measure the C transition of the SiV– at 737.09 nm. The ZPL

profile shown in the upper panel of Figure 3.9 (d) has an optical linewidth of 605MHz with minimal

spectral diffusion in 2 hours (lower panel). This ZPL linewidth is slightly broader than the typical

value of ion-implanted SiV– centers [209], which could possibly caused by the laser broadening,

membrane synthesis, cavity fabrication, and measurement temperature [94]. We also measure the

second-order correlation (g2(t)) of the SiV using resonant excitation. The measured intensity his-

togram shown in Figure 3.9 (c) exhibits a clear anti-bunching feature with g2(0) = 0.31 ± 0.12,

confirming the single-photon nature of the SiV–. The non-zero value of g2(0) is mostly due to the

dark counts of the APD and the spatial drift of the SiV–.

Lastly, we investigate the coupling between another single SiV– to a cavity. We choose a cavity

with a resonant wavelength of 737.5 nm and a measured Q factor of 1.2 × 105. The fluorescence

of the cavity-SiV– system is shown in Figure 3.9 (e), including four ZPL peaks and the cavity

resonance. We gradually tune the cavity resonance via gas condensation and laser annealing [197],

and observe a blue shift of the cavity resonance when applying the annealing laser. When the cavity

is on-resonance with the D-peak (red curve in Figure 3.9 (e)), we observe a ≈20-fold intensity

enhancement of the D line emission compared with the far-detuned conditions (∆ ≈ 0.4 nm, blue

curve in Figure 3.9 (e)). This change of rate suggests that the emission of the SiV– is improved by

the Purcell enhancement.

We conduct a time-resolved PL measurement to quantitatively measure the coupling between the

SiV– and the cavity. The measured PL intensities versus time for on-resonance (red) and off-

resonance conditions are plotted in Figure 3.9 (f). By fitting the curves with a single exponential
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decay and a constant offset, we obtain the optical lifetime of SiV– to be 0.470(6) ns (1.30(1) ns)

in on- (off-) resonance conditions. The Purcell factor of the zero-phonon line FZPL can be esti-

mated by comparing the two lifetimes and taking the fraction of emission εZPL into consideration:

FZPL =
τoff/τon−1

εZPL
[196]. Here εZPL is the fraction of the total emission into the D line, which

is estimated by the product of the SiV– Debye-Waller factor (70%) [32] and the branching ratio of

19.3% at 4K [196]. The Purcell factor FP is estimated by a similar equation: FP =
τoff/τon−1

ε ,

where ε = γD
γD+γrad,other+γnr

. Here γD, γrad,other, and γnr are the radiative emission of the D line,

radiative emission of other ZPL lines, and the phonon sideband, and the non-radiative decay. Using

the quantum efficiency QE = γrad
γrad+γnr

= 51% [196], we estimate a Purcell factor FP of ≈18,

which is in good agreement with the spectral intensity enhancement. This number is much smaller

than the value purely calculated from the cavity performance using FP = 3
4π2

λ3

n3
Q
V = 1.8 × 104.

This large deviation is mainly caused by the large displacement of the SiV– position with respect

to the cavity field maximum due to random bulk implantation and the imperfect alignment be-

tween the cavity mode and the emission profile of SiV–. In the future, mask implantation can be

introduced to enable precise location control and improve the coupling with the cavities [62, 68].

Furthermore, we estimate the cooperativity C if the masked implantation is applied. Our system

could reach a C of ≥440 for critically coupled 1D PhC cavities using experimental values. This

number is four times higher than the highest value reported previously [62] and could enable a real

strong coupling regime where the coupling strength is comparable or even higher than the cavity

and emitter decays.

3.5 Conclusion

In this chapter, we discuss three methods to fabricate nanophotonic cavities based on the diamond

membrane platform. The TiO2 deposition method has minimum requirements for diamond ma-

terial processing and offers strong evanescent coupling. The fully contact diamond waveguides

and ring resonators are compatible with other on-chip photonic devices and are ideal for integrated
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photonic applications. The suspended 1D and 2D PhC cavities have record-high quality factors

in the visible wavelength. In addition, they can be efficiently coupled to waveguides that can be

integrated with fiber optics for quantum networking applications. In the future, nanophotonic fab-

rication can be integrated with masked implantation to achieve the strong coupling regime between

cavities and emitters and unlock novel pathways for efficient spin-photon interface and practical

quantum networking systems. Efficient light out-coupling methods that preserve the spin prop-

erties of color centers can also be applied for NV– based quantum sensing applications. Ideally,

the diamond membrane platform can enable truly heterogeneous integration of color centers with

existing and emerging photonic circuits and act as a functional layer in future photonic systems,

which also include thin-film lithium niobate [210], aluminum nitride [211], and CMOS-compatible

devices [212].
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CHAPTER 4

STRAINED SNV– CENTERS FOR QUANTUM NETWORKING†

Abstract

Group IV centers in diamond are promising candidates for quantum networking applications. How-

ever, although they have shown impressive progress recently, their performance and future poten-

tial are negatively impacted by millikelvin operation temperature or inconvenient microwave spin

manipulation. Here, by applying the HSQ-based transfer method discussed in Chapter 2, we are

able to deterministically generate large a strain profile for tin vacancy centers (SnV–) in diamond

membranes. This external, in-plane strain profile reduces the phonon population that causes spin

depolarization magnitude, improves the SnV– spin coherence, and elevates the operation tempera-

ture. The anisotropic strain also enables efficient coherent spin manipulation between the two qubit

states via microwave, greatly improving the gate fidelity. Compared with the all-optical method,

this microwave-based manipulation offers straightforward, high-fidelity qubit operations and in-

tegration possibilities with on-chip nanophotonics and nuclear spins. Combined with transform-

limited optical linewidth in a wide range of temperatures, the strained SnV– is a prime candidate

for practical quantum nodes in quantum networking systems.

4.1 Introduction

In the quantum networking field, group IV centers have shown much greater potential than its

predecessor—NV– centers and have been utilized in a number of landmark demonstrations [62,

108]. Compared with NV–, the group IV centers’D3d symmetry leads to insensitive optical transi-

tions against first-order electric field (charge) noise [60], which significantly suppresses the spectral

diffusion against surface spins and nanofabrication processes. Additionally, their inversion sym-

metry leads to a small displacement of electrons between optical ground and excited states, which

†. The work discussed in this section was reported in [64]
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results in a favorable Debye-Waller factor with the majority of photons emitted at the zero phonon

line (ZPL) wavelength, which is critical for improving the spin-photon entanglement generation

rate [213]. Despite impressive, we have to realize some fundamental differences between group

IVs and NV– centers. The main difference comes from their electronic configurations. The energy

levels of NV– mainly depend on the spin-spin interaction between electrons. Therefore, the spin

coherence tends to have a weak coupling with the electron orbits. Even at room temperature, the

coherence time of NV– is often not limited by the spin-phonon interactions which determine the

spin lifetime T1. Furthermore, the spin-spin interaction leads to zero-field splitting. Thus, a small

magnetic field would be sufficient to define a spin qubit. In contrast, the electronic structure of

group IV centers is mainly determined by the spin-orbit coupling, which splits the ground state

into two orbital branches, each with two states belonging to different spin (S = ±1/2) and orbital

configurations. The two quantum states in the lowest branch form a natural qubit choice. How-

ever, this qubit does not have zero filed splitting and thus requires a sufficiently large magnetic

field to operate (see Figure 1.1 and Figure 1.2). Moreover, the qubit states can interact with energy

levels in the upper branch with different orbital states but the same spin. This coupling, which

can be easily realized via phonon-driven transitions [76], provides a decoherence channel outside

of the qubit subspace. Due to the strong temperature dependence of phonon density, all group IV

centers can only be operated at cryogenic temperatures. Specifically, with small spin-orbit cou-

pling (48GHz) and thus considerable phonon interaction, SiV– centers can only be operated at

millikelvin temperatures [67, 214] unless local phonon density of states can be engineered through

nanostructuring [101]. An alternative approach is to work with group IV centers with larger spin-

orbit couplings. These centers typically contain heavier group IV elements, such as SnV– or PbV–

[89, 215]. Another issue of group IV qubits is the coherent spin manipulation. Unlike NV– which

does not involve orbit change when driving the spin states, group IV centers have different orbits

for qubit levels, which naturally prohibits the coherent spin manipulation via microwave (MW).

Luckily, with spin-orbit coupling-defined qubit levels, group IV centers tend to have large strain
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susceptibility, which enables orbit mixing between qubit states and thus MW spin manipulations.

The added strain also offers extra coherence protection via strain engineering [216]. The state-

of-the-art strain magnitude can only reach 0.01% to 0.02% due to the exceptional hardness of

diamond [216]. Therefore, they have been mainly use for light group IVs such as SiV–. Further

improvement of the coherence and operation temperature while avoiding operating at a high qubit

frequency due to the strong-strain effect requires a combination of large spin-orbit coupling (such

as SnV–, 850GHz) and moderately large strain profile. These numbers are challenging to reach

via current methods, and a controlled process to generate considerable strain is desired to promote

heavy group IVs such as SnV– as coherent and cost-effective quantum networking nodes.

In this chapter, we introduce our approach to generate strained SnV– centers using our integrated

diamond membrane material platform. By bonding diamond membranes containing SnV– centers

to fused silica substrates, we leverage the very different thermal expansion coefficients between

diamond and fused silica carriers. Due to the much thinner diamond membrane (≈160 nm) com-

pared with the carrier wafer (≈500 µm), the thermal expansion coefficient mismatch generates a

large in-plane strain profile on diamond (approaching 0.1%), which remains uniform across the

membrane thickness due to its exceptional rigidness. The strain profile at this level enables the

MW manipulation of the SnV– electron spin and improves the coherence time and operation tem-

perature. We first discuss the physics of SnV–, including energy levels, related Hamiltonians, and

the implication of strain engineering to the center. We will then discuss the device layout and

numerical calculation of the strain profile, followed by the spin manipulation and coherence char-

acterizations. Both all-optical and MW-based methods are presented to form a complete basis

regarding various spin manipulation protocols.

4.2 Electronic configuration of strained SnV– centers

In this section, we first introduce the basis of the SnV– center in the optical ground and excited

states based on its group symmetry. We then discuss several Hamiltonian terms of SnV– that are
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important to understanding its physical properties. Depending on the strain profile, the SnV– can

behave differently. Due to the relatively complicated form of eigenvalues and eigenstates when the

strain is present, we only calculate the solution with zero strain and provide qualitative discussions

regarding the classification of three regimes: low-strain limit, intermediate regime, and high-strain

limit. In the following sections, the numerical calculations, physical model of the spin coherence,

and microwave manipulation efficiency estimation will be discussed, along with the experimental

results.

4.2.1 Hamiltonian of the strained SnV–

Negatively-charged group IV centers are spin-1/2 systems. They share the same D3d point defect

symmetry and numbers of electrons. There are a total of seven electrons that matter to the optical

and spin properties occupying the |ex⟩ and |ey⟩ orbits for ground and excited states, which include

eight sites. |ex⟩ and |ey⟩ orbits are essentially superpositions of covalent bonds. For the optical

ground state, four electrons occupy the |eu⟩ states, leaving one freedom in the |eg⟩ states, while

one |eu⟩ state has an unfulfilled hole for the excited state. To keep the consistency with other group

IV center studies, we use the same notation as SiV– to describe the basis of the SnV– in the ground

and excited states [60]:

2Eg Ground states:{|egx ↑⟩ , |egx ↓⟩ , |egy ↑⟩ , |egy ↓⟩}

2Eu Excited states:{|eux ↑⟩ , |eux ↓⟩ , |euy ↑⟩ , |euy ↓⟩}
(4.1)

Both ground and excited states are doubly degenerate in terms of orbits and spins. These degen-

eracies can be lifted by interaction terms, including spin-orbit coupling, external magnetic field

(Zeeman effect), and crystal effects (strain). Here we write those interaction terms in the basis we

choose: the spin-orbit coupling ĤSO, electron-phonon interaction (Jahn-Teller effect), the strain

effect Ĥstrain which includes the strain profile and susceptibility, and the Zeeman effect due to

static magnetic field ĤZ . Following Ref [60], we combine the Jahn-Teller term with the strain
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term since they share the same form. Therefore, the system Hamiltonian including all interaction

terms is written as follows:

Ĥsys = ĤSO + Ĥstrain + ĤZ . (4.2)

Before diving deeply into the physical properties of the strained SnV–, we first briefly discuss each

term in the Hamiltonian in the next few paragraphs.

Spin-orbit coupling The physics behind the spin-orbit term can be interpreted as an energy

shift induced by the interaction between a magnetic dipole and a magnetic field. In this case, the

magnetic dipole is the qubit spin, and the magnetic field is generated from the “movement” of

an electric field, which is the qubit in certain orbits. Therefore, the spin states are coupled to the

orbital states that lift the degeneracy. In general cases, the spin-orbit coupling can be written as

HSO = λ
2 L̂Ŝ, where λ is the interaction strength, L̂ is the orbital angular momentum operator,

and Ŝ is the spin operator. For group IV centers, the orbital angular momentum operators L̂x, L̂y

vanish due to the group symmetry for the Hamiltonian expressed in the {|ex⟩ , |ey⟩} basis [60].

Therefore, only the following L̂z term is non-zero:

L̂z =

0 −i
i 0

 (4.3)

Here we have set ℏ to 1. In the {|ex ↑⟩ , |ex ↓⟩ , |ey ↑⟩ , |ey ↓⟩} basis, only Ŝz term is coupled to

L̂z , and the spin-orbit coupling Hamiltonian can be written as follows:

ĤSO =
λ

2
L̂zŜz =

λ

2

0 −i
i 0

⊗
1 0

0 −1

 =



0 0 −iλ/2 0

0 0 0 iλ/2

iλ/2 0 0 0

0 −iλ/2 0 0


. (4.4)

Depending on the specific states, the value of λ varies. For instance, λg = 850GHz for optical
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ground states, while λu(or λe)≈3000GHz for excited states.

Strain The strain in the crystal stands for the relative spatial change of atoms from their reference

points. Depending on the types of collective spatial shifts, the strain can be categorized into normal

strains and shear strains. A common method to analyze strain is to write the strain as a 3 × 3

tensor←→ϵ . The diagonal elements {ϵxx, ϵyy, ϵzz} are normal strains which refer to purely distance

change. In contrast, non-diagonal elements {ϵxy, ϵxz , ϵyz} are shear strains indicating an angular

change of the lattice structure. Here we use the fact that in diamond ϵxy = ϵyx, ϵxz = ϵzx and

ϵyz = ϵzy. We note that the values of strain elements are subject to basis transformations. A strain

profile containing only diagonal elements in the lab frame may show non-zero shear strains in the

local frame. The strain influences the system via distortion of electron wavefunctions, which is

purely an orbital effect. The Hamiltonian can be written as follows:

Ĥstrain =

 εA1
− εEx

εEy

εEy
εA1

+ εEx

⊗ I2. (4.5)

Here we group the strain effect elements as {εA1
, εEx

, εEy
} according to the irreducible repre-

sentations {A1, Ex, Ey} of the D3d point group which forms the basis of the group IV defects.

Unless specified, the A1 group is usually not included in most discussions throughout the chapter

since it only generates global energy shifts (optical transition frequency) instead of relative shifts

within the ground or excited states. It is shown as an identity matrix. We also note that the strain

effect elements are expressed in the SnV–’s local frame, where the z-axis corresponds to the high

symmetry axis of the SnV– along the direction of two split vacancies. The high symmetry axis

is also called the quantization axis. The emergence of the quantization axis is another important

difference between point defects and free atoms whose quantization can be arbitrarily defined by

the external magnetic field. Due to the symmetries of the molecular structures, spin states are
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well-quantized only along certain directions, and spin-mixing will appear if the external magnetic

field is misaligned with the quantization axis. The spin-mixing feature can be observed via op-

tical cyclicity measurements [67], which will be covered later in this chapter. The terms {εA1
,

εEx
, εEy

} can be written as a linear combination of the diagonal (ϵxx, ϵyy, ϵzz) and off-diagonal

(ϵxy, ϵyz, ϵzx) elements in the strain tensor←→ϵ [63]:

εA1
= t⊥

(
ϵxx + ϵyy

)
+ t∥ϵzz,

εEx
= d

(
ϵxx − ϵyy

)
+ fϵzx,

εEy
= −2dϵxy + fϵyz,

(4.6)

Here ←→ϵ is expressed in the local basis of SnV–, where z-direction is along the high symmetry

axis and x, y plane is orthogonal to the axis described by Ref [60]. t⊥, t∥, d and f are four strain-

susceptibility parameters describing the strain-response of the ground and excited electronic states

categorized by point groups and strain types. Specifically, they are partial derivatives written as
∂εA1

∂(ϵxx+ϵyy)
,
∂εA1
∂ϵzz

,
∂εEx

∂(ϵxx−ϵyy) ,
∂εEx
∂ϵzx

, respectively. In the following texts, we ignore the diagonal

term ϵA1
, which only causes a global emission profile shift. The simplified Hamiltonian can be

thus written in the following form:

Ĥstrain =

 −εEx
εEy

εEy
εEx

⊗ I2 =



−εEx
0 εEy

0

0 −εEx
0 εEy

εEy
0 εEx

0

0 εEy
0 εEx


. (4.7)

Zeeman The Zeeman effect of spin defects in solids usually includes both orbital and spin terms.

Due to the D3d symmetry of the SnV–, the orbital component HZ,L of the Hamiltonian HZ only

includes one single term L̂zBz [60]. Unlike the spin term, the orbital term includes a pre-factor q
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[85] called effective reduction factor. This pre-factor is less than 1, which accounts for (1) electron-

phonon interaction (Ham term) and (2) the symmetry of the defect being lower thanO(3) (Steven’s

factor). Both terms have different values for the ground and excited states, leading to different q

parameters, which affect the emission wavelength between optical transitions.

The total HZ Hamiltonian is the sum of an orbital HZ,L and spin component HZ,S :

ĤZ = ĤZ,L + ĤZ,S = qµBγLL̂zBz + gµB Ŝ · B− 2µBδf ŜzBz (4.8)

This expression can be explicitly written as:

qγL

[
0 0 −iBz 0
0 0 0 −iBz

iBz 0 0 0
0 iBz 0 0

]
+
γS
2

 (1−2δf )Bz Bx−iBy 0 0

Bx+iBy −(1−2δf )Bz 0 0

0 0 (1−2δf )Bz Bx−iBy

0 0 Bx+iBy −(1−2δf )Bz

 (4.9)

where µB is the Bohr magneton andBx, By, Bz are the components of the external, static magnetic

field along the x, y, z directions in the local SnV– frame, respectively. The last term 2µBδf ŜzBz

originates from correcting with a factor δf the electronic Landé g factor to account for spin-phonon

interaction mediated by spin-orbit coupling [85]. In the following discussions, we will only use

the Ham factor and set Steven’s factor as 1 (δf = 0) except for the experimental interpretation of

optical splitting with external magnetic field in section 4.4, where we give estimates on the possible

values of Steven’s factor.

Stark effect SnV– belongs to the D3d point group, which indicates an inversion symmetry of

its electronic wavefunction (no permanent dipole). Therefore, the ZPL emission wavelength is

first-order insensitive to the external electric field (no first-order Stark shift). Although this feature

reduces the spectral drift of the ZPL wavelength which is beneficial for consistent entanglement

generation [73], the insensitivity leads to challenging ZPL wavelength tuning via second or higher

order Stark effect which is necessary for spectral alignment and indistinguishable photon gener-
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ation [217, 218]. Therefore, some recent demonstrations studied an alternative method utilizing

electro-optic modulators (EOMs) for external spectral alignment [23]. Since the work discussed

here does not involve any active spectral tuning method, we will omit the Stark effect Hamiltonian

term in this chapter. In Chapter 6, we will come back to the Stark effect induced by nearby charge

fluctuations.

4.2.2 SnV– in different strain regime

Zero strain When zero strain is present, the system Hamiltonian can be expressed as

Ĥsys = ĤSO + ĤZ (4.10)

If we use B+ = Bx + iBy to express the misaligned magnetic field, The eigenvalues and corre-

sponding eigenstates of Hsys are:

λ1 = qµBz − 1
2

√
4µ2B2

+ + (2µBz + λSO)
2

λ2 = qµBz +
1
2

√
4µ2B2

+ + (2µBz + λSO)
2

λ3 = −qµBz − 1
2

√
4µ2B2

+ + (2µBz − λSO)2

λ4 = −qµBz +
1
2

√
4µ2B2

+ + (2µBz − λSO)2

(4.11)

|1⟩ = |e+⟩ ⊗

[
|↓⟩ − 2µB+

λSO+2µBz+
√
4µ2B2

++(2µBz+λSO)2
|↑⟩

]

|2⟩ = |e+⟩ ⊗

[
|↑⟩+ 2µB+

λSO+2µBz+
√
4µ2B2

++(2µBz+λSO)2
|↓⟩

]

|3⟩ = |e−⟩ ⊗

[
|↑⟩ − 2µB+

λSO−2µBz+
√
4µ2B2

++(2µBz−λSO)2
|↓⟩

]

|4⟩ = |e−⟩ ⊗

[
|↓⟩+ 2µB+

λSO−2µBz+
√
4µ2B2

++(2µBz−λSO)2
|↑⟩

]
(4.12)
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Due to the relatively small Zeeman effect (gµB Ŝ · B) compared with the spin-orbit coupling λSO,

the eigenvalues λ1 and λ3 are the qubit states of the SnV–, with eigenvalues belonging to two

orthogonal orbits (|e+⟩ and |e−⟩). Since MW spin manipulation efficiency is correlated with the

Zeeman effect of the oscillating magnetic field (HMW = Hac
Z ), MW drive is not viable for strain-

free SnV– spin control and all-optical Raman-based method should be used instead [71]. The

parameter 2µB+

λSO±2µBz+
√
4µ2B2

++(2µBz+λSO)2
≈ µB+

λSO
is the β factor indicating the misalignment

of the spin quantization axis with respect to the high symmetry axis (usually very small) and can be

used to estimate the optical cyclicity, which is the ratio of spin conserving and flipping transition

intensities between ground and excited states.

Non-zero strain With the strain Hamiltonian added to Hsys, the exact solution of eigenvalues

and eigenstates becomes complicated and hard to interpret, and numerical calculations must be

implemented. However, we can first take a look at a simpler case, a strained SnV– at zero magnetic

field:

Ĥsys = ĤSO + Ĥstrain (4.13)

The exact solution of this Hamiltonian can be written as:

−
√
ε2Egx

+ ε2Egy
+ (λSO2 )2


|eA ↑⟩ = 1√

α2+|β|2
(
α |ex ↑⟩+ β

∣∣ey ↑〉)
|eB ↓⟩ = 1√

α2+|β|2
(
α |ex ↓⟩+ β∗

∣∣ey ↓〉)
+
√
ε2Egx

+ ε2Egy
+ (λSO2 )2


|eC ↑⟩ = 1√

γ2+|β|2
(
γ |ex ↑⟩+ β

∣∣ey ↑〉)
|eD ↓⟩ = 1√

γ2+|β|2
(
γ |ex ↓⟩+ β∗

∣∣ey ↓〉)
(4.14)

where α = −
√
ε2Egx

+ ε2Egy
+ (λSO2 )2 − εEgx

, β = εEgy
+ iλSO/2, and

γ =
√
ε2Egx

+ ε2Egy
+ (λSO2 )2− εEgx

. Since the strain Hamiltonian only affects the orbital part of

the SnV–, it cannot lift the full degeneracy of ground or excited states, leading to two branches. The
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lowest energy branch with eigenvalue −
√
ε2Egx

+ ε2Egy
+ (λSO2 )2 is the qubit subspace, still with

no zero-field splitting and requires an external magnetic field to remove the degeneracy. Looking

at the orbital part of the eigenstates, we can immediately observe the difference compared with

the strain-free case. First, the presence of strain effectively increases the energy splitting between

branches (from λSO to 2
√
ε2Egx

+ ε2Egy
+ (λSO2 )2), which is beneficial to coherence protection

against phonon decay as discussed in subsequent sections. Second, the orbital states in the qubit

subspace are |eA⟩ = 1√
α2+|β|2

(
α |ex⟩+ β

∣∣ey〉) and |eB⟩ = 1√
α2+|β|2

(
α |ex⟩+ β∗

∣∣ey〉), with

non-zero orbit overlap:

⟨eA|eB⟩ = 1−
λSO
2 (λSO2 − iεEgy

)√
ε2Egx

+ ε2Egy
+ (λSO2 )2(εEgx

+
√
ε2Egx

+ ε2Egy
+ (λSO2 )2)

(4.15)

This deviation from orthogonal orbitals enables MW transitions between qubit states, with the

efficiency depending on the overlap magnitude regardless of the strain magnitude. Therefore,

implantation-induced local strain can enable the MW manipulation of some centers [70].

Technically, there is no clear definition of the boundary of the strain regimes. Qualitatively speak-

ing, the low-strain limit indicates a regime dominated by the spin-orbit coupling (ε2Egx
+ ε2Egy

≪

(λSO2 )2), while high-strain limit indicates much stronger strain magnitude compared with spin-

orbit coupling (ε2Egx
+ ε2Egy

≫ (λSO2 )2). For instance, in the low strain limit, the overlap between

|eA⟩ and |eB⟩ states can be simplified as: | ⟨eA|eB⟩ | ≈
√
(ε2Egx

+ ε2Egy
)/(λSO2 )2. In the high

strain limit, however, | ⟨eA|eB⟩ | ≈ 1, indicating almost identical orbits for both qubit states with

maximum MW drive efficiency.
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4.3 System parameters and device realization

4.3.1 Strain susceptibility

SnV– has four strain susceptibility parameters: t⊥, t∥, d, and f . Here we focus on εEx
and εEy

strain which only involves two parameters d and f . If we look at the strain Hamiltonian in Eq. 4.7

and diagonalize it, we can find the energy difference△gs(es) that lifts the degeneracy of the ground

(gs) and excited (es) states:

△gs(es) = 2
√

[dgs(es)(ϵxx − ϵyy) + fgs(es)ϵzx]
2 + [−2dgs(es)ϵxy + fgs(es)ϵyz]

2, (4.16)

Here, the d and f parameters for ground and excited states are computed from density func-

tional theory (DFT) calculations. The functionals for this calculation include PBE [219] and

SCAN [220]. The supercell consists of 511 atoms with a [0.5, 0.5] occupation number for the

|ex ↓⟩ , |ey ↓⟩ orbitals. The splittings △gs(es) are approximated by the energy difference of the

corresponding Kohn-Sham (KS) orbitals, and the strain susceptibilities dgs, des, fgs, fes are ob-

tained from Eq. 4.16 by artificially modifying the lattice parameters of the supercell to generate

(ϵxx − ϵyy), ϵzx, ϵxy, and ϵyz strains. The results from both functionals are summarized in Table

4.1, showing similar values. Combined with the strain profile simulation, these numbers are used

for estimating the strain response of SnV– in the following sections.

Functional dgs des fgs fes
PBE 0.787 0.956 -0.562 -2.555

SCAN 0.834 0.921 -0.563 -2.592

Table 4.1: Computed strain susceptibilities (see text) of the SnV– in diamond, numbers are in units
of PHz/strain, which are obtained with the PBE and SCAN functionals.
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4.3.2 Strain magnitude simulation

Simulation model We use COMSOL Multiphysics@ to simulate the strain profile of the dia-

mond membrane bonded to the fused silica substrates via HSQ. Specifically, we choose to bond

the membrane onto a pre-patterned substrate with an etched trench to reduce the fluorescence back-

ground of HSQ and introduce some strain variation across the diamond. Since the strain effect ε

in Eq. 4.5 is defined in local SnV frame while the simulation result ϵ̃ belongs to the lab frame, a

series of rotation operations are applied. In the lab frame, the edges of the diamond belong to the

⟨100⟩ set, which is in parallel with the lab axes {x, y, z}, while in the local frame, one direction

in the ⟨111⟩ set is the z′ direction. From ⟨100⟩ to ⟨110⟩ to ⟨111⟩, the rotation operators are thus a

combination of R̂z(45
◦) and R̂y(54.7

◦):

ϵ = R̂
†
y(54.7

◦) R̂†z(45
◦) ϵ̃ R̂z(45

◦) R̂y(54.7
◦) (4.17)

Here R̂y(θ) and R̂z(θ) refer to:

R̂y(θ) =


cos(θ) 0 sin(θ)

0 1 0

−sin(θ) 0 cos(θ)

 , R̂z(θ) =


cos(θ) −sin(θ) 0

sin(θ) cos(θ) 0

0 0 1

 (4.18)

In the actual simulation, we use a three-dimensional (3D) geometry for the device layout, as shown

in Figure 4.1 (a). Except for the length of the carrier wafer (350 µm instead of 7mm), all other

parameters match the experimental values. The temperature-dependent thermal expansion coeffi-

cient of diamond and fused silica are obtained from Ref [221–224]. According to Ref [168], HSQ

is healed with a condensed molecular structure at a temperature of≈450 ◦C. Therefore, we choose

450 ◦C as the initial strain-free temperature and 4K as the final temperature, which is the cryo-
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Figure 4.1: Simulated strain profile of the diamond membrane. (a) The 3D structure of the sim-
ulated device. The green membrane is the diamond, the brown layer is the HSQ, and the grey
substrate is the fused silica substrate. The total length of the carrier wafer is limited to 350 µm.
(b-c) The ϵ̃xx (Exx) and ϵ̃yy (Eyy) strain profile of the membrane. The region of the SnV– centers
characterized experimentally is labeled as a red star.

genic temperature of our setup. We note that thermal expansion coefficients of both fused silica

and diamond become negligible below 30K; thus, this simulated strain profile is valid within the

temperature range of interest (1.7K to 7K) in this study.

Simulation result The simulated strain ϵ̃xx and ϵ̃yy are shown in Figure 4.1 (b)-(c). We note that

in the lab frame, the thermal-induced positive tensile strain is confined in the xy plane, which only

induces a non-zero negative strain along z (Poisson’s ratio), and the off-diagonal shear strain is 2-3

orders of magnitude smaller than the diagonal ones. Therefore, we neglect the off-diagonal strain

values in the lab frame and use the following matrix to represent the simulated strain profile:

ϵ̃ =


1.3e−3 0 0

0 6.8e−4 0

0 0 −2.5e−4

 , ϵ =


1.6e−4 −1.8e−4 5.8e−4

−1.8e−4 9.9e−4 −2.5e−4

5.8e−4 −2.5e−4 5.8e−4

 (4.19)

Although ϵ̃ only includes diagonal elements, the transformed strain tensor ϵ in SnV–’s local frame

contains non-negligible off-diagonal elements which also affect the properties of the center through

d and f parameters. Later in the chapter, we will compare the experimental data with the simulated
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strain profile and susceptibilities.

4.3.3 Microwave signal delivery

System design We use the fabrication technique discussed in Chapter 2 to generate highly strained

diamond membranes on fused silica substrates. The diamond membrane sits on top of a pre-

patterned substrate with a 5 µm-deep etched trench to reduce the HSQ fluorescence background.

When the diamond membrane device is ready for measurement post transfer and etching, we fab-

ricate an on-chip coplanar waveguide (CPW) to deliver microwave signals to target SnV– centers.

Compared with wire-bonded metal striplines [225], the lithography-defined CPW offers more de-

terministic and reproducible microwave signal delivery at the target location. In this work, most of

the CPW waveguides are designed to have 50 Ω impedance to match the rest of the electronics in

the setup. Based on the permittivity of the fused silica (≈3.7), the width of the center and the gap

is set to 60 µm and 6 µm to be compatible with the resolution of the photo-lithography. To enhance

the local field strength near the SnV– region, the center of the CPW is reduced to 6 µm around the

fused silica trench. The ground lines of the CPW waveguide are designed to go around the mem-

brane to be compatible with the trench design while offering a balanced microwave delivery mode.

Although this design could be further optimized based on the permittivity of diamond and the

membrane thickness, the special design near the diamond membrane area has a much smaller foot-

print compared with the MW wavelength and introduces small signal reflection. In addition, we

use a two-port microwave transmission design, which has the potential to drive centers in multiple

on-chip devices in the future. The two-port design also allows the microwave signal to be transmit-

ted and dissipated/measured outside of the chamber, relaxing the requirements for reflected signal

management (such as circulator) and allowing for more accurate MW signal strength estimation.

The microscope image of the CPW on the chip is shown in Figure 4.2 (a), with the transmission

data of an identical device shown in Figure 4.2 (b). The transmission loss is relatively low from

DC to 15GHz, with microwave loss Pin − Pout − Preflected (mostly thermal dissipation) to be 1.5
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Figure 4.2: Microwave signal delivery via CPW. (a) Microscope image of the CPW. The bonding
pad for wire bonding is not included. The middle region is the bonded diamond membrane with a
pre-defined trench. (b) The transmission of the CPW measured via a probe station using a vector
network analyzer (VNA). The S11 is the reflection spectrum, while the S21 is the transmission.
The operation frequency used in this work (2.75GHz) is labeled as a black dashed line.

dB around the operation point of this work (2.75GHz).

MW field simulation The electromagnetic field simulation is also performed via COMSOL

Multiphysics@. The simulation model is shown in Figure 4.3 (a). In the simulation, we set the

MW drive power to 24 dBm at frequency 2.75GHz. The characteristic impedance of the CPW

(the yellow rectangle in Figure 4.3 (a)) is set to 50Ω. The width of the signal line is 6 µm, consis-

tent with the device layout. The magnetic field distribution is presented in Figure 4.3 (b). Based

on the simulation results, we expect the effective magnetic field that is applied to the color centers

3 µm to 10 µm away ranges from 5mT to 1mT, corresponding to a transverse B field of 3mT to

0.6mT in the local SnV– frame.

4.4 Properties of strained SnV– centers

4.4.1 Device layout

In previous sections, we have discussed the device design and fabrication process. This section

will focus on the optical and spin properties of SnV– centers in the strain diamond membrane at

cryogenic temperatures. This strain is generated through heterogeneous thermal expansion dispar-
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Figure 4.3: Simulation of the microwave field in diamond membrane. (a) The 3D structure of the
simulated device. The length (width) of the suspended diamond membrane is set to 50 µm (25 µm).
The MW signal has a width of 6 µm. The sample is half-suspended to imitate the real device layout.
(b) The magnetic field distribution in the diamond membrane as a function of distance to the CPW.
The simulated depth is 40 nm from the top surface of the diamond, and the simulated position is
labeled as a blue arrow in (a).

ities between diamond and fused silica and affects the SnV– via strain susceptibility parameters

d and f . Fused silica’s much smaller thermal expansion coefficient results in a positive, tensile

strain to the SnV–. The schematic of this strain generation process is shown in Figure 4.4 (a). This

uniform thermal strain is passive, which is complimentary to some recent demonstrations utilizing

electromechanically-induced strain [79, 216]. Figure 4.4 (b) is the detailed microscope image of

the diamond-membrane heterostructure device from Figure 4.2 (a).

4.4.2 PL spectra of SnV–

We apply a widely-used optical method called confocal microscopy to directly measure the PL

properties of SnV– centers [226]. This method has a sub-micrometer (≈300 nm) lateral resolution

and is ideal for characterizing spatially apart individual emitters. As discussed in section 4.2.2,

the crystal strain monotonically increases the orbital splitting of SnV– centers, and this effect

can be captured by their PL spectra at cryogenic temperature, which is 1.7K in this work. The

energy level diagram is shown in Figure 4.4 (c), which highlights the ground and excited state

orbital splitting (∆gs, ∆es) and the corresponding contributions of spin-orbit coupling, strain, and
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Figure 4.4: Strained SnV– in diamond membrane heterostructures. (a) The schematic of the
diamond-fused silica heterostructure. The static tensile strain inside the membrane is generated
from the disparity of thermal expansion coefficients between diamond and fused silica. (b) The
microscope image of the diamond membrane (dashed cyan region) bonded to the fused silica sub-
strate. A trench (dashed green region) was fabricated before bonding. The gold coplanar waveg-
uide is fabricated post bonding to introduce microwave signals. A red star highlights the location
of the SnV– center used in this study. (c) The energy level of strained SnVs. Unstrained, strained,
and strained centers in the presence of a magnetic field are colored purple, blue, and green, respec-
tively. (d) The PL spectrum of a strained SnV– center (orange), showing a red-shifted zero-phonon
line (ZPL) wavelength with a much larger ground-state splitting compared with the values in bulk
diamond (purple). (e) The statistics of the SnV– ground-state splitting. Two different devices with
identical layouts are measured. Device 1 (pink) is used for all-optical spin control (discussed in
the SI), and device 2 (red) is used for microwave spin control.
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magnetic Zeeman interaction in purple, blue, and green boxes. When the magnetic field is absent,

two main ZPL lines are observable under off-resonant excitation (green laser, 532 nm): C line

between lower branches of optical ground and excited states, and D line between the upper branch

of optical ground state and the lower branch of optical excited state. A and B lines connecting

the upper branch of the excited state are normally missing for SnV– due to much faster phonon

decay processes to the lower branch instead of optical transition at such a high energy (3GHz to

4GHz). The ZPL peaks are named according to Ref [60]. The C and D lines of typical SnV–

spectra in strained membrane and bulk diamond are shown in Figure 4.4 (d), with a stark contrast

of energy differences between the two ZPL lines (ground state splitting between two branches)

showing ∆gs = ≈1300(850)GHz, respectively.

We emphasize that the strain generation is a deterministic process, and all SnV– centers in the

membrane are comparably strained. As shown in Figure 4.4 (e), we observed a distribution of the

orbital branches splitting ∆gs centered around 1500GHz across different devices with a minimum

(maximum) value of 1200(1800)GHz. Using the DFT strain susceptibility results, we estimate a

diamond membrane strain magnitude of 0.075% according to the simulated strain profile. This

number is about 0.55 times of the simulated value, as shown in Figure 4.5. This magnitude mis-

match could come from the inaccurate approximation of energy splittings from KS orbitals, the

mismatch of the thermal expansion ratios between COMSOL@ simulation and reality, or a lower

softening temperature of HSQ rather than the reported healing temperature [168]. In the following

discussions, we add this 0.55 pre-factor to the strain profile to best capture the system properties.

Nonetheless, the magnitude of the strain ϵ is 5 to 10 times larger than the previous reported values

[63, 68].

The SnV– strain regime As mentioned in previous sections, there is no exact description to cat-

egorize the strain magnitude to different regimes. In this work, we qualitatively make the judgment

via the ground state energy splitting ∆gs. In the low-strain regime, the energy splitting is close

to the spin-orbit coupling strength, which is nearly constant, while in the high-strain regime, the
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Figure 4.5: Strain profile comparison between simulated and experimentally measured results us-
ing the energy splitting between two orbital branches in ground and excited states. The simulated
and experimentally observed strain magnitudes are labeled in dashed red and green lines, respec-
tively. The DFT-simulated strain susceptibility parameters are used. The real strain profile is
considered to be the COMSOL@ simulated strain profile times a scalar pre-factor, which is 0.55 in
this case.

splitting scales linearly with the strain magnitude. Guided by that, we use ∆gs = 1200GHz as

the boundary between low-strain and intermediate regimes, and ∆gs = 2600GHz between inter-

mediate and high-strain regimes. For our strain profile, these values translate to strain magnitudes

of 0.055% and 0.143%. Therefore, most of SnV– centers in diamond membranes fall into the

intermediate strain regime where spin-orbit coupling and crystal strain have comparable effects,

and numerical calculations has to be applied to estimate the system properties.

4.4.3 Emission properties of strained SnV–

Polarization One concern of the strained SnV– centers is the potential change of the polarization

profile. At zero strain, the polarization of SnV– ZPL photons depends on their molecular orienta-

tions and can be categorized as two groups if ⟨100⟩ diamond is used. We probe the polarization of

the strained SnV– centers via a motor-mounted half-wave plate and a linear polarizer in the detec-

tion path. The photon emission intensity of the C and D lines with respect to the polarizer angle

in the lab frame is shown in Fig 4.6 (no external magnetic field). Both figures indicate the same
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Figure 4.6: Intensity of the (a) C line and (b) D line PL emission of SnV– over linear polarization
in the lab-frame, showing negligible difference from strain-free group IV centers. The solid lines
are fitting curves of the expected polarization, which is linear for the C line and circular for the D
line. They are projected to the lab frame according to the model in Ref [60].

polarization profile as bulk group IV color centers, indicating that the polarization does not change

when a strain of this magnitude is introduced.

Optical lifetime Another concern of the strained SnV– is their optical lifetime when living in

strained thin film diamond, a very different dielectric environment from bulk diamond. In this

work, we perform the optical lifetime measurement by resonantly driving the C line at the zero

magnetic field with an EOM, followed by an abrupt turning off while observing the emission

intensity decay. The fall time of the EOM is ≈200 ps. As shown in Figure 4.7, the decay time of

a typical strained SnV– is 4.93(19) ns with a single exponential decay profile, which is similar to

the bulk value [215]. Typically, the lifetime is expected to extend for shallow-doped centers due

to the refractive index variation. This is observed at another SnV– measured in the next section.

However, we note that the dielectric environment is not the only factor that affects the optical

lifetime, as additional non-radiative decay channels on the diamond surface could also reduce the

lifetime [227], which seems to be the case for this particular center.
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Figure 4.7: Optical lifetime measurement of the C line. The solid line is the fitting curve with a
single-exponential, showing a decay time of 4.93(19) ns.

4.4.4 Optical properties with magnetic field

After obtaining the optical properties of the SnV– at the zero magnetic field, we first measure

the optical transitions of SnV– as a function of the magnetic B field orientation and verify that

the symmetry of the defect is still preserved even under considerable strain. Here we use the

⟨111⟩ crystal axis, the high symmetry axis of SnV– as the z direction, and rotate the B field

in both polar (θ) and azimuthal (ϕ) angles while keeping its magnitude the same (0.2T). We

focus on two specific optical transitions, the spin-conserving transitions in the C line group with

labels A1 and B2 shown in Figure 4.4 (c). The optical cyclicity and energy splitting of the two

transitions are critical for the later SnV– spin initialization, all-optical spin manipulation, and spin

readout. The absolute energy splitting between the two spin-conserving transitions (A1-B2) with

respect to the angles θ and ϕ is shown in Figure 4.8. First, we find from this observation that large

splittings at moderate B field angles are achievable (6GHzT−1), which is ideal for high-fidelity

spin initialization and control. Second, there is little correlation between energy splittings and ϕ

angles, indicating a ϕ rotational symmetry of the splitting with respect to ⟨111⟩—the intrinsic spin

quantization axis of SnV–—which is similar to the zero strain case.

Optical splitting with external B field Although there are quite some similarities between the

result in Figure 4.8 and the strain-free SnV–’s, we have to note that besides the normal A1-B2
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Figure 4.8: The energy splitting rate between the A1-B2 spin conserving transitions with respect
to the polar angle θ of the applied magnetic field at different azimuthal angle ϕ. The aligned field
is highlighted with a black arrow. The measurement is performed at 1.7K.

splitting maximum along the quantization axis, an additional local maximum at θ =90◦—the

equator plane perpendicular to the quantization axis—is observed, where no splitting is expected

at the zero strain case.

To quantitatively understand this phenomenon, we perform a full 3D scan of theB field orientation

with approximately equal θ and ϕ spacings, with the (flattened) measurement result shown in

Figure 4.9 (a). We also numerically calculate the energy of the A1, B2 optical transitions with

varying B field orientations by diagonalizing the system Hamiltonian Hsys of Eq. 4.2, with results

displayed in Figure 4.9 (b)-(c). When constructing the Hamiltonian Hsys, we regard Steven’s

terms gL (in ground and excited states) in the reduction factor q as free parameters and determine

the range of it to match the experimental values. The difference of the splitting magnitude when

the B field is aligned with the quantization axis (θ = 0) and aligned along the equator (θ = π/2)

is plotted in Figure 4.9 (c) with varying gL ∈ [0, 1] in ground and excited states. The white region

refers to the gL,gs and gL,es pairs that match the experimental values when taking into the system

Hamiltonian. In short, this novel feature arises from the moderate crystal strain regime, which is

mainly visible for a magnetic field orthogonal to the spin-orbit-dictated quantization axis.

Spin-conserving transitions in different strain regimes Based on the simulation and exper-

iment values, we numerically explore the spin-conserving transition splittings in different strain

regimes. To plot the optical transitions, the magnetic field B is set to 80mT along the quantiza-
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Figure 4.9: Experimentally measured and simulated spin-conserving optical transitions A1, B2
with varying external magnetic field B. (a) Scanning of the splittings between A1, B2 transitions
with varying B field orientations. The magnitude of B is set to 0.2T. The x, y axis represents
the azimuthal (ϕ) and polar angle (θ) of the B field in the lab frame (not SnV– local frame).
The two poles on the plot represent directions along the quantization axis of the SnV–, and the
belt represents the equator. The heatmap is colored by the energy splitting in terms of GHz. (b)
Simulated splittings of the A1, B2 transitions by diagonalizing the system Hamiltonian along a
chosen path of varying B field orientations. This path in the lab frame is depicted as a red arrow
in (a). The x axis represents the polar angle of the B field in the SnV– local frame. The simulation
agrees qualitatively with experiments with the magnitude of splitting underestimated by 0.4GHz.
(c) The differences between the A1, B2 splittings at θ = 0 and θ = π/2 with varying Steven’s
reduction factor in the ground and excited states. The white region corresponds to pairs of Steven’s
reduction factor for ground and excited states that match the experimental observations when taken
into the diagonalized Hamiltonian.
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tion axis (⟨111⟩ direction), with the strain set to be the simulated profile with an additional scaling

factor. The total strain magnitude is used as the x axis to simplify the demonstration. A total

of four transitions {A1, A2, B1, B2} are plotted in Figure 4.10. Compared with the low-strain

“spin-orbit” regime and the high-strain regime, our experimentally observed result sits in between,

which belongs to a non-trivial intermediate region where neither spin-orbit coupling nor strain can

be treated as perturbation terms. Unlike SiV– centers [63], SnV– obtains larger quenching factor q

in the ground state (0.471) than the excited state (0.125) [85], leading to a significant splitting even

at zero strain. In addition, by calculating the same splitting curve with B field set to the equator

orientation, we observed an inverted A1-B2 sequence, which indicates that the relative energy be-

tween A1 and B2 changes the sign when the θ angle increases from 0◦ to 90◦. Identifying the A1

and B2 transitions is necessary for the spin initialization and readout in the following experiments.

Figure 4.10: Spin-conserving transition frequencies in different strain regimes. The relative strain
profile stays the same with only the scaling factor sweeping. The magnitude of the strain is defined
by the norm of the tensor. The B field is set to be 80mT along the quantization axis ⟨111⟩.

Optical cyclicity and operation points for all-optical and MW spin control The optical cyclic-

ity is defined as the branching ratio between spin-conserving and spin-flipping transitions. This

value depends on the spin and optical properties of SnV– and the external optical field. Theoreti-
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cally, we can calculate an analogous problem that only connects the intrinsic properties of SnV–,

which is the spontaneous emission rate ratio between spin-conserving and spin-flipping transitions.

That refers to the optical cyclicity with the absence of external optical excitation. According to Ref

[60], we use optical dipole matrices to calculate the emission rates of the two transitions. These

rates (probability) can be expressed using Fermi’s Golden Rule:

P = 2πρ| ⟨ψf | e · r̂ |ψi⟩ |2 = 2πρ| ⟨ψf | p̂ |ψi⟩ |2 (4.20)

Where ρ is the density of states that we set to 1 here. The |ψi⟩ and |ψf ⟩ are the initial and final

states of the SnV– which we assign to the excited state minimum |eA ↓⟩ and ground states |e1 ↓⟩

(|e2 ↑⟩) for spin conserving (flipping) transitions. The optical dipole p̂ is defined as:

p̂x = e



1 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 −1


, p̂y = e



0 0 −1 0

0 0 0 −1

−1 0 0 0

0 −1 0 0


, p̂z = e



1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


(4.21)

Using this definition, we can calculate the spin-flip possibility, which is the inverse of the sponta-

neous cyclicity 1
η =

Pflipping
Pconserving

with respect to the strain magnitude and the B field polar angle θ.

This result is shown in Figure 4.11. Depending on the specific spin manipulation mechanism, the

ideal operation points for MW and all-optical spin manipulation differ. In principle, the MW spin

manipulation method only uses optical excitation for initialization and readout purposes. There-

fore, a higher cyclicity is preferred to improve the overall signal counts. In contrast, the all-optical

manipulation method requires a lower optical cyclicity to drive the spin state efficiently via small

laser power and reduce the optical dephasing. The operation points of the MW and all-optical spin

control used in this work are highlighted in white (black) stars, showing a cyclicity of ≥2000 if

θ < 4◦ and a cyclicity of ≈20 if θ > 85◦. Although the MW operation point has a lower cyclic-
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Figure 4.11: The calculated cyclicity of the SnV– with respect to the B field polar angle θ and
the strain magnitude. The operation point of the MW (all-optical) spin control of the SnV– is
highlighted in white (black) stars.

ity compared with low strain SiV–s [67], this value is still compatible with single shot readout

requirements if the signal count can be improved by device design or setup optimization. In the

following two sections, we will discuss both MW and all-optical spin manipulation methods using

these operation points.

Optical coherence and temperature dependence As a potential quantum networking node can-

didate, the optical coherence (averaged ZPL linewidth) is crucial for establishing stable remote en-

tanglements at an appreciable rate. In this work, our measurement reveals near-transform limited

optical linewidths for the strained SnV– centers, showing that the presence of strain does not alter

the excellent coherence properties of the optical transitions, which have been previously demon-

strated with unstrained centers [215, 228]. The optical linewidths of the {A1, B2} transitions are

shown in Figure 4.12 (a). This 20 s average scan returns a mean linewidth of 47.4(16)MHz, only

40% more than the lifetime-limited value of 32.26(19)MHz (calculated from the 4.933(190) ns

optical lifetime). To further demonstrate the potential of the strained SnV– center as a promising

spin-photon interface at low-cost cryogenic systems with elevated operation temperature, we also

investigate the temperature dependence of the SnV– optical coherence. The linewidth statistics are
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Figure 4.12: Optical coherence of SnV– with external magnetic field present. (a) PLE scan of A1
and B2 transitions averaged over 20 s taken with a roughly aligned B-field with a magnitude of
81.5mT. The average linewidth for both transitions is below 48MHz, which is less than 1.5 times
the lifetime limited value (32.26(19)MHz). (b) ZPL linewidths of the A1 and B2 transitions with
respect to the temperature, showing negligible broadening with the maximum linewidth below
52.0(8)MHz. The transform-limited linewidth is shown as a dashed line.

shown in Figure 4.12 (b). The ZPL linewidth remains unchanged for both A1 and B2 transitions

up to 7K, with the maximum linewidth below 52.0(8)MHz—only 60% higher than the transform-

limited value. With excellent optical coherence, even modest Purcell enhancement of SnV– ZPL

can generate lifetime-limited photons suitable for efficient entanglement generation.

In addition, we characterize the long-term spectral stability of the {A1, B2} transitions by acquir-

ing the PLE spectra for more than 11 hours. The data is displayed in Figure 4.13, showing excellent

stability with only slight spectral diffusion. By fitting each acquired PLE trace [229], we extract

the common mode and difference mode shifts of the spin-conserving transition using Gaussian

fitting. As a result, the center frequency fA1 + fB2 has a standard deviation of σ =23.8(1)MHz,

while the splitting fA1 − fB2 has a standard deviation of σs =13.28(6)MHz. The linewidth and

peak stability are comparable to other group IV center results in nanostructures and confirm the

excellent potential of these defects for quantum photonic applications [68, 107, 108].
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Figure 4.13: Time evolution of the PLE line shape. Each vertical cut is the average of fast PLE
scans over 1 s, with each shot of the measurement containing both green and red excitation. The
solid white line is the fitted emitter resonance frequency.
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4.5 MW spin control of SnV–

4.5.1 B field alignment and optical initialization

As discussed in the previous section, the operation point of MW-based spin manipulation favors

high optical cyclicity with the magnetic field roughly aligned to the SnV–’s high symmetry axis.

Therefore, we first measure the power saturation curve and use the optical cyclicity information to

optimize the magnetic field orientation before initializing the SnV– spin.

Power saturation With prior knowledge of the optical lifetime, the power-dependent decay rate

is an important characterization step to extract the spin initialization rate, optical cyclicity, and

saturation power [71]. The power saturation curve for a typical SnV– is shown in Figure 4.14.

Here the decay rate (initialization rate) is fit by 1
η
Γ
2

p/psat
1+p/psat

, where η is the optical cyclicity, Γ is the

optical decay rate, and psat is the saturation power. For this specific characterization, the magnetic

field is roughly aligned to the quantization axis, and we find a saturation power of 7.96 nW with an

optical cyclicity η ≈ 2018 when the excitation polarization is roughly optimized. For microwave

spin control measurements, we operate at a saturation parameter of s = p/psat ≈ 10 for the

initialization and readout pulses.
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Figure 4.14: Decay rates of SnV– at different laser powers with a fit by 1
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Optical cyclicity optimization Since the optical cyclicity has a single local maximum close

to the pole of the emitter axis, we can further optimize it by sweeping two of the three magnet

axes independently once the B field is roughly aligned. The cyclicity data by varying the Bx

or By is shown in Figure 4.15, extracted by measuring the decay rate curve mentioned in the

power saturation measurements. Only a moderate increase in cyclicity is observed, indicating a

strain-limited maximum achievable cyclicity that aligns with the previous analysis. Therefore, we

roughly optimize the B field orientation so that the cyclicity reaches η ≈ 2500, similar to previous

strained SiV– measurements [67].
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Figure 4.15: Optical cyclicity optimization at (a) fixed By and Bz , with swept Bx and (b) fixed Bx

and Bz , with swept By.

Spin initialization With optical cyclicity optimized, we can proceed to the SnV– spin initial-

ization. High-fidelity spin initialization and readout highly depend on not only narrow optical

linewidths of A1, B2 but also resolvable splitting between the two, which is related to the B field

magnitude. The spin initialization curve of the SnV– with subtracted background is shown in Fig-

ure 4.16, indicating an exponential decay constant of 24.2(3) µs. We set the initialization pulse

duration to 200 µs, which translates to an initialization fidelity of 98.8%. Although a cyclicity of

2500 is still not sufficient for single shot readout threshold in our setup, such a technique can be

enabled via on-chip structures (nanophotonics, fiber couplers or grating couplers, solid immersion

lenses) [62, 106, 107, 197, 230, 231] or external methods such as microcavities [190, 232, 233].
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Figure 4.16: The spin initialization curve of the A1 transition with background subtracted, show-
ing a time constant of 24.2(3) µs and an initialization fidelity of 98.82%. The measurement is
performed at 1.7K.

4.5.2 MW driving efficiency

The MW spin manipulation with frequency matching the qubit frequency ωs can only be efficient

if some crystal strain is present, as discussed in Ref [63, 234] and previous sections. We numer-

ically calculate the electronic g factor to characterize the efficiency of the MW field—essentially

oscillating (AC) B field—that drives the spin state of the SnV–. The SnV– response includes both

spin and orbital Zeeman effects:

g =
2

µB
⟨e1 ↓| (Ĥac

Z,L + Ĥac
Z,S) |e2 ↑⟩ (4.22)

Ĥac
Z,L + Ĥac

Z,S =


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iqBac
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y

0 iqBac
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x + iBac
y −Bac

z


(4.23)

Here, the Bac is a normalized vector indicating the direction of the oscillating B field of the mi-

crowave. The actual driving field should be multiplied by an additional scalar. The |e1 ↓⟩ and

128



|e2 ↑⟩ are the two spin states of the SnV– used as qubit states, as shown in Figure 4.4 (c). In nu-

merical calculations, the Ham reduction factor q of the ground state is set to 0.471 according to

[85].

First, we investigate the effect of strain on the transverse and longitudinal g factor, with the result

shown in Figure 4.17 (a). In this simulation, the static B field is set to be 80mT along the SnV–

high symmetry axis (quantization axis), which is in line with our experimental configuration. The

calculated result indicates a transverse g factor of 1.64 for our device. This value is relatively high

compared with the spin-orbit regime for low-strain centers (≤0.3) and is close to the free electron

value (g = 2). The longitudinal g remains a minimum value which is expected. Second, we explore

the angular dependence of the transverse g factor with different static field orientations using our

experimentally observed strain profile. We observe a weak angular dependence of g, indicating a

consistently efficient MW driving efficiency regardless of the static B field orientation.

Figure 4.17: MW g factor calculation. (a) The transverse and longitudinal g factor with respect
to the strain magnitude. The static B field is set to be 80mT along the quantization axis ⟨111⟩.
(b) The angular dependence of the g factor with respect to different static field orientations (polar
angle).

4.5.3 MW manipulation of SnV–

High-fidelity spin control is a critical component of a spin-photon interface for quantum network-

ing. To realize efficient MW spin driving, we generate a large crystal strain in the diamond mem-

brane, which leads to an effective Landé factor g of 1.62 for the transverse microwave field. In
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addition, the MW waveguide around the measurement area is tapered to a width of 6 µm to en-

hance the microwave field amplitude, as shown in Figure 4.4 (b). The target SnV– center is ≈4 µm

away from the waveguide, which ensures an efficient exposure to the MW driving field.

Figure 4.18: MW control of the strained SnV– center at 1.7K. (a) Pulsed ODMR spectrum with
scanned MW frequency. The data (purple dots) is fitted with two Lorentzian functions (dashed line)
split by 628(182) kHz, each with a linewidth of 1047(208) kHz and 891(197) kHz, respectively.
(b) On-resonance Rabi oscillation of the SnV– at zero detuning, showing a Rabi frequency Ω/2π
of 4.50(2)MHz with a fidelity of 99.36(9)%. (c) Rabi chevron oscillations as a function of the
MW driving frequency. (d) Randomized benchmarking of SnV– shows an average gate fidelity of
97.7(1)%. The Rabi frequency is set to 2.8MHz in this experiment to avoid excess heating effects.

ODMR With the device and setup ready, we first initialize the spin via optical pumping and scan

the MW frequency across the expected spin resonance while monitoring the fluorescence intensity

of the spin readout at 1.7K. We show in Figure 4.18 (a) a clear signature of optically detected

magnetic resonance (ODMR) for the target SnV– center at the frequency 2.755GHz. This qubit

frequency is slightly higher than the anticipated value (2.1GHz) at an applied static magnetic

field of 81.5mT. The mismatch could originate from the slight difference between the displayed

and the actual magnetic field due to hysteresis and the deviation of the effective reduction factors
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under strain from the values shown in Ref [85]. In addition, the ODMR shows a profile with two

overlapping peaks separated by 628(182) kHz. This feature indicates an interaction between the

electronic spin of the SnV– with other spin systems in the vicinity, which might be a [13C] nuclear

spin or an electron spin from a P1 center.

Rabi oscillation After obtaining the two power-broadened ODMR transitions, we can resonantly

drive the SnV– spin state with a Rabi frequency Ω/2π of up to 4.50(2)MHz. The simple Rabi os-

cillation and chevrons (Rabi oscillations with different detuned driving frequencies) are displayed

in Figure 4.18 (b)-(c). From the figures, we observe a long-time averaged Rabi π-gate fidelity of

99.36(9)%, which shows a significant improvement from the all-optical Raman-based spin control

results [71]. The MW power delivered to the device is approximately 24 dBm (250mW), which

is comparable with the previous strained SnV– demonstration [68] and is significantly lower than

SnV– centers working in a lower strain regime [70].

Randomized benchmarking The single qubit gate fidelity of the MW-controlled SnV– is char-

acterized via randomized benchmarking. In this case, we use the following Clifford gate set: {I ,

πx, πy, πx/2, −πx/2, πy/2, −πy/2}. For a measurement including N gates, we randomly choose

the first (N − 1)-gates, use the last gate to undo the sequence, and then perform a z-basis measure-

ment. The π-gate duration tπ is acquired from the Rabi measurement, whereas π/2-gates have a

duration of tπ/2. The identity operation I is implemented as wait-time for tπ. No buffer times are

added as they would make the qubit prone to dephasing errors. However, the Rabi rate is slower

(2.8MHz, 18 dBm) to prevent excessive heating effect, which would lead to undesired/unnatural

spin decoherence and decay. The benchmarking result is shown in Figure 4.18 (d). With a fidelity

fitting of A ·FN +B, we can get the error per Clifford gate which is 97.7(1)% [235], an excellent

number for group IV centers.
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Power dependence of the Rabi frequency To investigate the power dependence of the Rabi

frequency, we sweep the MW drive at different power levels. At low power regime below 24 dBm,

we observe the expected
√
p-behavior. However, once the power reaches 24 dBm, there is an

apparent deviation of this
√
p dependence, as shown in Figure 4.19. Here, all power and voltages

are referred to the estimated value on the device, which can be extracted by separate calibration

measurements through the transmission waveguide. Although we do not observe any cryostat

temperature change during the Rabi measurement, this deviation still strongly indicates some local

heating effect from the heated gold stripline. The heating effect could be managed by replacing

gold with some B-field compatible superconducting metals (such as niobium) to deliver the MW

signal [236].
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Figure 4.19: Fitted Rabi-frequency Ω/2π over MW power level, showing the expected
√
p-

behaviour for low drive powers p < 24 dBm and a clear deviation beyond 24 dBm.

4.5.4 SnV– spin coherence at 1.7K

In this section, we focus on the coherence time T ∗2 and T2 measurements at 1.7K. At this tem-

perature, the spin coherence is not limited by the spin lifetime T spin
1 , which is verified later in the

section. Equipped with high-fidelity MW control, we first perform a Ramsey measurement. The
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Figure 4.20: Spin coherence of the strained SnV– at 1.7K. (a) T ∗2 of the SnV–, showing a dephas-
ing time of 2.5(1) µs. The extra beating pattern of 554(5) kHz is estimated to be an interaction
with the electron or nuclear spin in the vicinity. (b) Dynamical decoupling of the SnV– via CPMG
pulses. The CPMG-1 (spin-echo) returns a T2,echo of 100(1) µs, while the CPMG-128 reaches a
T2,CPMG128 of 1.57(8)ms. (c) The scaling of T2 with the number of CPMG and XY pulses, which
shows a sub-linear dependence.

pulse sequence and the result are shown in Figure 4.20 (a). The Gaussian envelope of the Ramsey

oscillation returns a spin dephasing time T ∗2 of 2.5(1) µs. In addition, we observe another indica-

tion of a proximal spin showing as a beating pattern in the Ramsey measurement. This echoes our

finding in the ODMR, which can be understood as a qubit with its frequency ωs detuned from the

driving frequency ω, leading to a slow oscillation pattern. By doing phase-dependent readout sep-

arately, we verify that this beating pattern remains, indicating that artificial MW signal detuning

is not the cause. This number is comparable to the SiV– result [67], with possible decoherence

sources including crystal vacancies and defects in the diamond and surface spins from both sides

of the membrane [78]. We also perform another measurement with a larger B field value (117mT,

3.694GHz qubit frequency) which returns a comparable T ∗2 value of 2.63(14) µs, indicating that

g-factor fluctuations as reported in Ref [67] are not the limiting factor of our T ∗2 .
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In addition to the T ∗2 characterizations, we also apply advanced pulse sequences, such as dynami-

cal decoupling via CPMG (Carr-Purcell-Meiboom-Gill) and XY sequences [237, 238] to filter the

noise spectrum and extend the spin coherence. The CPMG results are shown in Figure 4.20 (b).

The T2,echo, which is T2,CPMG1, returns a value of 100(1) µs that is much longer than the T ∗2 value,

indicating substantial low-frequency magnetic noise which could potentially come from surface or

bulk electronic spins since the nuclear spin bath is hugely suppressed by the isotopic engineer-

ing. Remarkably, the T2,CPMG128 prolongs the SnV– spin coherence to 1.57(8)ms. We note that

even with no signal normalization being applied, the CPMG figure remains a high signal fidelity

of ≈80% for up to 128 pulses, which can be further improved by using XY pulses. Future im-

plementations of faster Rabi pulses with superconducting metal waveguides could further improve

the signal fidelity to higher numbers of pulses. With a separate XY pulses experiment, we plot the

relationship between T2 time constants and the number of CPMG or XY pulses N in Figure 4.20

(c) and fit it with the scaling T2 ∼ Nβ . The fitting curve shows a sub-linear dependence with a β

factor of 0.593(8), indicating that the T1 limit is well above 1.5ms. In addition, we observe mini-

mal T2 differences between CPMG and XY sequences. Since XY sequences are more resilient to

control pulse errors (rotation or offset errors) compared to CPMG [238, 239], this finding verifies

that our control setup does not limit coherence.

4.5.5 SnV– operation at elevated temperature

For Group IV centers, the dominant decoherence source of the electronic spin qubit is the electron-

phonon interaction (phonon-mediated decay) between orbital branches [76, 234]. The interaction

rate depends on the thermal phonon population, which relates to the energy splitting ∆gs between

orbital branches. In addition to using heavier group IV elements (Sn), the qubit coherence of our

work also benefits from the presence of the crystal strain, which increases the effective branch

splitting to 2
√
ε2Egx

+ ε2Egy
+ (λSO2 )2 between optical ground and excited states. The reduced

phonon population in the upper branch leads to a higher operation temperature for SnV–.
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Figure 4.21: Performance of the strained SnV– at 4K. (a) Rabi oscillation of the SnV– center,
showing a gate fidelity of 97.7(5)% (b) Randomized benchmarking at 4K, showing an average
gate fidelity of 95.7(3)%. (c) Temperature dependence of the spin decay time T spin

1 , dephasing
times T ∗2 , T2,echo, and T2, 2XY8.

First we characterize the MW manipulation performance at 4K. The Rabi oscillation of the SnV–

at 4K is shown in Figure 4.21 (a). The π gate fidelity is characterized to be 97.7(5)%, only

slightly lower than the value at 1.7K due to background heating limitations. The randomized

benchmarking result returns an average gate fidelity of 95.7(3)%, confirming the preserved high

fidelity spin manipulation at 4K. Again, this randomized benchmarking uses the same 2.8MHz

Rabi rate.

Equipped with high fidelity gate operations, we then investigate the spin coherence of SnV– at 4K.

Due to the much larger branch splitting ∆gs of the strained SnV– (≈1300GHz) compared with

bulk SnV– (≈850GHz), we expect a much weaker electron-phonon interaction. This is confirmed
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by our temperature dependence data of T spin
1 , T ∗2 , T2,echo and T2,2XY8 shown in Figure 4.21 (c).

Fitting the same β factor in T2 ∼ Nβ curve using Hahn-echo and XY4 coherence time data returns

a value of 0.391(8) at 4K and 0.014 at 4.5K, indicating that the dominant decoherence mecha-

nism becomes phonon-induced spin decay instead of the spin bath (no coherence improvement vs

pulses).

From Figure 4.21 (c) we observe another interesting feature, a much lower T1-limited dephasing

time compared with the measured decay time T spin
1 . This feature originates from the fact that only

spin-flipping transitions between the lower and upper orbital branches drive T spin
1 . In contrast,

any phonon-induced transitions, including spin-conserving ones between orbital branches, lead

to spin decoherence (see the next section for more details). For instance, the spin depolarization

path |e1 ↓⟩ → |e3 ↓⟩ → |e1 ↓⟩ does not change the |e1 ↓⟩ state population (and thus would not

be captured by T spin
1 ), but the phase information is lost due to different precession frequencies

in the orbital branches [63]. In our case, the MW-operation point has highly cycling photon and

phonon transitions due to the well-aligned magnetic field, which leads to he huge ratio between

T
spin
1 and T1-limited dephasing (≈2000). Nevertheless, T ∗2 at 4K remains at 2.7(1) µs, which is

comparable to the 1.7K value. T2,echo only decreases slightly to 74(2) µs, with T2,2XY 8 reaching

the depolarization-limited T2—223(10) µs. We emphasize that all these numbers are the record

high values for all group IV qubits at 4K to date.

4.6 All-optical spin control of SnV–

Measurement configuration We have shown in the MW manipulation that strained SnV– have

excellent spin manipulation fidelity and spin coherence. Now we revisit the previous operation

mechanism [71], all-optical spin control of SnV– and investigate additional system properties. As

discussed earlier, the magnetic field B is aligned roughly on the equator plane of SnV–, perpen-

dicular to the quantization axis, to ensure sufficient spin-conserving transition splitting and low

optical cyclicity η.
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Here we use another strained SnV– with a ground state splitting of ∆gs =1384GHz. The measure-

ment is performed at 1.7K. First, we extract an optical lifetime of 7.04(10) ns, which is compatible

with an SnV– in the proximity of a surface [227]. By applying a magnetic field of |B| = 100mT

perpendicular to the emitter axis, we measure the power saturation curve shown in Figure 4.22.

Using the fitting function 1
η
Γ
2

p/psat
1+p/psat

, we extract a saturation power of psat =4.82(81) nW and a

cyclicity of η = 5.78(36). Such a cyclicity is ideal for the Raman-based all-optical control method.

Coherent population trapping (CPT) CPT is a commonly used method to characterize group

IV spin qubits with short coherence times [65]. In our implementation, the CPT feature is observed

by creating an optical lambda system and simultaneously driving the spin-conserving transition

A1 and the spin-flipping transition A2. By changing the detuning frequency of the spin-flipping

transition, a dip in the spectrum is present. This optical response indicates a population change of

the qubit state, which can be explained by electromagnetically induced transparency (EIT) [240].

The linewidth of the CPT is affected by multiple factors, including laser power and linewidth, spin

coherence, and optical coherence. The CPT data is shown in Figure 4.23. Fitting the data with the

model in Ref [71] by assuming a very long qubit coherence, we get an excited state decay rate of

Γ/2π =26.52(91)MHz, which is only 17% larger than the transform-limited linewidth Γ0/(2π) =

22.60(5)MHz.
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Figure 4.23: Coherent population trapping measured on an SnV– at perpendicular magnetic fields.

All-optical spin manipulation The all-optical spin manipulation relies on a Raman drive, which

consists of laser excitation pairs forming a Λ structure detuned from the actual excited states. In

this work, we operate at a single-photon detuning of ∆ = 1.5GHz. By limiting the laser sideband

power to p = 455 nW, we observe an intrinsic ODMR linewidth of δf = 1/T2∗ = 899(54) kHz,

which is shown in Figure 4.24 (a). The observed qubit frequency is fqubit = 2.321GHz, yielding

a g factor of 1.66, verifying that perpendicular B fields can couple to the strained SnV– efficiently.

By sweeping the Raman drive time T at the laser sideband power P = 1012 nW, we are able to get

a Rabi frequency of Ω/2π = 450(47) kHz, as shown in Figure 4.24 (b). The π-gate fidelity Fπ =

is 83(2)%, which is similar to Ref [71]. The limited gate fidelity can be explained by the non-zero

excited state excitation from the virtual Raman transition and optically induced dephasing.

Spin decay time We additionally measure the temperature dependence of the spin decay time

T
spin
1 as shown in Figure 4.25. We note that the lifetime here is much shorter than the T spin

1

measured in the MW-based protocol due to the spin and orbital mixing between orbitals discussed

later in the section.

Spin coherence time For the coherence time of SnV– at 1.7K, we observe a Ramsey coherence

T ∗2 of 1.13(7) µs as shown in Figure 4.26 (a), and a Hahn-Echo coherence T2 of 35.45(296) µs

as shown in Figure 4.26 (b). These values are relatively short compared to the measurements
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Figure 4.24: All-optical spin control of SnV–. (a) Pulsed ODMR at perpendicular B-field direc-
tions. (b) Spin control at perpendicular B-field directions with a sideband power of p = 1012 nW.
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Figure 4.25: Temperature dependence of the all-optical T spin
1 .

performed by the MW spin manipulation, indicating a moderate optical dephasing mechanism.

Spin depolarization: orbital and spin T1 Due to the degenerate spin-1/2 system, the qubit

subspace only occupies the lower branch of the optical ground state. Therefore, spin depolarization

could have multiple possibilities. Typically, we consider two types of spin decay channels, namely

orbit (T orbit
1 ) and spin (T spin

1 ) [65]. The T orbit
1 refers to the spin depolarization between orbital

branches in the ground state but with the same spin projection outside of the qubit subspace. In

contrast, the T spin
1 refers to a more natural definition, the spin depolarization between the qubit

states. Both processes are induced by the spin-phonon interaction in the diamond crystal, which

is the dominant decoherence source of SnV–. Since T spin
1 directly relates to the coherence of the

SnV–, we focus on the discussion to T spin
1 in this work.

There are three main phonon-induced T
spin
1 decay paths at low temperature [63]: direct single

phonon, resonant two phonons (Orbach process) [241], and off-resonant two phonons (Raman

process). Similar to SiV–, we found much slower single phonon and Raman spin decay rates for

SnV– at temperatures below 30K. Therefore, we only discuss the Orbach process here and study

its intensity dependence with the B field orientation (θ) and the strain magnitude. Adapted from

Ref [241], we write the Orbach decay rate γ2spin as follows:
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Figure 4.26: Coherence time T2 of SnV– from the all-optical control method. (a) Ramsey measure-
ment showing an inhomogeneous dephasing time of T ∗2 = 1.13(7) µs. (b) Hahn-Echo measurement
showing a dephasing time of T2 = 35.45(296) µs

γ2spin ∝
∆3
gs

exp (h∆gs/kBT )− 1

∣∣∣∑j ⟨e1 ↓|HAC
ε |ej⟩ ⟨ej |HAC

ε |e2 ↑⟩
∣∣∣2∑

ij

∣∣⟨ei|Hac
ε |ej⟩

∣∣2 (4.24)

Here i represent the states in the lower orbital branch (|e1 ↓⟩, |e2 ↑⟩) and j represent the states

belonging to the upper orbital branch (|e3 ↓⟩, |e4 ↑⟩). The HAC
ε denotes an AC strain field, which

refers to the phonon interaction in the crystal. Without any detailed discussion of the phonon

modes, we only use a balanced magnitude for the HAC
εEx

and HAC
εEy

and calculate the average effect,

with HAC
ε written as follows:
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ε = e
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, (4.25)

Figure 4.27 shows the relative spin decay rate at temperature 4K with the maximum number

normalized to 1. At the strain level of our device, we choose the operation points for MW-based

and all-optical methods based on spectral separation and optical cyclicity. These operation points

are highlighted as black and white stars in the figure. From the calculation we deduce a ratio of 500

to 1200 between the two T spin
1 , which is roughly aligned with our experimental values measured

at 6K (MW-based control T spin
1 =2.5ms, all-optical control T spin

1 =1.65 µs). We note that as a

pre-factor, the temperature would not change the decay rate ratio between the two configurations,

thus this ratio can be measured at any temperature. The match between calculated and measured

values reiterates that the Orbach process is the dominant factor for the T spin
1 decay.

Figure 4.27: The calculated Orbach decay rate of the SnV– with respect to the B field polar angle
θ and the strain magnitude. The operation points for the MW-based and all-optical control of the
SnV– spin qubit are highlighted as black and white stars, respectively.
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4.7 Conclusion

In this chapter, we introduce one application of the diamond membrane for quantum technologies—

strain tuning of group IV quantum emitters. By creating a simple diamond membrane-fused silica

heterostructure, we generate a significant passive strain of 0.05% to 0.1% in diamond by lever-

aging the differences in thermal expansion coefficients. The presence of strain enables efficient,

high-fidelity microwave control of the SnV– spin. In addition, the strain profile greatly increases

the energy splitting between the two orbital levels of the SnV–, suppresses the phonon-mediated

spin decay, and improves the spin coherence and operation temperature at up to 4K. In com-

bination with near lifetime-limited optical linewidths up to 7K, these improvements reduce the

technological barrier towards practical, cost-efficient quantum networking nodes. Notebly, we

reach a Rabi π gate fidelity of 99.36(9)% (97.7(5)%) with a randomized single qubit gate fidelity

of 97.7(1)% (95.7(3)%) at 1.7K (4K). The spin coherence can be extended to 1.57(8)ms at

1.7K and 223(10) µs at 4K by applying dynamical decoupling pulses. These numbers can be

further improved by generating higher strain through heterostructure optimization and additional

active tuning. Moreover, derived from scalable diamond membrane generation, our platform is

compatible with additional on-chip integration, such as integrated photonics discussed in Chapter

3 [94, 169] and MEMS structures, unleashing more exciting opportunities for solid-state quantum

technologies.
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CHAPTER 5

NV– CENTERS FOR QUANTUM SENSING APPLICATIONS†

Abstract

NV– center in diamond is one of the most widely used spin defects in quantum technology. Al-

though NV– has been utilized to demonstrate quantum computing and networking, quantum sens-

ing is the most common and widespread application. The NV– center’s C3v point group symmetry

is both a gift and a challenge. These centers are sensitive to the target signal but are also prone

to various types of environmental noises. Such a unique combination often reduces NV– coher-

ence if they are close to poorly prepared surfaces, lattice damage, or distortion. In this chapter,

we focus on the quantum sensing application and investigate the coherence of NV– inside our di-

amond membranes. As a sensitive probe, the electronic and optical properties of NV– can also be

used for characterizing the diamond membrane itself. At last, we will introduce an application of

NV– centers in diamond membranes for quantum bio-sensing. The preserved qubit coherence and

successful real-world implementation will unlock more sensing opportunities in future practice.

5.1 Introduction

NV– center is the most famous point defect in diamond and has had significant progress in the

past few decades. We have discussed the basic properties, operation mechanisms, and applications

of NV– center in Chapter 1. In this chapter, we will focus on the main application of the NV–

center—quantum sensing. Unlike quantum networking [43], quantum sensing does not require

exceptional optical coherence and cryogenic temperature operation. Most NV– quantum sensors

are measured at room temperature. In addition, except for some far-field sensing such as general

magnetic field sensing for navigation [242], most nanoscale sensing regime requires NV– centers

†. The work discussed in this section was reported in [40, 94]

144



to be closer to the diamond surface, where many sensing targets can be around [243]. Although

NV– can have well-preserved coherence when living deeply inside the crystal [82], the coherence

of near-surface centers is heavily influenced by the surface spins [78], including improper surface

treatments, contamination, and excess surface roughness. In addition, when the density of NV– in-

creases, the coherence is also impacted by the large density of nitrogen impurity, which are present

as P1 centers with non-zero electron spin. The nuclear spins, especially 13C with 1.1% in natural

isotope, can also affect the NV– coherence. Since the magnetic field sensitivity is inversely related

to the coherence [244], the nanoscale quantum sensing research must balance the relationship

between the qubit coherence, NV– density, and sensing distance to optimize the overall sensitiv-

ity. Another implication of NV–’s extreme sensitivity to surface spins is that the coherence can

be easily impacted by device nanofabrication, which prevents people from many device designs

(especially collection efficiency improvements) except for µm-size solid immersion lenses [43],

general diamond etching [96], and the use of oil objectives.

One of the major aims of our sub-µm-thick diamond membranes discussed in Chapter 2 is NV–

quantum sensing. Before applying them to real-world applications, we have to characterize the

NV–’s coherence property to ensure their sensitivity is comparable with bulk centers. As men-

tioned in Chapter 2, the membrane fabrication is carefully designed to minimize the spin environ-

ment. Some techniques include atomically smooth surface polish, crystal quality optimization to

reach a bulk-like Raman feature, and 12C isotopic purification during growth to minimize the back-

ground nuclear spin density. In this section, we will characterize NV– centers in the membrane,

compare their spin coherence with the bulk values, and gain insights into the magnetic noise lev-

els in the crystal [78, 245–247]. In addition, the NV– optical characterizations provide invaluable

information on the diamond membranes’ material properties, such as strain distribution, surface

termination, and impurity background. Furthermore, we will present a proof-of-concept device

using diamond membranes and microfluid channels for quantum bio-sensing. The successful im-

plementation of the diamond membrane will unleash the potential of this versatile platform for
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more exciting applications.

5.2 Spin coherence of NV– in membrane

5.2.1 Measurement protocol

Standard free induction decay (FID) and spin echo (SE) sequences are used to measure T ∗2 and T2

of NV–. The measurement sequences are displayed in Figure 5.1, which contains two branches

to measure both the |m = 0⟩ and |m = −1⟩ projections. After spin initialization and a π/2-pulse

on the NV–, the spin evolves for a time τ (a πy pulse at τ/2 is applied for the SE) before another

+π/2-pulse or −π/2-pulse is applied to for readout. The green laser is used for both spin readout

and initialization. The readout windows at the beginning of each laser pulse are binned as the

readout signals, S0,−1, and the readout window at the end is binned as a reference, R, which

serves to correct for slow drifts after each measurement cycle [248].

Figure 5.1: NV– Coherence measurement sequences. Both the spin echo (a) and free induction
decay (b) sequences have readout, initialization, state preparation, and state projection pulses. The
spin echo sequence has an additional π-pulse to refocus the spin.

We fit T ∗2 measurement data to the following function [249]:
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B + exp
[
−(t/T ∗2 )

2
]
·
2I+1∑
i=1

ai cos (2πfi(t+ ϕi)), (5.1)

HereB is the background offset since both |m = 0⟩ and |m = −1⟩ states are “bright” with different

count rates. ai, fi, and ϕi are the amplitude, frequency (detuning), and phase of each sinusoid

corresponding to each nitrogen hyperfine peak. I is the nitrogen nuclear spin (1/2 for 15N, 1 for

14N). For SE measurements, the T2 data are fit to:

B + A exp [−(t/T2)n], (5.2)

Where B is the offset, A is the amplitude, and n is either a free parameter or fixed at 3 [249], when

the former does not fit. Physically, this number n connects to the spin bath properties, such as P1

centers [83].

5.2.2 Coherence time of NV– in HSQ-bonded membranes

NV– centers is a spin-1 system with a zero field splitting of 2.87GHz. To effectively measure

the spin coherence, a static magnetic field of 15 gauss is applied at approximately 35◦ to the [100]

sample surface to split the spin levels |m = 1⟩ and |m = −1⟩. Given the orientation of the sample,

this magnetic field is 10◦ misaligned to the [111] crystal axis. All NV– center measurements are

performed at room temperature with atmosphere pressure. NV– centers along all four possible

crystal orientations are measured. Their orientations are determined by distinguishable transition

frequencies due to different Zeeman splittings. The MW signal is delivered via a standalone metal

wire bonded across the diamond membrane.

Figure 5.2 (a)-(b) show the representative free induction decay (T ∗2 ) and spin echo (T2) curves

of a single long-lived NV–. The oscillations in the first 100 µs of Figure 5.2 (a) arise from the

aliasing of the electron spin echo envelope modulation. These measurements indicate that the dia-

mond membrane fabrication does not preclude the formation of highly coherent spin qubits, even
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Figure 5.2: Coherence of NV– in HSQ-bonded membranes at room temperature. (a-b) Represen-
tative spin echo and free induction decay curves of a single long-lived NV–, accompanied by fitted
T2 and T ∗2 coherence time constants. The oscillations in the first 100 µs of (a) arise from the alias-
ing of the electron spin echo envelope modulation. (c) A scatter plot of T ∗2 and T2 times for the 20
measured NV– centers. Inset box plots denote median values of 26 µs and 52.5 µs (dashed lines)
and lower-quartile values of 9.5 µs and 28 µs. Error bars are fit errors.
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with a total membrane thickness of ≈130 nm. A scatter plot of coherence times from all 20 NV–

centers we measured is shown in Figure 5.2 (c), showing a spread of 4.3(3) µs to 149(7) µs and

8(2) µs to 400(100) µs of T ∗2 and T2, respectively. The large span of coherence times indicates that

NV– centers are evenly distributed over the thickness of the membrane, with some residing within

≤15 nm from both surfaces (T2 ≈ 10 µs) where previous work demonstrated decoherence from

surface noise [78, 246]. Some others are more likely to be away from both surfaces (T2 ≥ 300 µs).

This is also inline with the observation in Ref [90], where T2 times for deep δ-doped NV– centers

(≥52 nm) are on the order of ≈700 µs, while the measured values drops drastically as the δ-doped

layer was brought closer to the diamond surface (≤35 nm). Based on these observations, we con-

clude that many of the centers we measured should come from naturally incorporated nitrogen in

the diamond membrane, as implanted 14N have a predefined depth—40 nm. However, statistically,

the surface proximity distribution of the NV– alone cannot fully account for a large number of

NV– centers with T2 ≤100 µs. Another decoherence source might be the ion implantation of other

species (Si+, Ge+, Sn+) in the same device, which is known to introduce crystal damage through-

out the ion path and create spin-full vacancy complexes that are not mobilized nor annihilated

during the annealing process [247]. Nonetheless, the spin echo coherence time (T2 up to 400 µs)

is comparable with near bulk-like properties for centers of this depth, and the free induction decay

(T ∗2 up to 150 µs) outperforms commercially available bulk material due to the 12C purification.

The coherence times presented here are fully compatible with applications in quantum sensing and

hybrid quantum systems [245, 250, 251].

Spin decay time T1 To confirm that the coherence T2 of NV– centers is not limited by the

spin population decay time T1, We compare T1 for two NV– centers with an order of magnitude

separation in T2. The differential T1 measurement for NVX (T2 = 13(1) µs) and NVY (T2 =

146(53) µs) is shown in Figure 5.3. Over 5ms of measurement duration, there is no observable

increased decay for NVX compared with NVY, indicating that T1 plays no role in limiting the

coherence.
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Figure 5.3: NV– spin lifetime at room temperature. A total of two NV– centers are measured; they
have an order of magnitude spread in T2 times but show similar T1 decay curves.

5.2.3 Coherence time of NV– in direct-bonded membranes

We know that the diamond membrane synthesis maintains the spin coherence properties of NV–.

Here, we examine the compatibility of the direct-bonding methods for quantum technologies by

measuring a direct-bonded membrane at room temperature. The membrane we use is similar to the

HSQ-bonded ones, which is≈150 nm thick and bonded to a thermal oxide substrate. In addition to

implanted and naturally formed 14NV– centers, this membrane contains naturally formed 15NV–,

which originates from the diamond growth chamber that is regularly used for δ-doping of [15N]

[40]. The measurement results of two NV– centers are shown in Figure 5.4, including ODMR

spectra, Ramsey measurements (T ∗2 ), Fourier transformation of T ∗2 , and Hahn echo measurements

(T2). The isotope of nitrogens is identified by the ODMR features shown in Figure 5.4 (a)-(b).

Ramsey measurements displayed in Figure 5.4 (c)-(d) shows T ∗2 of 92(16) µs and 66(9) µs, respec-

tively. These notably long T ∗2 directly imply a high-performance 12C isotopic purification during

diamond membrane growth. To better understand the interaction picture, we reproduce the two

T ∗2 measurements with a much finer scan and perform the Fourier transform to the measurement

results (to avoid undersampling), as shown in Figure 5.4 (e)-(f). From the Fourier transform, we

can easily tell that the 15NV– (Figure 5.4 (e)) is coupled to a nearby 13C nuclear spin. This results

in an interesting oscillation pattern in its spin echo measurement shown in Figure 5.4 (g). Never-
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theless, this NV– center shows remarkably long Hahn-echo T2 of 632(21) µs, which is comparable

to the 600 µs to 2000 µs coherence time range reported in isotopically-purified bulk diamond [131],

showing that the direct-bonding method does not bring excess decoherence sources.

Now, we analyze the oscillation pattern in the spin echo measurement. We first write down the

interaction term from the weakly coupled 13C. In the rotational frame of the NV– electron spin, the

Hamiltonian is given by:

H = ωnIz + Sz(AIz +BIx) = (Ams − ωn)Iz +BmsIx (5.3)

Where ms ∈ {0, 1} is determined by the electron spin state. The Iz and Ix are the nuclear spin

operators. Diagonalizing the Hamiltonian gives the resonance frequency

K =
√
(Ams − ωn)2 + (Bms)2, such that K+ =

√
(A− ωn)2 + (B)2 and K− = ωn for the

two NV– spin states. Therefore, the fitting function of spin echo can be simplified to the following

form:

f(τ) = Ae
(− τ

T2
)n

[
1 + 2

(
Bωn
K+K−

)2

sin2
(
2πK+τ

4
+ ϕ0

)
sin2

(
2πK−τ

4
+ ϕ1

)]

= Ae
(− τ

T2
)n

[
1 + 2

(
B

K+

)2

sin2
(
2πK+τ

4
+ ϕ0

)
sin2

(
2πK−τ

4
+ ϕ1

)] (5.4)

Here τ is defined as the total wait time of the spin echo measurement, which lasts from the begin-

ning of the π
2 pulse to the end of the second π

2 pulse. It has a factor of 2 difference from the original

reference [252]. From this fitting curve, we can easily find two oscillating frequencies, 2πK+
4 and

2πK−
4 , that is in line with the T2 oscillation curve. The modulation frequencies—97.32(5) kHz

and 14.82(5) kHz—correspond to the free precession of 13C at ≈91 gauss (the magnetic field used

for spin measurements) and the combination of free precession and coherent coupling strength of

the 13C to the 15NV–.
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Figure 5.4: Spin coherence of NV– centers in direct-bonded membranes at room temperature. (a),
(c), (e), (g) are measured from a single 15NV– while (b), (d), (f), (h) are measured from a single
14NV–. (a)-(b): the ODMR spectra. We simplified the fitting using multi-peak Lorentzian to
retrieve the ODMR frequency and linewidth. (c)-(d): Free induction decay (Ramsey measurement)
of the NV– centers. Both NV–s show notably long T ∗2 times due to the isotopic purification during
overgrowth. (e)-(f): Fourier transformations of finely sampled Ramsey measurements show the
Larmor precession frequencies coming from in e) the intrinsic 15N with additional splitting from
a distant 13C and in (f) only the intrinsic 14N. (g)-(h): Hahn echo measurements of the 15NV– and
14NV– showing long T2 values.
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Using the fitted frequency parameters, we obtainA = ωn±
√
K2
+ −B2, which is either 90.493 kHz

or 104.176 kHz. We can then use this value to make a rough estimate of the separation between

the 13C and our NV– center. By ignoring the Fermi contact interaction, the interaction terms can

be written as:

A =
µ0γeγnℏ
4πr3

(3 cos2 θ − 1)

B =
µ0γeγnℏ
4πr3

3 cos θ sin θ

(5.5)

Solving these equations for θ and r gives [253]:

θ = arctan

1

2

−3A
B

+

√
9
A2

B2
+ 8


r =

(
µ0γeγnℏ(3 cos2 θ − 1)

4πA

)1/3
(5.6)

Inserting the numbers we have returns an r = 1.40 nm with θ = 5.5◦ or r = 1.33 nm with θ = 4.8◦

for A = 90.493 or 104.176 kHz. We note that this effect is not apparent for 14NV–, as its large

quadrupole interaction at low magnetic fields suppresses the spin echo modulation regardless of

the magnetic field alignment [249]. As a result, it returns a simple decay without modulation, as

shown in Figure 5.4 (h).

5.3 Characterizing membrane properties using NV–

5.3.1 NV– strain measurements

In addition to the magnetic field, the NV– center is also sensitive to both strain and electric field

(Π) through spin state coupling, as shown in the Hamiltonian:
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H = (D +Πz)S
2
z +Πx

(
S2y − S2x

)
+Πy(SxSy + SySx). (5.7)

In practice, parallel strain/electric field (Πz) shifts the effective zero-field splitting, while the per-

pendicular components (Πx,y) split the upper and lower spin transitions [254]. Therefore, the spin

state transitions of NV– is a good indicator of the local electric and strain fields, which can thus

be used for membrane strain characterizations when no external E field is present. From Ref

[255], the strain susceptibilities are dσ:∥,⊥ =13.3GHz and 21.5GHz, thus we expect parallel and

perpendicular effects to be of similar magnitudes.

Figure 5.5: Zero-field splitting of measured NV– centers in different orientations.

For the diamond membrane bonded to the silicon substrate using HSQ, We measure the ODMR of

the NV centers versus their orientations as shown in Figure 5.5. The shifts of the zero-field splitting

can be used to extract an upper bound on the strain in the membrane. If we assume the larger shifts

of ≈1MHz arise entirely from crystal strain (no implantation damage)—an over-estimate given

the above discussion—we arrive at a strain of < 10−4 which is relatively small for such a device

heterostructure. Multiple factors of the membrane transfer process can contribute to the built-in

strain. For instance, the dry transfer might introduce in-plane strain due to non-zero approaching

angle and speed. Additionally, some on-chip structures (such as trenches) can modify the strain

distribution across the membrane.
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5.3.2 Background [N] and [NV ] estimation

Unlike group IV centers, NV– centers are widely present in natural and artificial diamonds. There

are three primary sources of nitrogen in diamond, including ion implantation, δ-doping [90], and

natural incorporation. They can all form NV– centers at certain conditions. The naturally incor-

porated nitrogen impurities mostly come from the presence of the nitrogen element during the

formation of diamond (either naturally or artificially). They always have a non-negligible den-

sity inside diamond with a lack of deterministic location control. Therefore, they are often called

“background [N]” and become a metric for diamond grade classification. For instance, most op-

tical grade single crystal diamonds have parts-per-million (ppm) level [N], while the electronic

grade only has parts-per-billion (ppb) concentration.

The diamond membrane synthesis shows a very low natural [N] abundance concentration which is

lower than the upper bound of the SIMS equipment resolution (4.5(2)× 1015 cm−3, ≤26(1) ppb).

Fortunately, the synthesis process is highly amenable to in-situ δ-doping of 15N during overgrowth

[90]. These δ-doped nitrogen is isotopically engineered to be 15N which shows different ODMR

features from the 14N overgrowth background (99.64% natural abundance). Therefore, by limiting

the density of 15NV– and 14NV–, the 14N concentration can be estimated by categorizing and

counting the fluorescent color centers via ODMR features in the PL map. The membrane we use

here has a δ-doped layer with 2 nm thickness inside a 110 nm-thick diamond membrane. The PL

map of the membrane is shown in Figure 5.6. The 15NV– centers are labeled in teal circles, while

background 14NV– are in white rectangles, with representative hyperfine-resolved ODMR spectra

presented to the right, showing 2 or 3 peaks depending on the nuclear spin. By counting the number

of NV– features, we observe a 7 : 11 ratio of [15NV–] : [14NV–]. Combined with our knowledge of

15NV– concentration which is 30.8(57) ppb via SIMS, we can work out an approximate density of

the [14N] if we assume a same conversion efficiency for both the δ-doped [15N] and background

in-grown natural abundance [N]. Once effective layer thicknesses are considered, i.e., 2 nm thick

portion of [15N] versus a 110 nm thick ≈ [14N] membrane, we end up with a normalized observed
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[15NV–] : [14NV–]normalized of 7 : 0.2, resulting in a background [14N] of 0.124(5) × 1015 cm−3

(0.70(3) ppb). This concentration is comparable with electronic grade diamonds, and at this level,

P1 centers should not contribute heavily to the decoherence [256].

Figure 5.6: NV– PL map of a δ-doped membrane with 15NV– centers (teal circles) and 14NV–

centers (white squares) labeled. The pulsed-ODMR spectra of the NV– centers are at right.

5.3.3 NV– centers at 4K

One major issue of the HSQ-bonded membrane for NV–-based quantum sensing is its excessive

background fluorescence, which leads to sophisticated trench design on the carrier wafer and vapor

HF process to remove the deposited HSQ [40]. Thanks to the low optical background of the

direct bonding method, we are able to resolve individual NV– centers in the diamond membrane

directly. To obtain NV– center’s charge stability information—a good indicator of membrane’s

surface termination at the bonding interface that depends on the plasma treatments —we cool down

the membrane sample to 4K and measure the NV– optical properties. The PL map of individual

NV– centers is displayed in Figure 5.7 (a), showing a signal-to-background ratio of over 1.4. The

charge stability information is deduced from the spectra of NV– in three separately prepared direct-

bonded membranes. Three membranes are from a single mother substrate doped in-situ with 15N

and thus contain the same NV– density. They are bonded to thermal oxide substrates with (1) no
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Figure 5.7: Optical characterization of NV– centers in direct-bonded diamond membrane measured
at 4K. (a) A PL map of NV– centers in a diamond membrane. The excitation source is a green
laser with 325 µW power. Signals are collected using a 561 nm longpass filter. The signal-to-
background ratio is ≈1.4. (b) The spectra of NV centers with no plasma (orange), O2 descum
(blue), or high power O2 plasma treatment (red) before bonding. The dominant NV0 originates
from the Ar/H2 annealing. The appearance of NV– indicates the surface oxygen termination of the
diamond bonding interface. The small peak on the left side of the red curve is the Raman response
of the diamond due to a different excitation laser wavelength used for that specific measurement
(532 nm instead of 519 nm). (c) The ratio of NV in its negatively charged state with respect to
different plasma conditions on the diamond bonding interface. The NV– ratio increased from 0 to
76(6)% using high-power plasma treatment. Calculation of this ratio takes the Huang-Rhys factor
of NV0 (3.3) and NV– (4.0) into account. [257]

plasma treatment, (2) O2 descum, and (3) high-power plasma ashing on the diamond bonding side.

The NV– spectra from these membranes are shown in Figure 5.7 (b). With no plasma treatment,

NV– centers almost entirely remain at the neutral charge state due to the hydrogen termination

effect from the Ar/H2 annealing process [258]. In contrast, membranes treated with oxygen plasma

have considerably higher NV–/NV0 ratio. This ratio is positively correlated with the strength of

the O2 ashing plasma, indicating a proper oxygen termination which helps keep NV center in its

negatively charged state [259]. The calculated ratio of NV– in both charge states (NV–/(NV– +

NV0)) is shown in Figure 5.7 (c), indicating that this dry oxygen termination method can be used

to desirably engineer the diamond near-surface Fermi level for NV– based applications [153, 260].
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5.4 NV– centers in bonded membranes for bio sensing applications

For most NV–-related quantum sensing applications, a diamond sensor is typically brought close

to sensing targets. To leverage the proximity of the sensing target and the coherence of NV–, most

sensitive NV– sensors rely on high-purity single-crystals with the sensing target bound on the dia-

mond’s top surface [42]. Except for scanning NV– tips [261], many experiments still rely on bulk

diamond with large thickness and refractive index, which typically requires optical initialization

and readout of the sensing qubits from the top surface. Consequently, the target systems need

to possess optical transparency, low auto-fluorescence, and high photostability, which are signif-

icant restrictions for many studies, especially biological systems. With only ≈200 nm-thickness,

the direct-bonded membranes are able to address these issues by enabling optical addressability

through the back of the membrane without the need for passing through the top surface and the

sensing target.

5.4.1 NV– center imaging and verification

Before implementing direct-bonded membranes with bio-sensing device components (surface func-

tionalizations, microfluidic channels, etc.), we first study the photostability and addressability of

individual NV– centers in bonded diamond membranes, as well as the compatibility of NV– iden-

tification with the state-of-the-art bio-sensing and imaging methods. The diamond membranes

used here include individual δ-doped NV– centers and have been studied in a previous work [40].

These membranes are bonded to fused silica coverslips, which are sufficiently large to host mi-

crofluidic channels. Unlike previous NV– studies, the illumination is provided from the back of

the membrane through the fused silica coverslip, with the oil objective applied to improve the sig-

nal collection. In addition, we use widefield imaging instead of a confocal microscope to identify

the NV– locations. The 532 nm laser with ≈35mW power covers an effective field-of-view of

73 µm by 73 µm, indicating a 1-2 orders of magnitude lower power density compared with typical

confocal setups.
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Figure 5.8 (a) is a widefield fluorescence micrograph of a direct-bonded diamond membrane. The

fluorescence background of the diamond membrane region is very low, which is comparable to or

even darker than the coverslip due to the large refractive index of diamond. There are also many

bright, diffraction-limit spots in the diamond membrane, which are later verified as predominately

NV– centers. These centers show excellent photostability (negligible photobleaching) under con-

tinuous excitation.

Figure 5.8: Imaging and confirmation of NV– centers. (a) Widefield fluorescence microscope im-
age of a diamond membrane corner containing individual NV– centers at room temperature. Only
a small round area in the center is under illumination to avoid reflection signals from membrane
edges. (b) The zoomed-in image of the boxed region shown in (a) post rotation. (c) A PL image
of the same region as (b) using a separate confocal setup at room temperature. Emitters confirmed
to be (not) NV– centers are highlighted in cyan circles (yellow boxes). The same symbols are used
in (b). (d) A representative CW-ODMR spectrum from the NV– center highlighted with a white
arrow in (c).

The verification of NV– centers is performed at a separate room temperature confocal setup with

external microwave signal delivery through a gold wire. After locating the same region imaged

by the widefield camera, we perform ODMR measurements to the bright spots in the confocal

PL map. The camera image and the PL map from the exact location are plotted in Figure 5.8

(b)-(c). The emitters are confirmed to be NV– centers through the presence of their characteristic

2.87GHz zero-field splitting by ODMR spectroscopy, shown as cyan circles. Emitters without

such a feature are labeled as yellow boxes. We note that most of the bright emitters (12 out of
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14) are NV– centers, reiterating the excellent photostability of the centers and the relatively low

fluorescence background. The signal contrast is slightly lower with a broader ODMR linewidth

due to the power broadening of the measurement. According to the coherence measurements in

the previous section, these NV– centers have excellent spin coherence, which is ideal for sensing

purposes.

5.4.2 Device design and sensing target incorporation

Figure 5.9: The assembled flow channel device for bio-imaging and sensing. A fused silica cover-
slip (red dashed box) with a diamond membrane bonded to the center is attached to a flow channel
slide. RAW cells are incubated, fixed, and stained inside the flow channel, as shown in the right
microscopic image.

In addition to the direct-bonded membrane and coverslip, two other components are introduced to

form a complete bio-imaging system: surface functionalization of the diamond membrane (target

molecule immobilization) and flow channel assembly. The bio-compatible surface functionaliza-

tion is achieved following the strategy introduced in Ref [125]: atomic layer deposition (ALD) of

an oxide layer to prepare the surface for subsequent biochemical modifications while protecting

the near-surface NV– coherence. After surface functionalization, a flow channel is assembled on

top of the coverslip for microfluidic characterizations. An image of the assembled device is shown

in Figure 5.9, with the diamond membrane and immobilized cells shown in the microscope image
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on the right.

5.4.3 Simultaneous imaging of NV– and sensing targets

Figure 5.10: Widefield images of NV– and two sensing targets. (a) A widefield image of NV–.
(b)-(c) Widefield fluorescence microscope images of (b) Alexa-488-labeled streptavidin protein
and (c) streptavidin-conjugated Qdot-525 quantum dots that are immobilized at the same region
shown in (a) via biotinylated surface functionalization.

When the flow channel has been assembled, attachment of target molecules is achieved using ei-

ther streptavidin labeled with Alexa-488 dye or streptavidin-conjugated Qdot-525 quantum dots.

These molecules are introduced to the flow channel sequentially (not simultaneously), each with

several minutes of incubation and phosphate-buffered saline (PBS) wash before being imaged by

the widefield camera. After imaging, these molecules are photobleached using intense illumina-

tion to allow for the next incubation process. The fluorescence of individual Alexa488-labeled

streptavidin molecules and streptavidin-conjugated Qdot-525 quantum dots are shown in Figure

5.10. This imaging method enables detecting the positions of not only NV– centers but also target

proteins on the membrane’s surface, which is important for NV–-based single-molecule nuclear

magnetic resonance (NMR) [262] and electron paramagnetic resonance [263] spectroscopy. This

method also allows for the efficient identification of NV– centers that have a desired molecular

target within the sensing range.

The sensing targets are chosen to have a spectral separation (488 nm laser excitation, 525/50 or

510/20 nm band-pass imaging filter for signal collection) from the NV– excitation and signal col-

lection wavelength. Specifically, Qdot-525 uses a narrow filter of 510/20 nm for signal collection,
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which forms a complete spectral separation from the NV– excitation. This enables simultaneous

imaging of both NV– and sensing targets using a dual-imaging system. The schematic of the dual

imaging system is shown in Figure 5.11 (b), and the dual-color images simultaneously display-

ing NV– centers and Qdot-525 are shown in Figure 5.11 (a). Image pairs from the same field of

view are spectrally separated using a dichroic beam splitter, with a 510/20 nm filter in the short

wavelength path and a 594 nm long-pass filter in the long wavelength path. This method enables

the selection of NV–-target molecule pairs that are spatially closed to each other for subsequent

quantum sensing experiments.

Figure 5.11: Simultaneous detection of both NV– and Qdot-525. (a) A single-exposure image
acquired on an EMCCD, showing two sub-images of the same area differentiated by emission
wavelengths. The left sub-image is the NV– map, and the right is the Qd-525. (b) Schematic
illustration of the Hamamatsu W-VIEW GEMINI system used in this experiment. (c)-(d) The
zoomed-in view of the regions in (a) indicated by red boxes, respectively. During a single exposure
which lasted 100 s, 488 nm laser was switched on only for the first 10 s while the 532 nm laser was
on for the entire duration to help balance the overall intensities of the two sub-images.

5.4.4 Total internal reflection fluorescence (TIRF)-microscopy

TIRF condition and evanescent field profile By utilizing the refractive index difference be-

tween diamond (ndiamond = 2.42), fused silica (nglass = 1.46) and water (nwater = 1.33), we

integrate the TIRF-microscopy to our diamond membrane devices to demonstrate bio-imaging at a

reduced level of background luminescence. In principle, the depth resolution of TIRF-microscopy
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Figure 5.12: Calculated intensity profile in diamond-membrane-TIRF microscopy. (a) Simulated
electric field intensity profile across a 160 nm-thick diamond membrane between a glass substrate
and water. The light is p-polarized with an incident angle 70◦, as referenced in the glass substrate.
(b) Intensity decay constant in the water layer calculated using FDTD (blue circle) and analytically
(orange cross) for angles greater than the critical angle.

originates from the rapid evanescent field decay of light incident at angles greater than the critical

angle. For our system, this critical angle is θc = sin−1(nwater/nglass) ≈ 66◦. We use Lumerical@

simulation to calculate the electric intensity profile across the diamond membrane. A typical simu-

lation result for p-polarized light with an incident angle of 70◦ is shown in Figure 5.12 (a), showing

an exponential decay of electric field intensity in the water. By simulating the field intensity at dif-

ferent incident angles displayed in Figure 5.12 (b), we can extract the decay constant in wafer

which matches the analytic expression λ◦
4π (n

2
1 sin

2(θ)−n22)
−1/2 for incident angles greater than θc

[188]. Such large incident angles are accessible in our setup thanks to the 1.5 numerical aperture

(NA) of the oil objective. From the figure, we expect our diamond membrane TIRF configuration

to have a depth resolution of ≤ 100 nm.

Guided by the simulation results, we integrate a diamond membrane with a flow channel with

macrophage-like RAW cells grown on the diamond surface. The cells are fixed by incubating with

paraformaldehyde and labeled with Alexa-488. The schematic illustration of our TIRF-microscopy

is shown in Figure 5.13 (a). Staining the toll-like receptor 2 (TLR2) with Alexa-488-labeled anti-
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TLR2 antibody reveals in TIRF imaging the location of individual proteins distributed across the

back surface of the cell that is close to the diamond surface (Figure 5.13 (c)). The imaging result

is in stark contrast with the epi-luminescence mode, where background fluorescence reduces the

signal-to-noise ratio and prevents the imaging of individual molecules on the back surface (Figure

5.13 (b)). We note that the larger index of refraction (n = 2.42) of diamond results in an evanes-

cent field that falls 1.6-times faster off compared with a bare glass microscope coverslip (n = 1.46)

and thus provides even higher contrast images. In short, experiments enabled by the flow chan-

nel demonstrate remarkable flexibility to interface target samples with quantum diamond sensors,

which is challenging through conventional approaches [264].

Figure 5.13: TIRF-microscopy using a diamond membrane device. (a) The schematic illustration
of the flow channel structure and a cell illuminated by total internal reflection light through the di-
amond membrane. (b)-(c) Fluorescence microscope images of Alexa-488-labeled TLR2 receptors
on RAW cell surfaces under (b) episcopic and (c) objective-based TIRF illumination. Edges of the
diamond membrane are also visible in these images.
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CHAPTER 6

GEV– CENTER AS A SOLID-STATE ATOMIC ANTENNA†

Abstract

In previous chapters, we discussed two types of color centers—optically active spin qubits—and

studied their spin properties and manipulation methods. In this section, we focus on the near-field

emission properties of a specific color center, GeV– from the group IV center family. Near-field

emissions are usually captured by other objects within a short distance. Here, we use nearby car-

bon vacancies that are only a few nanometers away as probes to monitor the emission profile. The

changes of carbon vacancies’ charge states can be screened by the ZPL wavelength shift of GeV–

due to the second-order Stark effect. We also correlate the ZPL shift to the carbon vacancies’ PL

emission to further conclude the nature of this interaction. Furthermore, we regard the GeV– as an

optical antenna and investigate the near-field amplification of the center by driving carbon vacan-

cies’ charge states using lasers that are either on- or off-resonance with GeV–’s ZPL wavelength.

The amplification can be directly calculated by comparing the threshold laser power. With the

maximum amplification reaching a million, the GeV– shows its great potential as a powerful near-

field, narrow-bandwidth optical antenna that inspires interesting new applications in spectroscopy,

sensing, and quantum science as a complement to conventional nanoantennas.

6.1 Theoretical background

6.1.1 Optical antenna

The term optical antenna originates from its traditional counterparts, microwave (MW) or radio

frequency (RF) antennas. These antennas usually consist of metal wires with a total footprint that

is less or comparable to the operation wavelength to minimize destructive interference. Based

†. The work discussed in this section was reported in [265]
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on the functionality of a general antenna, the optical antenna is defined as a device designed to

convert free propagating optical radiation to localized energy efficiently, and vice versa [266].

A typical optical antenna that generates an electromagnetic field can be simplified as a dipole

with its characteristic size (sometimes significantly) smaller than the wavelength. Although, in

principle, any optical dipole can be used as an antenna, there are several metrics to evaluate if

an antenna is suitable for specific applications, including gain, directivity, tunability, operation

wavelength, and bandwidth. Unlike traditional antennae, optical antennae usually do not have

feeding waveguides and are often used via remote excitation. To date, the most commonly applied

optical antennae are various forms of plasmonic nanostructures [267]. The optical antenna can

generate huge field confinement that can be used to guide light and amplify local light-matter

interactions for a broad range of classical and quantum applications, including communications,

sensing, imaging, photodetection enhancement, heat transfer, and spectroscopy [268–276].

6.1.2 Radiation field of a GeV– center

Here, we introduce the radiation field of a GeV– center in diamond by treating it as an atomic dipole

with an additional damping term Γ′ in addition to its spontaneous lifetime Γ0 [188]. This treatment

is valid as long as the distance of the radiation field R we calculate is beyond the characteristic

length of the dipole: R≫ dc ≈ 0.2 nm.

General expression For a group of charges close to each other (distance much smaller than

the wavelength), the electromagnetic field they generate cannot be accurately described by the

macroscopic parameters such as the electric displacementD and the magnetic fieldH in Maxwell’s

equations. Instead, every charge needs to be treated individually in this microscopic system:
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ρ(r) =
∑
n

qnδ(r − rn) (6.1)

j(r) =
∑
n

qnṙnδ(r − rn) (6.2)

If we expand the expression of j(r) in a Taylor series with respect to the origin r0, the center of

the charge distribution, then we have

j(r, t) =
d

dt
p(t)δ(r − r0) (6.3)

Where p(t) =
∑

n qn(rn(t)− r0) is the usual definition of a system’s electric dipole. In our case,

the GeV– has a very narrow characteristic emission profile at the ZPL wavelength≈602 nm. There-

fore, we treat the oscillating dipole with a harmonic time dependence j(r, t) = Re [j(r)exp(−iωt)]

and p(t) = Re [pexp(−iωt)] and write the current density in a simple form as j(r) = −iωpδ(r−

r0). It can be interpreted that to the lowest order, the current density of a microscopic system can

be regarded as an oscillating dipole around the charge center.

Now, we turn to the electromagnetic field generated by this current density. We use a Green

function
←→
G as the bridge to link the current density j(r) and the electric field E(r). This function

is a tensor with each column referring to the effect of a current density with unit strength flowing

to a specific axis of the coordinate {x, y, z}. For a homogeneous medium (in this case, diamond),

the electric field can be written as [188]:

E(r) = E0(r) + iωµµ0

∫
V

←→
G (r, r′)j(r′)dV ′ (6.4)

By inserting the expression of j(r) we find:

E(r) = E0(r) + ω2µµ0
←→
G (r, r0)p (6.5)
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We note that there are two parameters that affect the system behavior: the Green function
←→
G that

depends on the distance and orientation between the source of dipole and the observation point,

and the time-dependent dipole p which is related to the emission properties of GeV–. The term E0

refers to the external driving field that is used to compare the field amplification.

Green function For a homogeneous space, the Green function
←→
G can be written as:

←→
G (r, r0) =

(
←→
I +

1

k2
∇∇

)
G(r, r0) =

(
←→
I +

1

k2
∇∇

)
exp(ik|r − r0|)
4π|r − r0|

(6.6)

Expanding the expression in a Cartesian coordinate, we have:

←→
G (r, r0) =

exp(ikR)
4πR

[(
1 +

ikR− 1

k2R2

)
←→
I +

3− 3ikR− k2R2

k2R2

RR

R2

]
(6.7)

In this study, we are interested in the near-field term since the distance is much smaller than the

wavelength. Therefore, we ignore the (kR)−1 and the (kR)−2 terms, leaving only the (kR)−3

term behind:

←→
G (r, r0) =

←→
G (r, r0)NF =

exp(ikR)
4πR

1

k2R2

[
−
←→
I + 3

RR

R2

]
(6.8)

Here R is the distance of the observation point R = |r − r0|, RR is the outer product of the R

with itself.

Dipole moment Although the dipole moment is written as a simple notation p, it contains all the

information of how the GeV– responds to the incident electric field and should be treated carefully.

In general, the Hamiltonian of the GeV– system with an external electric field can be written as:

Ĥ = Ĥ0 + Ĥ ′(t) (6.9)
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Since the GeV– is an atomic scale system, the electric field is spatially invariant. Therefore, we

write the field as E(r, t) ≈ E0 cos (ωt). At the first order, if we only consider dipole interactions

(no higher order terms), the interaction Hamiltonian is then Ĥ ′(t) = −p̂(r) · E0 cos (ωt), where

p is the total dipole of the GeV– system. We must emphasize that although GeV– does not have a

permanent dipole in the ground state, its optical dipole is non-zero.

For simplicity, we only consider the two energy levels we are interested in: optical ground and

excited states of GeV–, written as Ψg and Ψe. As an approximation, we assume that the population

of GeV– is entirely in these two states (no dark, metastable state). We thus write the quantum state

as:

Ψ(r, t) = cg(t)Ψg(r, t) + ce(t)Ψe(r, t) (6.10)

Where two population parameters |cg|2 + |ce|2 = 1. If we introduce the transition frequency

ω0 = (Ee − Eg)/ℏ, then the equations for cg and ce can then be written as:

ċg(t) = ce(t)
i

ℏ
pge ·E0 cos (ωt)e

−iω0t (6.11)

ċe(t) +
Γ

2
ce(t) = cg(t)

i

ℏ
peg ·E0 cos (ωt)e

+iω0t (6.12)

Where pge and peg are transition dipoles connection the two energy levels defined as pij = ⟨i|p|j⟩

which are time independent system parameters. The transition dipoles satisfy pge = p∗eg. The

time dependence of cg, ce, and thus p are related to the explicit form of the external driving.

For our laser excitation, which is almost on-resonance with ω0, we can apply the rotation wave

approximation to the system and only extract the term that oscillates slowly. In addition, the

damping term Γ = Γ0 + Γ′ includes both spontaneous emission and other decay channels. In

our case we choose Γ′ = 3Γ0 which is commonly observed in other GeV– studies [40, 100, 213].

With the damping term present, the steady state of the dipole moment can be calculated using the
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equation p(t) = ⟨Ψe|p|Ψg⟩ = c∗gcepgee−iω0t + c∗ecgpege+iω0t, which can be written as:

p =←→α E =
pgepeg

ℏ
ω0 − ω + iΓ/2

(ω0 − ω)2 + Γ2/4 + ω2R/2
E0 (6.13)

Where ωR =
|peg·E0|

ℏ is the Rabi frequency when the drive is on-resonance. The usual Rabi

frequency for off-resonance drive is Ω =
√

(ω0 − ω)2 + ω2R. Obviously, the dipole moment p

does not have a simple linear relationship with the incident field E. For our study, the on-resonance

driving field is at a moderate power (less than the saturation power of GeV– to prevent linewidth

broadening in many cases). Therefore, we can simplify the equation as:

p =←→α E =
pgepeg

ℏ
1

ω0 − ω − iΓ/2
E0 (6.14)

Field intensity amplification Combining the result from the Green function, we can thus write

down the amplification ratio E(r)
E0(r0)

:

E(r)

E0(r0)
= Ê0(r0) +

3exp(ikR)
4k3R3

[
−
←→
I + 3

RR

R2

]
p̂gep̂eg

−∆/Γ0 − i(1 + Γ′/Γ0)/2
Ê0(r0) (6.15)

Where Ê0(r0) is the unit vector with the direction of the incident electric field, and {p̂ge, p̂eg}

are the unit vectors of the transition dipole. We use the fact that at optical frequency µr = 1 and

the spontaneous emission rate in solid we derived in Chapter 3: Γ0 =
n|pge|2ω3

0

3πε0ℏc3
. If we ignore the

orientation factor and only look at the scaling of this equation for the electric field intensity when

the laser is on resonance (∆→ 0), we have:

I(r)

I0
=

∣∣∣∣ E(r)

E0(r0)

∣∣∣∣2 ∼ (
1

1 + Γ′/Γ0

)2 1

(kR)6
(6.16)

Therefore, the field intensity amplification can be massive at a very small detection distance R.

Figure 6.1 (a) shows the schematic of the GeV– used as a near-field optical antenna under resonant
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Figure 6.1: GeV– center as a near-field antenna. (a) The schematic of the GeV– center as a near-
field optical antenna. Inset: the energy diagram of the GeV–. The C transition is used for resonant
excitation. (b) The calculation result of the electromagnetic field enhancement using GeV–. In this
calculation, the incident field (resonant excitation) is polarized along the symmetry axis of GeV–

(z direction in (a)). The 3D contours represent an intensity amplification I(r)
I0

of 5 × 105. The
left (right) plot corresponds to the near field polarized along (perpendicular to) the GeV– dipole
orientation. Two intensity plots on the left and bottom are the intensity amplification as a function
of distance and polar or azimuthal angles. The figure is reproduced from Ref [265].

excitation. We use the C line in the ZPL transitions to drive the GeV– resonantly. Figure 6.1

(b) shows the calculated scattered optical field intensity of GeV– as a function of distance and

angle when the resonant excitation is aligned with the GeV– dipole (along the symmetry axis).

We note that the scattered field can become significantly more intense than the excitation field,

with the intensity enhancement exceeding 1×108 as a distance≤1 nm (dipole approximation may

breakdown if the distance is less than this value).

Although, in principle, every emitter can be regarded as a near-field antenna, the ratio of the total

decay rate and the transform-limited radiative decay rate determines the amplification magnitude.

This effect is represented by the other term in the amplification
(

1
1+Γ′/Γ0

)2
, which is related to the

optical properties of the emitter. As an emitter with excellent optical coherence, the GeV– at 4K

only have Γ′ ≈ 3Γ0 which yields a pre-factor of 1
10 . For many emitters, Γ′

Γ0
can be over a thousand,

leading to a pre-factor of 1 × 10−6 which compromises the near-field amplification value. These

additional decays include charge fluctuations, electromagnetic noise, dark states, and more. In
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practice, another branching ratio needs to be considered: the ratio of the emission (usually ZPL)

compared with the total radiative decay (spectral density of emission). This branching ratio is often

calculated via the Debye-Waller factor, which is also far from ideal for many emitters except for

group IV centers in diamond.

6.1.3 Field enhancement of a plasmonic nanosphere

To evaluate the GeV–’s field intensity amplification, we analyze another commonly used object

for near-field optical enhancements: a plasmonic nanosphere. In short, the plasmonic effect only

happens on certain types of metals. If we write the dielectric constant of metal as εm = ε′ + iε′′

where both ε′ and ε′′ are real numbers, then ε′ has to be sufficiently negative to allow the plasmonic

mode to exist [188] This requirement leads to noble metals such as gold and silver.

A nanosphere can be regarded as a small spherical particle with a radius r0. We can analyze its

electric field distribution inside and outside the nanosphere. Since r0 is much smaller than the

metal’s skin depth d = λ/(4π
√
εm) which is the field decay constant of the metal, the electric

potential (and thus the electric field) exists both inside and outside of the nanosphere. We can

write the two potentials as Φ1 and Φ2. With r0 much smaller than the emission wavelength, the

nanosphere can be treated as a quasi-static model which satisfies E = −∇Φ, with the charge-free

Laplace equation∇2Φ = 0. Using the spherical coordinate expression (r, θ, φ) for the nanosphere,

we can write and solve Φ1 and Φ2 by utilizing boundary conditions at r = r0 (assuming the

incident field yields Ψ0 = −E0x) [188]:

Φ1 = −E0
3εr

εm + 2εr
r cos θ (6.17)

Φ2 = −E0r cos θ + E0
εm − εr
εm + 2εr

r30
cos θ

r2
(6.18)

Where εm and εr are the dielectric constants of the metal and the medium. Here, we are only

interested in the range that is out of the nanosphere, so we calculate the electric field based on Φ2
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and get:

E2 = −∇Φ2 = E0(cos θnr − sin θnθ) +
εm − εr
εm + 2εr

r30
r3
E0(2 cos θnr + sin θnθ) (6.19)

The first term is the incident field, and the second term is the scattered field that can be re-

garded as the field of a dipole p located at the center of the sphere. This dipole can be written

as p = εrα(ω)E0, where α(ω) is the polarizability (a scalar, not a tensor as GeV– since the metal

nanosphere is isotropic) written as:

α(ω) = 4πε0r
3
0
εm(ω)− εr
εm(ω) + 2εr

(6.20)

Note that what we have now is the polarizability of the external field. However, what we need

is the effective polarizability which includes the self-generated electric field, which is related to

the radiation reaction force F r = qEself =
q2 d3

dt3
r

6πε0c3
. Adding this into the effective polarizability

equation p = αeff(ω)E0(r0) and calculate the result in vacuum we thus have:

αeff(ω) =
α(ω)

1− i k3
6πε0

α(ω)
(6.21)

We insert the result into the expression of the field amplification in vacuum (which is normally

true for plasmonic systems to have resonance) and use the same form of the expression (and also

notation) for GeV–:

E(r)

E0(r0)
= Ê0(r0) +

3exp(ikR)
2k3R3

i

1 + 6πε0i
α(ω)k3

[
−
←→
I + 3

RR

R2

]
Ê0(r0) (6.22)

Now we consider the “near-resonance” case, where the denominator of the α(ω) is (almost) zero.

This requires that the real part of εm(ω) equals −2εr, and only a small imaginary value is left

behind. It is a pretty accurate approximation for silver in the resonant condition. We use the

scattering and absorption cross-section to describe the near-resonant condition. The scattering
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cross-section is defined as the total scattered power divided by the intensity of the incident wave,

which can be written as σscatt = k4

6πε20
|α(ω)|2 [188]. The absorption cross-section is the power

dissipation divided by the intensity of the incident wave, which is σabs = k
ε0

Im [α(ω)]. In the

near-resonant case, the α(ω) is a very large imaginary number since the denominator is imaginary

and small. Therefore, we can insert σabs
σscatt

into the electric field equation and have:

E(r)

E0(r0)
= Ê0(r0) +

3exp(ikR)
2k3R3

i

1 + σabs
σscatt

[
−
←→
I + 3

RR

R2

]
Ê0(r0) (6.23)

For atomic dipoles, the ratio of the absorption and scattering cross sections is related to its intrinsic

and extrinsic linewidths: σabs
σscatt

= Γ′
Γ0

. Therefore, both GeV– and the plasmonic nanosphere use the

same parameter σabs
σscatt

to determine the maximum enhancement value.

6.1.4 Comparison of the GeV– and the plasmonic nanosphere

In practice, the σabs
σscatt

value for GeV– can be as small as 3 as discussed before, but this value

cannot be too small for plasmonic structures since the material properties are not engineerable

(εm(ω)+2εr is not tunable and cannot be sufficiently small). In addition, the distance R has to be

larger than the radius of the nanosphere r0, which limits the minimum distance for the near-field

effect. The distance also needs to be not too close to the metallic scatterers to reduce the Ohmic

losses [284, 285]. All these effect eventually limits the field enhancement to | E(r)
E0(r0)

|2max ≈ 500

for the nanosphere (given the best-case scenario of silver). Therefore, the plasmonic structures

generally exhibit a lower near-field amplification when on-resonance.

In addition to the analytical calculation, we also numerically calculate the field enhancement and

the cross-section ratio of the GeV– and the nanosphere as shown in Figure 6.2 (a)-(b). Here,

the subwavelength k0R ≪ 1 prediction is shown as the dashed line, which saturates when the

nanosphere radius is small. For larger radius (k0R ≲ 1), a full Mie theory has to be applied to

get the accurate numbers [286, 287]. We note that the GeV– outperforms the nanosphere when the
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Figure 6.2: Comparison of the intensity amplification between GeV– and the metallic nanosphere.
(a-b) The field intensity enhancement and cross-section ratio calculation for the GeV– and metal-
lic nanospheres. The solid, colored lines refer to GeV– with different decay constants, with the
incident field aligned with the transition dipole. The dashed line is the quasi-static limit of the
nanosphere as calculated before, which is valid for a subwavelength radius k0R ≪ 1 [188]. The
blue dots are a more careful treatment for the nanospheres with a larger radius. They are calculated
by a full Mie expansion up to the first 15 multipole orders [277]. All nanosphere results are derived
at the plasma resonance frequency of the silver, which is 354 nm [278]. (c) Calculated tempera-
ture dependence of the GeV– intensity enhancement at different distances R. The gray-to-white
shaded region depicts the usual range of field enhancements by common plasmonic nanoantennae
[279–283]. The figure is reproduced from Ref [265].
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distance is less than 5 nm to 20 nm even for very large extrinsic decay Γ′ = 300Γ0.

At last, we consider the temperature dependence of GeV–’s non-radiative losses Γ′, which sharply

increases at temperatures higher than those of our experimental setup (4K) due to electron-phonon

interactions. The calculated curves are plotted in Figure 6.2 (c). The temperature dependence of

Γ′ is extracted from Ref [100, 288]. We calculate the maximum amplification ar distances R =

0.5, 1, 2, 5 from the GeV (solid, colored lines) and the silver nanosphere (dashed line). Again,

we show that for a wide range of cryogenic temperatures T < 50K, the GeV– exhibits remarkable

amplification performance, emphasizing its potential in low temperature near-field applications.

6.2 Carbon monovacancy as an optical field detector

So far, we have theoretically calculated the performance of the GeV– as an optical antenna. To

experimentally verify its optical enhancement, we need another object in the vicinity that can have

an observable response when detecting the optical field. In this work, we choose carbon vacancies

in diamond, a commonly present point defect with a moderate density in diamond membranes.

These defects can be only a few nanometers from the GeV–, and their optical response includes

charge state manipulation (V0↔ V–) and PL feature from the GR1 center (V0) [289].

6.2.1 Stark shift of the GeV– center

Due to theirD3d point group symmetry, group IV centers have zero first-order Stark shift due to the

lack of permanent dipole. Therefore, only quadruple and higher order effects have been observed

[217, 218]. Although this second-order Stark effect is not friendly for ZPL tuning, it provides

a unique chance to detect local charge fluctuations within only a few nanometers. We write the

spectral change of the ZPL using the polarizability tensor←→α (Note: this is the polarizability for
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DC fields, not for optical frequency discussed in the last section):

∆EZPL =
1

2
E←→α E =

1

2

(
Ex, Ey, Ez

)

αxx αxy αxz

αyx αyy αyz

αzx αzy αzz



Ex

Ey

Ez

 (6.24)

For simplicity, we calculate the tensor in the local GeV– coordinate. Each element in←→α is calcu-

lated using density functional theory (DFT) by applying homogeneous electric fields along various

directions. Using the [111] direction as z, [11̄0] as y and [112̄] as x, the calculated total polarizabil-

ity (including both ground state and excited state changes) is:

←→α =


2.589 0.028 −0.402

0.028 2.688 −0.216

−0.402 −0.216 13.90

 (Å3
) (6.25)

With ←→α , we are able to calculate the ZPL emission shift for any charges that are nearby. Since

our optical measurement for GeV– is based on many averages, the charge fluctuation has to be

observable and reproducible. Therefore, it requires the charge traps—atomic defects—that are only

a few nanometers away from the GeV–, which posts a challenging requirement for the minimum

defect density. For all atomic defects in diamond, carbon vacancy center is an ideal candidate

since (1) they enable charge cycling between the neutral (GR1) and negative (ND1) states, (2)

their formation is a side-effect of the GeV– formation, which requires no additional treatments,

and (3) they are formed using ion implantation, so the density of the defect is only high locally,

which does not affect the general crystal quality and the GeV coherence.

In this work, we choose to use carbon vacancies (VC) as the detector of the GeV– antenna. The

additional electron that determines the charge state of VC can generate a considerable second-

order Stark shift that can be observed by the GeV– ZPL shift at 4K if the vacancy is within a few
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Figure 6.3: Detection and manipulation of a vacancy charge state using GeV. (a) The DFT calcu-
lation of the Stark shift of GeV–’s ZPL if a charge is added to or removed from the vicinity. The
angle refers to the polar angle with respect to the high symmetry axis of GeV–. (b) PLE spectrum
of a GeV– showing spectral hopping over time. The measurement is performed for 17min. (c) The
schematic of the experiment, showing that the GeV– behaves like an atomic scale optical antenna
and manipulates the charge state of VC when being resonantly excited. (d) Average PLE spectra
obtained by different laser pumping frequencies, which are indicated by the orange arrow in the
figure. The upper figure shows the signal contrast of the two peaks as a function of the excitation
frequency. (e) FRET between a GeV– and a VC. The upper figure is obtained without pumping,
while the middle figure contains the GeV– spectra with different pumping frequencies showing an
effective VC charge state initialization. The lower figure is obtained by the same excitation but
using a 715 nm long-pass filter to collect the signal from GR1 only. The figure is reproduced from
Ref [265].
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nanometers away. The simulation of the ZPL emission shift with respect to the charge cycling of

a nearby VC is shown in Figure 6.3 (a). We find that at some specific distances and orientations,

the ZPL shift can be as large as a few GHz, which is much larger than the linewidth of the ZPL

C line (≈100MHz) and can be spectrally determined. For this simulation, we limit the minimum

distance between the GeV– and the VC to be in good agreement with the dipole approximation and

avoid GeV Vx formation discussion [290].

6.2.2 Observation of the VC charge state

Experimentally, the detection of VC’s charge state is achieved by measuring the wavelength of

GeV’s ZPL via the photoluminescence excitation (PLE) method: scanning the laser around the

C-line of GeV’s ZPL and collecting the phonon sideband signals with respect to the frequency.

As discussed in the last section, charge state cycling of nearby VCs should induce a correspond-

ing hopping of GeV’s ZPL between discrete, energetically split transitions. This prediction is in

agreement with our observation of a number of GeV– centers measured in the diamond membrane

and group IV centers mentioned in previous reports [40, 291]. A typical spectral hopping feature

measured using a weak (∼10 nW) laser excitation is shown in Figure 6.3 (b), showing a hopping

distance of ≈2GHz. Normally, the observed hopping distance ranges from 0.3GHz to 17GHz. A

notable feature of the hopping phenomenon is the relatively slow rate, indicating a stable electronic

environment of the VC when the laser excitation is low.

In parallel with the VC charge state cycling theory, some other possibilities that could lead to such

a hopping phenomenon have been theoretically and experimentally investigated [265]. These hy-

potheses include (1) breaking of the Jahn-Teller configurations of the GeV– in the presence of the

external strain, (2) hydrogen reorientation of the vacancy-hydrogen (VH) complex near the GeV–,

(3) hopping of the helium atom between two vacancy sites of a divacancy center near the GeV–,

and (4) charge state change of other defect centers near the GeV–, such as nitrogen substitution

and divacancy. They are ruled out due to extremely high hopping distance, unnaturally quick hop-
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ping rate, unstable configuration under room temperature, stable configuration at low-temperature

annealing, or large charge cycling energy threshold, which requires lower wavelength lasers to

manipulate. To confirm the VC charge state cycling hypothesis, we performed an additional test by

observing the photoluminescence signal from the GR1 center (V0
C) directly, as discussed below.

6.2.3 Manipulation of the VC charge state

The VC serves as the detector of the GeV– antenna. Therefore, its charge state cycling should

be able to be manipulated by the GeV– emission. In addition, the VC can also have charge state

cycling under far-field optical illumination [289, 292, 293], which is commonly observed in other

defects [294, 295]. The experiment schematic is shown in Figure 6.3 (c). To observe the charge

state manipulation effect, we use a continuous wave (CW) laser to pump the system at various

frequencies: on-resonance, partially on-resonance, and off-resonance, followed by a weak laser

to detect the ZPL position. The two ZPL peaks are labeled as C1 and C2, respectively. The

measurement results are plotted in Figure 6.3 (d), showing that resonantly pumping one of the

ZPL peaks will change the charge state of VC and thus initialize the ZPL to the other peak po-

sition. This finding has a direct implication for group IV centers used in quantum applications.

Specifically, one can resonantly pump the undesired ZPL peak (or peaks if multiple vacancies are

around) to eliminate hopping-induced spectral instability. In addition, this finding indicates that

local charge defect concentration causes spectral instability. Therefore, the spectral properties of

color centers can be improved by minimizing the local vacancy concentration via in-situ doping,

shallow implantation followed by overgrowth, or high-pressure high-temperature (HPHT) anneal-

ing [90, 184, 228]. Moreover, the GeV– hopping statistics can provide valuable information on the

local vacancy concentration, which is a helpful metric for improving the material quality.
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6.2.4 Förster resonance energy transfer (FRET)

To confidently confirm the origin of the GeV– spectral hopping, we performed another experiment

involving direct observation of the fluorescence signal from VC. For the two charge states of VC,

the negative state V–
C (ND1) is optically active at wavelengths from 390 nm to 700 nm, while the

neutral charge state V0
C (GR1) is optically active at wavelengths from 730 nm to 850 nm. In this

experiment, we seek to determine the charge state of the VC by observing the PL from individual

VC through resonant excitation of the GeV–. This local, non-radiative, dipole-dipole interaction-

induced energy transfer is called FRET. This phenomenon has been investigated using NV–, where

off-resonant excitation with low driving efficiency has been applied [296, 297]. In this work,

we use atomic-resonance-enhanced FRET to significantly improve the driving efficiency of the

process, which leads to high signal-to-noise even for weakly radiative systems like GR1. To verify

that, we investigate a GeV– center with two hopping peaks. The operation mechanism and results

are shown in Figure 6.3 (e). Due to the close distance between the two peaks, we initialize the

system using a frequency that is slightly detuned from the peak position to reach the optimal

fidelity, labeled as P1 and P2. We note that adding an additional electron generates a red shift

to the ZPL wavelength. Therefore, the lower energy peak C1 refers to the negative charge state

ND1, and the higher energy peak C2 indicates the neutral charge state GR1. This estimation is

confirmed by the lower graph in Figure 6.3 (e), that the C2 photoluminescence corresponds to

a simultaneous fluorescence from ND1. In contrast, the C2 photoluminescence corresponds to no

signals within the filter range (≥710 nm). This experiment marks the first experimental observation

of fluorescence from individual GR1 centers, which are typically challenging to achieve due to

their poor quantum efficiency and the presence of metastable shelving states [289]. Furthermore,

the experiment confirming the FRET relies on a probe power of only 3 nW for a confocal setup,

which is several orders of magnitude lower than the typical 10 µW to 100 µW excitation power

used in single-molecule FRET studies [298, 299]. The high FRET efficiency and the ability to

observe single GR1 centers demonstrate the unique advantage of the GeV– antenna, including

181



excellent optical coherence and nanometer scale detection distance.

6.3 GeV– antenna characterization

6.3.1 Power dependence of the resonant driving through GeV

Figure 6.4: Power dependence of the charge cycling rate when driving the GeV– antenna. (a)-
(d) Time-dependent PLE spectra of a hopping GeV– measured at different powers: 2 nW, 8 nW,
50 nW, and 200 nW. (e) The normalized hopping rate versus resonant laser power for GeV–

centers with different ZPL hopping separation. The excitation power threshold decreases as the
ZPL separation increases. The figure is reproduced from Ref [265].

After confirming the nature of the GeV– hopping and verifying the capability of manipulating

the VC charge state, in this section, we examine the correlation between the hopping separation,

GeV–-VC separation, and field intensity enhancements. As calculated in Figure 6.1 (b) and 6.3

(a), both field intensity amplification and hopping separation are negatively correlated with the

distance between the GeV– and the VC. To quantitatively understand the correlations, we perform

power dependence measurements to the system by continuously scanning the laser across the two

GeV– hopping peaks using a triangular pulse shape. At different power levels, this scanning laser

acts both as a pump to manipulate the VC charge states and a probe to detect the state. Figure 6.4
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(a)-(d) shows a power dependence measurement of a GeV– with 2GHz hopping separation using

the time-dependent PLE method. We note that the hopping rate remains unchanged (only brighter

signals) when the laser power increases from 2 nW to 8 nW as shown in 6.4 (a) to (b). However,

we observe a significant hopping rate increase when the laser power reaches 50 nW (Figure 6.4

(c)), indicating a threshold intensity of the optical field to drive the VC charge transition. To

quantitatively investigate the hopping phenomenon, we define a normalized hopping rate, the ratio

between the number of incidences ZPL switches to the other peak and the total number of scans,

which is 400 in all cases. This rate cannot exceed 0.5 since 0.5 indicates a purely random ZPL

location, and a rate of 1 means a deterministic spectral switching (Rabi drive), which is impractical.

We plot the normalized rates for GeV– centers with different hopping separations in Figure 6.4 (e).

This figure shows that GeV– centers with larger ZPL separations (closer VC) tend to have lower

laser power to initiate the spectral hopping, which is in good agreement with the near-field nature of

the GeV– atomic antenna. We also observe some GeV–s with ZPL separation exceeding 15GHz.

With that separation, the dipole approximation may break, and the system has to be understood as

a hybridization between the GeV– and the VC, which is beyond the scope of this work.

6.3.2 Off-resonance driving and field amplification estimation

To quantify the degree of near-field amplification, we compare the hopping rate of GeV– with the

off-resonance pumping result. The presence of the atomic antenna can improve the effective cross-

section of the light-matter interaction, which results in a reduction of the threshold laser power at

on-resonance conditions. The off-resonance laser used for the comparison is a 633 nm red laser,

which is red detuned from the GeV– ZPL and thus does not interact with it. The optical setup

and the laser sequence for off-resonance pumping and detection are detailed in Figure 6.5 (a).

The power dependence of a GeV–’s hopping rate using on- and off-resonance lasers are shown in

Figure 6.5 (b). This specific GeV– has a ZPL separation of 12GHz, indicating a very close VC. We

observe a nW level of the threshold power for the on-resonance drive, while this value is dozens of

183



Figure 6.5: Field enhancement of the GeV–. (a) The optical setup and the laser sequence for
off-resonance pumping measurements. The on-resonance probe power is kept at 3 nW to avoid
introducing additional hopping. (b) Normalized hopping rates of a GeV– with 12GHz of ZPL
separation. The laser power is in an on-resonance (orange) or off-resonance (green, red) regime.
(c) The on-resonance and off-resonance laser threshold power with respect to the ZPL separation
(splitting). The fluence here is calculated by the laser power times a constant pumping time. The
threshold power is defined as the power at which the hopping rate is increased by 50% compared
with the low power value. (d) The optical field intensity amplification is calculated after consider-
ing the effective excitation ratio (branching ratio). The figure is reproduced from Ref [265].
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µW for the off-resonance drive, which is 3 ∼ 4 orders of magnitude higher than the on-resonance

value. We also study the hopping rate with a slightly off-resonance laser (0.01 nm red detuned)

and find no hopping rate until 1 µW, reiterating the inefficiency of the off-resonant excitation.

We note that the on-resonance drive is a laser scanning across the resonance frequency, with

the scanning range (5GHz to 20GHz, depending on the ZPL separation) much larger than the

linewidth of the ZPL (≈100MHz). Therefore, we include a branching ratio and calculate the ef-

fective resonant driving power, which is approximately two orders of magnitude lower than the

measured scanning laser power. Adding this branching ratio into the comparison, we find that the

optical field intensity enhancement is typically at a range of 1× 104 to 1× 106, as shown in Figure

6.5 (d). We also note in Figure 6.5 (c) that the on-resonance threshold power (the fluence divided

by a constant pump time) is inversely related to the ZPL separation, while the off-resonance driv-

ing has a constant threshold power, which is in line with our model. The intensity enhancement

values are slightly lower than the theoretical calculations shown in Figure 6.1 (b), primarily due

to the poor laser polarization control of the setup. Nonetheless, the intensity enhancement result

supports GeV– as an excellent optical antenna.

6.4 Conclusion

In this work, we show the remarkable capability of GeV– centers in diamond membrane to generate

localized field intensity as an atomic scale optical antenna. We introduce the carbon monovcacancy

centers VC in diamond to detect and characterize the field amplification via second-order Stark ef-

fect to the GeV– center. Upon resonant excitation, GeV– centers are able to sense and manipulate

the proximal charge environment, which can be used to improve their optical coherence for quan-

tum networking applications. Our study also shows that the field intensity amplification can exceed

a million, which is remarkable for an optical antenna in solid-state platforms. The correlation be-

tween GeV–-VC spatial separation and intensity amplification can be used to further identify the

location of the vacancies in subsequent studies. This technique can be extended to study electrons
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on the diamond surface in the future to enable more exciting sensing opportunities. The discovery

here can impact various scientific disciplines, including nanoscale Raman spectroscopy, FRET-

based detection, photochemistry, and more. It also inspires works from other coherent solid state

emitters, such as molecules, defects in hexagonal boron nitride and silicon carbide, and rare-earth

dopants [17, 300–303].
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CHAPTER 7

SUMMARY AND OUTLOOK

The heart of the work presented in this dissertation is the diamond membrane as an integrated ma-

terial platform for quantum technologies. As the introduction mentions, color centers in diamond,

such as NV– centers and group IV centers, are promising candidates for quantum technologies,

including quantum networking and sensing. Future development of this platform requires mate-

rial and device innovation to unleash color centers from the bulky substrate. In Chapter 2, we

reviewed the state-of-the-art nanofabrication progress in fabricating the low-dimensional diamond

and introduced our methods originated from the “smart-cut” technique. After countless process op-

timizations and innovations, our diamond membrane platform acquires pristine material properties

that are fully compatible with quantum applications. In addition, we developed deterministic meth-

ods to bond diamond membranes with other materials, which enables integrated diamond-based

substrate manufacturing. From there, we started to discuss the applications of such a material

platform.

In Chapter 3, we focused on on-chip nanophotonic devices for quantum photonic and network-

ing applications. Both applications require efficient on-chip photon transmission and spin-photon

interaction, which is traditionally challenging for bulk diamonds. Utilizating integrated diamond

membranes greatly reduces the fabrication complexity and limitations, which improves the de-

vices’ flexibility and performance. We showed record high quality factors for nanophotonic cavi-

ties in visible wavelengths fabricated from diamond membranes. In Chapter 4, we presented one

unique application of the diamond membrane when its aspect ratio becomes significantly large.

By integrating the diamond membrane with fused silica, a material with a very different thermal

expansion ratio, we are able to generate a considerable tensile strain profile inside the diamond,

which has a profound impact on the spin and optical properties of the hosted SnV– centers. We

showed that strain significantly improves the coherence of SnV– by reducing the electron-phonon

interaction strength and enabling efficient microwave spin control. Thus, strain engineering makes
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SnV– a prime candidate for next-generation quantum networking nodes. We discussed in Chapter

5 the excellent coherence properties of NV– centers inside diamond membranes with only one hun-

dred nanometer thickness. This coherence time performance is typically hard to achieve for most

diamond nanostructures. We demonstrated the potential of these hosted NV– centers for quan-

tum bio-sensing applications. Chapter 6 is a story about the optical properties of GeV– centers

in the diamond membrane. The excellent optical coherence of group IV centers are ideal candi-

dates as near-field optical antennae due to their exceptionally high field intensity amplification on

a nanometer scale.

As a material platform, integrated diamond membranes have numerous applications in the quantum

world. Once practical issues regarding the membrane size and process scalability can be solved

via larger seed substrates and wafer bonders, this precious and popular material (at this moment)

should soon become available as a common choice for the research society. We believe that more

novel applications covering quantum technology, semiconductor industry, optics, and photonics

will emerge as integrated diamond membranes become widely available.
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Deterministic coupling of single quantum dots to single nanocavity modes. Science 2005,
308, 1158–1161.

[181] Vahala, K. J. Optical microcavities. Nature 2003, 424, 839–846.

[182] Vlasov, I. I. et al. Molecular-sized fluorescent nanodiamonds. Nature Nanotechnology 2014,
9, 54–58.

[183] Janitz, E.; Ruf, M.; Dimock, M.; Bourassa, A.; Sankey, J.; Childress, L. Fabry-Perot micro-
cavity for diamond-based photonics. Phys. Rev. A 2015, 92, 043844.

[184] Rugar, A. E.; Lu, H.; Dory, C.; Sun, S.; McQuade, P. J.; Shen, Z.-X.; Melosh, N. A.;
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Lončar, M. Coupling of a single tin-vacancy center to a photonic crystal cavity in diamond.
Applied Physics Letters 2021, 118, 230601.

[198] Lee, J. C.; Bracher, D. O.; Cui, S.; Ohno, K.; McLellan, C. A.; Zhang, X.; Andrich, P.;
Alemán, B.; Russell, K. J.; Magyar, A. P.; Aharonovich, I.; Bleszynski Jayich, A.;
Awschalom, D.; Hu, E. L. Deterministic coupling of delta-doped nitrogen vacancy centers
to a nanobeam photonic crystal cavity. Applied Physics Letters 2014, 105, 261101.

[199] Devlin, R. C.; Khorasaninejad, M.; Chen, W. T.; Oh, J.; Capasso, F. Broadband high-
efficiency dielectric metasurfaces for the visible spectrum. Proceedings of the National
Academy of Sciences 2016, 113, 10473–10478.

[200] Nguyen, C. T.; Sukachev, D. D.; Bhaskar, M. K.; Machielse, B.; Levonian, D. S.;
Knall, E. N.; Stroganov, P.; Chia, C.; Burek, M. J.; Riedinger, R.; Park, H.; Lončar, M.;
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[211] Maity, S.; Shao, L.; Bogdanović, S.; Meesala, S.; Sohn, Y.-I.; Sinclair, N.; Pingault, B.;
Chalupnik, M.; Chia, C.; Zheng, L.; Lai, K.; Lončar, M. Coherent acoustic control of a
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