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ABSTRACT

Among other metals, gold nanoparticles (GNPs) play an important role in emerging cancer

therapies. The development, safety, and efficacy of these therapies is contingent on the

ability to accurately map and quantify GNPs. However, current metal-mapping modalities

cannot simultaneously provide the sensitivity and tissue penetration depth necessary to

image relevant metal concentrations in vivo. For clinical translation, these cancer therapies

require a highly sensitive metal-mapping imaging modality that can image GNPs in vivo at

relevant concentrations and depths.

This dissertation presents an optimized x-ray fluorescence emission tomography (XFET)

system and novel joint image reconstruction algorithm to image trace gold for applications in

these therapies. XFET is an emerging imaging modality that relies on inducing and detect-

ing x-ray fluorescence to recover the spatial distribution and quantify the density of metal

in objects. XFET has numerous advantages over conventional imaging modalities: most no-

tably, its imaging geometry does not require tomographic image reconstruction that amplifies

noise, and it does not require the full sinogram associated with conventional tomographic

image reconstruction methods. Consequently, XFET’s capabilities approach the sensitivity

and tissue penetration depth required to map metals at concentrations and conditions used

in clinical and in vivo studies. In light of these advantages, this dissertation improves and

demonstrates XFET capabilities and discusses implications for clinical translation.

XFET’s imaging mechanism is distinct from other modalities: it not only allows for direct

metal measurement, but also allows for joint estimation of the attenuation map that would

otherwise need to be obtained with a radiation-dose-delivering computed tomography (CT)

scan. In the first chapter, we develop a novel joint algorithm to estimate both metal and

attenuation maps from emission data alone and show that it outperforms a conventional

approach based on linearization. We successfully extend this novel algorithm to the case of

an unknown beam attenuation map, demonstrating an accurate joint reconstruction of metal
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and attenuation maps from emission data alone without prior attenuation knowledge.

Image geometry optimization, most notably detector placement, is necessary to obtain

accurate metal and attenuation images in XFET. In the second chapter, we use mathemati-

cal tools to investigate how detector arrangement affects image quality and joint estimation.

We use the previously developed algorithm to reconstruct metal and attenuation maps using

simulated datasets acquired with various detector arrangements. We demonstrate that two

parallel detectors provide greatest accuracy but at the cost of reduced isotropic spatial res-

olution in the attenuation map, informing about optimal detector placement in an imaging

task where a full-ring geometry is not feasible.

Finally, the third chapter demonstrates proof of benefit by comparing simulations of

XFET to CT in the task of trace metal mapping. We performed photon-counting CT,

energy-integrating CT, and Monte Carlo XFET simulations on two phantoms: the first

contained a range of clinically relevant gold concentrations at varied depths in soft tissue,

and the second was a realistic numerical mouse phantom. We show that for superficial depths

(< 3 cm), XFET outperforms CT for imaging gold concentrations as low as 0.5% by weight.

XFET’s detection limit is further improved (down to 0.05%) with additional dose and with

utilization of XFET’s unique partial-field imaging capability. We discuss the advantages and

limitations of XFET for more informed translation into preclinical and clinical use.

Ultimately, the results of this dissertation improve XFET’s current capabilities and pro-

vide the information necessary to predict XFET’s ability to map therapeutic GNPs in vivo

for informed development, safer treatment, and fewer side effects of cancer therapies.

xviii



CHAPTER 1

INTRODUCTION

This dissertation presents a nascent imaging modality: x-ray fluorescence emission tomog-

raphy (XFET). XFET is an x-ray-fluorescence-based imaging modality that can image the

spatial distribution of low concentrations of metals within objects. Current approaches to

metal mapping for certain preclinical and clinical applications are limited by sensitivity and

practical constraints. XFET addresses these limitations with novel geometries and hardware,

that together, have desirable implications for imaging depth and sensitivity.

This dissertation focuses on improving XFET image quality and exploring XFET’s lim-

itations and advantages within eventual preclinical and clinical spaces. Specifically, we de-

velop XFET image reconstruction algorithms, discuss effects of geometric parameters on

image quality, and demonstrate XFET’s clinical feasibility compared to conventional imag-

ing modalities. The results of this dissertation provide information necessary to predict

XFET’s capacity in clinical scenarios and pave the way for XFET to be used as an imaging

system capable of mapping therapeutic metal nanoparticles.

In this chapter, we begin by motivating the need for metal mapping by discussing applica-

tions of metal nanoparticles in emerging preclinical and clinical therapies. We then discuss

the advantages and limitations of existing approaches to metal mapping, including x-ray

fluorescence computed tomography (XFCT): a modality closely related to XFET. We then

introduce XFET: its geometry, imaging acquisition methods, advantages, limitations, and

potential applications. Finally, we outline the remainder of this dissertation, which focuses

on improving, optimizing, and demonstrating XFET imaging.
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1.1 The emerging role of metal in the treatment of disease

Metals and metal-based drugs have historically played a significant role in medicine as thera-

peutic, diagnostic, and theranostic tools: for example, platinum-based chemotherapy agents

[4], yttrium-based particles for internal radiation treatment of liver cancer [5], and iodine

contrast for angiography [6]. Metal nanoparticles are increasingly being used for their ther-

apeutic potential, and are proving especially effective in novel treatments of cancer. Among

these metals, gold nanoparticles (GNPs) have particular promise due to their biocompat-

ibility, functionalization, radiation-enhancement and photothermal properties [7][8]. This

section contains descriptions of select emerging cancer therapies that incorporate gold and

other metal nanoparticles.

1.1.1 Radiation therapy (RT) enhancement

GNPs have long been investigated for their radiation-enhancement properties; when GNPs

are contained in a tumor, they increase the therapeutic ratio of external beam RT by en-

hancing the effect of radiation on cancer cells [8, 9, 10, 11]. This effect is due to GNPs and

other metals of high atomic number having high absorption coefficients, namely large photo-

electric cross sections at low kilovoltage (kV) x-ray energies [8, 12]. This large photoelectric

cross section with high probability of secondary electrons and free radical production causes

significantly increased absorbed radiation dose when using kV x-rays [13, 14, 15]. This dose

enhancement has been estimated to be greater than 200% for certain gold concentrations

and external beam energies [16, 17].

For megavoltage (MV) beams typically used for RT, the dominant interaction with GNPs

and other metals is Compton scattering. Yet, the presence of GNPs under MV beams still

increases RT sensitivity, with or without significant dose enhancement [18, 19, 20]. Dose

enhancement does not necessarily predict biological effect: GNP-related radiosensitivity en-

hancement has been attributed to various physical, chemical, and biological mechanisms,
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including mechanisms that increase oxidative stress [11, 18, 21, 22, 23]. Additionally, there

is general lack of agreement between predicted degree of sensitivity enhancement and mea-

sured data, further suggesting that GNPs cause radiosensitization through biologically driven

processes that cannot be predicted with beam energy and GNP concentration alone [18]. The

radiosensitization by GNPs remains an active preclinical research area [23].

Regardless of the mechanism by which they increase radiosensitization, GNPs and related

molecules have consistently shown in vitro and in vivo success for RT enhancement. In vitro,

GNPs or modified GNPs enhance RT for many cell types, including MCF7 and MDA-MB-231

breast cancer cells, HeLa cells, oral epidermoid carcinoma (KB), SK-OV-3 ovarian cancer,

and DU-145 prostate carcinoma [19, 20, 24, 25, 26, 27]. Studies in vivo also show effective

radiation enhancement in mouse models that results in increased survival and significant

tumor growth delay for a variety of cancers [28, 29, 30, 31, 32, 33]. This effect occurs

even without direct tumor targeting of the GNPs: GNPs have enhanced permeability and

retention (EPR), that, when combined with the leaky vasculature and impaired lymphatic

clearance of tumors, results in preferential deposition at tumor sites [8, 34]. Beyond in

vitro and in vivo studies, treatment planning simulations demonstrate the effectiveness of

GNP-mediated radiation therapy in human cancers [35].

Finally, other high-Z metals besides gold have also been investigated and show promise

for RT enhancement. These metals include bismuth, silver, tungsten, hafnium, and platinum

[36, 37, 38]; hafnium has already been used to demonstrate the feasibility of RT-enhancement

in a clinical study of pancreatic ductal adenocarcinoma [39].

1.1.2 Photothermal ablation therapy

Another advantage of gold is its tunable optical properties and resulting applications in

photothermal ablation (PTA) therapy [40, 41]. PTA (also termed PTT or PPTT) involves

targeting a tumor with GNPs or other selective materials, and thermally ablating the lesion
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with near-infrared (NIR) light illumination [7, 10, 40, 42, 43, 44]. Thermal ablation occurs

because gold is a plasmonic material that strongly absorbs NIR light, which results in the

production of therapeutic doses of heat [45]. Gold is an ideal material for PTA for two

main reasons. First, the NIR wavelength that gold naturally absorbs and converts to heat

is desirable for this application, because this wavelength range has relative biological tissue

transparency [46]. Second, GNPs have tunable optical properties: the wavelength that GNPs

preferentially absorbs is tunable with the geometry and size of the nanoparticle, and GNPs

are easily manufactured in various shapes and sizes [41].

The first recognized in vivo study to perform NIR PTA injected solid tumors with silica-

gold nanoshells and exposed them to NIR light. These tumors reached temperatures associ-

ated with irreversible tissue damage within 4-6 minutes; and there was no damage to control

tissue [40]. Several in vivo and in vitro studies have confirmed the feasibility of gold-mediated

PTA in various cell lines and animal models (mouse, feline, and canine), with desirable ab-

lation being achieved in 10 minutes or less [47, 48, 49, 50, 51, 52, 53]. This promise has

extended to clinical trials, including one that used gold-silica nanoshells to photothermally

ablate prostate lesions with success in 94% of patients without serious complications [44].

The success of PTA depends on the heat generated in a lesion, which is dependent on

gold uptake and distribution [10]. Nanoparticle shape and size impacts this distribution,

and affects the efficiency of heat production [54, 55]. Tumor uptake can also be improved

by bonding the GNPs to various biologically useful molecules, including polyethylene glycol

(PEG) and macrophages [42, 50, 51, 56]. However, these factors all impact the biodistribution

of gold particles [57, 58, 59]; biodistribution and toxicity must be studied for each GNP

variation to ensure safe and effective treatment with no long term negative health effects [7].

Even though the NIR wavelength range experiences relative biological tissue transparency,

the light penetration is limited to depths up to a few centimeters [59]. Therefore, PTA is

mostly clinically limited to superficial solid tumors, such as head and neck, breast, and
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melanoma [7].

1.1.3 Photodynamic therapy

Photodynamic therapy (PDT) is an emerging, effective treatment modality used for a range

of diseases [59, 60]. PDT is similar to PTA in that a photosensitizer (PS) absorbs a specific

wavelength. Rather than converting light to heat, the PS can transform into an excited

state which undergoes photochemical reactions with molecular oxygen to produce reactive

oxygen species (ROS). These ROS induce oxidative stress which contributes to cell killing

[59, 60, 61]. PDT can also be particularly effective when combined with other therapies [61].

One limitation of PDT is that PSs have a non-specific biodistribution, which can make tumor

targeting difficult and can lead to unwanted side effects [60, 61]. GNPs and GNPs modified

with certain molecules are suggested to address this limitation with drug delivery: acting as

PS carriers, they increase the stability and improve the and non-specific biodistribution of

PSs [60, 61, 62].

The wavelength of light absorbed in PDT, 650 - 850 nm, has low penetration depth in

tissue [61, 63]. Thus, PDT is often used for superficial skin disease [60, 64]. However, some

groups have circumvented this limitation by producing light adjacent to PSs with nanopar-

ticle scintillators, which are activated by an external x-ray beam [65]. This approach, called

x-ray-induced PDT (X-PDT) provides superior tissue penetration and therefore expands the

range of clinical PDT applications beyond superficial lesions. Nanoparticle scintillators and

photosensitizers investigated for X-PDT and PDT include metals such as titanium, copper,

bismuth, gold, and platinum [66, 67, 68, 69]. Metal-organic frameworks are particularly use-

ful in that they incorporate scintillators and photosensitizers in close proximity [70]. X-PDT

that utilizes metal complexes or metal-based hybrid structures to generate oxygen species

via energy transfer without fluorescence is often referred to as radiodynamic therapy (RDT)

[71]; metal provides additional radiosensitization that also serves to damage DNA during

5



radiation exposure [72]. In this sense, X-PDT is a combination therapy of RT and PDT [65].

In vivo X-PDT has recently been tested in mouse models and has been shown to improve

treatment efficacy and provide significant tumor reduction when compared to x-ray treatment

alone [66, 68, 72]. While there is clinical promise in X-PDT, it is still in development. There

is a wide range of scintillator nanoparticles that are being investigated for PDT for their

appealing optical qualities. These materials require further study into their toxicity, tumor

selectivity, and biocompatibility before clinical feasibility can be demonstrated [60, 65, 71].

1.1.4 Drug delivery

Drug delivery as a cancer treatment modality offers tumor targeting, which is specifically

advantageous over conventional, systematic chemotherapy. During drug delivery, anticancer

drugs will distribute and collect in a target via a carrier molecule. Metal nanoparticles have

specific qualities that harness potential applications as drug delivery carriers for targeted

delivery: increased stability and half life of drug carriers in circulation and small size for

increased permeability in tissue [73]. These metals include gold, silver, platinum, zinc, and

titanium, among others [73]. In particular, GNPs show promise as drug delivery systems due

to their ease of surface functionalization, biocompatibility, hydrophilicity, and low toxicity

[73, 74, 75, 76]. Many studies have used GNPs or related molecules for targeting anticancer

drug delivery in vitro, including in human breast, lung, and colon cancer cell lines [74, 77, 78].

In vivo drug targeting with gold has also been demonstrated, with little to no accumulation

of the drug in healthy organs of animals [79]. These studies have extended to clinical trials,

where the potential for GNPs for drug delivery and tumor targeting is being investigated

and demonstrating preliminary promise [80, 81]. As with PDT and any other injection of

gold or metal nanoparticles, biodistribution, potential toxicity, and pharmacokinetics must

be investigated before clinical translation [74, 76, 82].

6



1.2 Clinical and preclinical metal mapping

The ability to accurately map and quantify metal nanoparticles in objects is critical for many

of the above emerging cancer therapies. Specifically, there are two ways in which the above

therapies would benefit from quantitative metal imaging: image guidance during treatment,

and in vivo metal biodistribution measurements during research and development.

First, in all of the above therapies, metal will result in enhanced dose to the region

it occupies; therefore, the ability to image metals during or immediately before treatment

is conducive to treatment efficacy and safety. For example, successful treatment with X-

PDT depends on intratumoral and intracellular nanoparticle distribution; this distribution

is heterogeneous and therefore has potential undesirable impacts on cytotoxicity [65, 83].

Mechanisms for tumor targeting in X-PDT is similar to the targeting methods used in RT-

enhancement, drug delivery, and PTA: for example, surface functionalization with PEG

[51, 58, 84, 85, 86]. Therefore, homogeneous intratumoral nanoparticle distribution is not

guaranteed for these therapies. Additionally, confirmation of the appropriate intratumoral

nanoparticle (NP) concentration is important prior to treatment, as different nanoparticle

formulations and sizes show varying tumor uptake and renal clearances [83, 87]. With various

NP sizes and surface properties being investigated, there is a strong need for imaging methods

that would allow for real-time in vivo quantification of metal nanoparticles [71, 88].

Second, in the development of these emerging therapies, particularly in preclinical and in

vivo stages, measuring pharmacokinetic properties is crucial to understanding toxicity and

effects of the metal particles. Although gold is acutely non-toxic, its incomplete excretion

from the body and its accumulation in healthy organs such as the liver and spleen is of notable

concern, as long-term effects and toxicity are still being explored [81, 89]. As with any new

drug, the in vivo pharmacokinetics must be studied in depth before regulatory approval, to

assess absorption, biodistribution, metabolism, and the elimination process [82]. Therefore,

there is a strong need for quantitative preclinical and in vivo metal imaging.
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1.2.1 Relevant metal concentrations and depths

For the imaging applications discussed in Section 1.2, certain metal concentrations and

imaging depths hold relevance. Both PTA and PDT suffer from low penetration depth of

light and are therefore limited to treating superficial disease, up to few centimeters in depth

[7, 59, 61, 63, 65, 67]. X-PDT uses x-rays as an initial source, and therefore does not suffer

from this depth limitation [65]. Similarly, metal-mediated RT and drug delivery do not

have depth limitations. However, metal-mediated RT and drug delivery are often used for

superficial treatments. Metal-mediated RT, for example, is expected to be most effective

for superficial tumors [10]. GNPs are studied for skin disease drug delivery because they

increase the skin permeability of topical drugs [90, 91]. Evidently, every therapy in Section

1.1 has applications in the treatment of superficial lesions.

There is high variance in the concentrations of metal that are used in these emerging ther-

apies, and some lack of consistent information about intratumoral concentration, especially

for PDT and drug delivery studies with gold. In particular, studies about drug delivery using

GNP carriers suffer from a lack of standardization. Differences in surface molecules, anti-

cancer drugs, and particle sizes and shapes has led to a wide variety of gold concentrations

across literature biodistribution studies [92]. However for metal-mediated RT enhancement

and PTA, there is some consistency in reported intratumoral gold concentration.

The effective concentration of GNPs needed for significant tumor growth delay using RT

enhancement is between 0.250 µg and ∼74 mg of gold per g of tumor (which corresponds

to concentrations as little as 0.000025% to as much as 7.4% by weight) [23]. Generally

however, RT enhancement has been studied at relatively high intratumoral concentrations

of gold: between 0.7% and 3% by weight gold (which corresponds to between 7 mg and

30 mg of Au per g of tumor) [17, 30]. For one in vivo mouse model, 1.5% gold by weight

corresponded to a dose enhancement factor of 3.4 [30]. While it is important to maintain

adequate intratumoral gold concentrations to achieve RT enhancement, minimal dose to
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background tissue is required; one study showed that 0.2% gold by weight (2 mg/g) outside

the tumor resulted in an undesirable dose enhancement of 30% in the healthy tissue when

using 140 kVp treatment beams [17].

In comparison to RT enhancement, PTA requires significantly lower gold concentrations

for treatment efficacy, due tumors’ greater sensitivity to heat compared to other tissue [93,

94]. Gold doses used for in vitro and in vivo PTA studies usually range from ∼ 0.00004 -

0.08 mg Au/g (up to 0.008% by weight gold) [67, 93]. A pioneering clinical trial studying

gold-mediated PTA of prostate cancer measured the median gold concentration in prostate

tumors as 0.00828 mg/g (0.0008% by weight, range of measured concentrations: 0.00115 to

0.03312 mg/g), and noted that healthy prostate tissue is known to accumulate nanoparticles

at a minimal background concentration of 0.0004 mg /g [44].

In summary, the above gold concentrations used in RT enhancement and PTA studies

indicate that the biologically relevant concentration of gold is approximately ≤ 1-2% gold

by weight [95].

1.2.2 Advantages and limitations of current metal-mapping,

non-x-ray-fluorescence-based imaging modalities

To quantify very low concentrations of non-radioactive gold discussed in Section 1.2.1, the

“gold standard” modalities include instrumental neutron activation analysis (INAA) and

inductively coupled plasma-mass spectrometry (ICP-MS) [92]. Both have good accuracy

and benefit from a very low, 0.02-1 ppb detection limit, but are labor and time intensive

and cannot perform in vivo imaging that is required for image guidance [92]. Although they

are used in the preclinical stage for pharmacokinetic studies in animal models, this process

requires repeated animal sacrifices at various time points [82, 96]. There is a need for faster

determination of NP circulation times to determine NP accumulation in tumors [88]. It

would also be advantageous in pharmacokinetic studies to use a mouse as its own control,
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which would only be possible with repeated metal measurements in vivo.

Image guidance of PTA is often performed using magnetic resonance imaging (MRI)

in combination with a magnetic particle that has been embedded into the gold nanoparti-

cle or shell [47, 48]; alternatively, MRI image contrast can obtained from the temperature

dependence of proton resonance [40]. However, obtaining MRI images is slow, potentially

slower than PTA treatment time which is on the order of a few minutes or less [48, 40].

This slow imaging time also makes MRI prone to motion artifacts. One clinical trial of

PTA of prostate cancer with GNPs used MRI-ultrasound fusion for treatment planning, tro-

car placement, and post-treatment biopsies, but monitored the treatment itself with needle

thermocouples to avoid accidental thermal ablation of the rectal wall, urinary sphincter, and

urethra [44].

Other image guidance methods also have practical concerns. Optical imaging of gold

nanoparticles usually has a limited tissue penetration depth of a few 100 µm [97]. Photoa-

coustic imaging is a promising modality for imaging GNPs, but has practical limitations

such as the direct coupling of the transducer to the body and its inability to image through

the lung or air bubbles in the bowel. Its imaging depth of a few centimeters also comes with

a tradeoff of limited spatial resolution [98].

Computed tomography (CT) is limited in its ability to live image low concentrations of

metal. CT visualizes gold through differences in x-ray attenuation coefficients, but does not

provide element-specific information, and can only image gold down to concentrations of 0.5

mg/mL in typical clinical acquisitions [8, 99]. This detection limit is equivalent to 0.05%

gold by weight, which is also inadequate for imaging concentrations of gold used in PTA.

Spectral photon-counting CT provides material differentiation, but its detection limit for

gold is similar to conventional CT [100].

In summary, current imaging modalities have limitations that make imaging the relevant

depths and concentrations of GNPs impractical.
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1.3 X-ray fluorescence tomography

X-ray fluorescence imaging (XFI) is an emerging class of imaging modalities that is used to

image the spatial distribution of trace metals without radioactivity or biochemical alteration.

XFI exploits the high-Z nature of metals, specifically the high probability of x-ray induced

photoelectric interactions and subsequent x-ray fluorescence emissions. XFI measures these

monochromatic fluorescence x-rays, which have energies specific to the metal that emitted

them, and can simultaneously image many different metals that may appear indistinguishable

in a CT image. Therefore, XFI is best suited for metal mapping. We distinguish between

two x-ray-fluorescence-based approaches to metal mapping: x-ray fluorescence computed

tomography (XFCT) and x-ray fluorescence emission tomography (XFET).

1.3.1 X-ray fluorescence computed tomography (XFCT)

XFCT is an imaging modality that functionally image metal maps in vivo. Conventional

XFCT uses a pencil x-ray beam to stimulate characteristic x-ray emissions from metals in

materials. These characteristic, or fluorescent, x-rays are detected by a large energy-sensitive,

non-imaging detector placed perpendicularly to the sample. In the absence of attenuation,

one measurement gives a line integral through the metal density map of the material. XFCT

uses first-generation CT acquisition, scanning the pencil beam and rotating the sample at

each position to obtain a complete sinogram. This sinogram is used in reconstructing the

spatial distribution of metal within the object [101, 102, 103].

XFCT has been used with monochromatic synchrotron radiation as the x-ray source,

which benefits from reduced scatter background and high sensitivity [104, 105, 106]. But

as synchrotrons are not always available, many groups developed benchtop XFCT with the

conventional geometry described above [101, 102, 103]. Conventional benchtop XFCT suf-

fers from many limitations: its sensitivity is fundamentally limited by the interaction cross

section of gold, it lacks penetration depth, and forming images requires noise-amplifying to-
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mographic image reconstruction. Furthermore, obtaining a full sinogram is time consuming,

can limit the depth of metal that can be imaged, and is dose inefficient, which can exclude

in vivo imaging. These factors all limit XFCT’s sensitivity and potential use in biomedical

applications.

To address these limitations, several groups have explored various XFCT acquisition

methods that can theoretically improve scan time, dose, depth, and sensitivity limits. One

“cost-free” way of improving XFCT detection limits is introducing new detector geometries,

such as full ring detectors [107, 108], or detectors placed in backscatter positions to minimize

scatter contamination [109, 110]. However, there are usually tradeoffs that accompany each

acquisition method. For example, imaging time can be reduced and sensitivity improved

with new XFCT geometries and acquisition parameters, including cone beams [95, 111, 112,

113, 114], fan or sheet beams [108, 115, 116, 117], and the detection of L-shell fluorescence

instead of K-shell fluorescence [110, 115, 118]. The above time and sensitivity advantages

become even more apparent when cone beams and fan beams are paired with new apertures,

collimators, and pixelated, energy sensitive detectors [95, 108, 117, 119]. Yet, sheet beams

are dose-inefficient and have worse sensitivity than pencil beams when directly compared

[108, 115]. Detecting L-shell instead of K-shell fluorescence can lead to significant sensitivity

improvements via reduced Compton scatter contamination, but is impractical for imaging

metals at depths greater than 1 cm because of significant attenuation [110, 111, 116, 118].

Table 1.1 contains sensitivities and imaging doses of several XFCT acquisition methods used

to detect GNPs in phantoms. Note that highly sensitive systems have low dose-detection

limit products in Table 1.1.
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Table 1.1: Summary of studies on K-shell XFCT sensitivity and dose

Reference XFCT acquisition
parameters

Phantom
material &
diametera

GNP
detection

limit (% by
weight)b

Estimated
dosec

Dose-
detection

limit
product
(%-cGy)

Conventional XFCT

Kuang et al.
2013 [103]

150 kVp scanning
pencil beam, rotating

phantom,
single-crystal CdTe

detector

Water (3.5
cm)

∼ 0.25 %
(by

visibility)
77 cGy 19.25

Cheong et
al. 2010

[101]

110 kVp scanning
pencil beam, rotating

phantom,
single-crystal CdTe

detector

PMMA (5
cm, 1.05 cm

inserts)

< 1% (by
visibility) 201 cGy <201

Cone and fan beam XFCT

Jones et al.
2012 [112]

105 kVp cone beam,
rotating phantom, 2

opposed CdTe
detectors, 2 opposed
pinhole collimators

PMMA (3
cm, 6 mm
inserts)

< 0.5% (by
visibility)

204 mGy
(3.4

mGy/proj.)
<10.2

Jones et al.
2011 [111]

110 kVp cone beam,
pair of opposing

parallel hole
collimators, rotating
phantom, 2 opposing

energy-sensitive
detectors

PMMA (5
cm, 5-10 mm

inserts)

0.1% (by
visibility)

30 cGy (0.5
cGy/proj.) 3

Manohar et
al. 2016 [95]

In vivo benchtop
demonstration, 125

kVp cone beam,
rotating mouse model,

single-crystal CdTe
detector

Mouse
model 0.24% 74.3

cGy/slice 17.83
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Table 1.1 continued: Summary of studies on K-shell XFCT sensitivity and dose

Reference XFCT acquisition
parameters

Phantom
material &
diameter*

GNP
detection

limit (% by
weight)**

Estimated
dose***

Dose-
detection

limit
product
(%-cGy)

Dunning et
al. 2018 (1)

[115]

Monte Carlo
simulation, 81 keV

sheet beam, rotating
phantom, parallel-hole

collimator

Water (2
cm, 0.5-2

mm inserts)
0.08% 30 mGy 0.24

Manohar et
al. 2018

[113]

125 kVp cone beam,
rotating phantom,

CdTe detector

PMMA (3
cm, 6 mm
inserts)

0.03%
(signal =
1.96σbkg)

617 cGy
(1.87

cGy/proj.)
18.51

Detectors in backscatter or full ring geometries

Ahmad et al.
2015 [109]

120 kVp pencil beam,
linear scanning and
rotating phantom,

CdTe detector placed
in backscatter position

Water (6.4
cm, 2 cm
inserts)

0.25% 14.2 mGy 0.36

Dunning et
al. 2018
(2)[110]

Monte Carlo
simulation, 120 kVp

scanning pencil beam,
rotating phantom, 8

CdTe spectrometers in
backscatter position

Water (2.5
cm, 4 mm
inserts)

0.055% 30 mGy 0.165

Bazalova et
al. 2012

[107]

Monte Carlo
simulation, 110 kVp

parallel beam,
rotating phantom,
energy resolving

detector ring

Acrylic (5
cm, 1 cm
inserts)

0.061% 10 cGy 0.61
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Table 1.1 continued: Summary of studies on K-shell XFCT sensitivity and dose

Reference XFCT acquisition
parameters

Phantom
material &
diameter*

GNP
detection

limit (% by
weight)**

Estimated
dose***

Dose-
detection

limit
product
(%-cGy)

Ahmad et al.
2014 [120]

82 KeV pencil beam,
linear scanning and
rotating phantom,
multiple detectors

placed in optimized
backscatter position

Water (2.25
cm, 5 mm
inserts)

0.001%
2 mGy (to
phantom
surface)

0.0002

Stationary phantoms & position-sensitive detectors

Jung et al.
2017 [116]

140 kVp fan beam,
pinhole aperture,

stationary phantom, 2
opposing pixelated

CZT gamma camera
detectors

Water (5
cm, 1 cm
inserts)

0.03%
26.1 mGy
(average

dose)
0.078

Deng et al.
2018 [117]

Monte Carlo
simulation, 125 kVp

fan beam,
multi-pinhole

collimator, stationary
phantom, 2 opposing
pixelated detectors

PMMA (3
cm, 3 mm
inserts)

0.09% (CNR
= 3.29)

100 billion
particles

[Dose not
applicable]

aCylindrical phantom unless otherwise indicated. Dimensions given are diameters.
bDetermined by Rose criterion (CNR = 4) unless otherwise indicated [121].
cDose to center of phantom over course of imaging unless otherwise indicated.

1.3.2 X-ray fluorescence emission tomography (XFET)

We have previously shown that the most advantageous XFCT acquisition methods utilize slit

or pinhole apertures with pencil beams or fan beams, respectively, without object rotation

[108, 122]. These new geometries reduce imaging time through either increased detection

efficiency or greater volume of irradiation, and have increased information content per de-
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tected photon, which has the potential to greatly improve sensitivity [108, 122, 123]. We

refer to this new acquisition method as x-ray fluorescence emission tomography (XFET),

which is similar to but offers distinct advantages over conventional XFCT.

As seen in Section 1.3.1, conventional XFCT utilizes an x-ray pencil beam, rotating

sample, and non-imaging detector. Figure 1.1 contrasts XFCT and XFET: XFET utilizes

an x-ray pencil beam, slit (or pinhole) aperture, and a pixelated, photon-counting, energy-

sensitive detector, in the geometry seen in Fig. 1.2. During XFET acquisition, the object is

translated perpendicularly through the beam without rotation, and metal atoms along the

illuminating beam will emit x-ray fluorescence isotropically. The slit aperture encodes spatial

information by allowing a column of pixels within the energy- and position-sensitive detector

to detect fluorescence only from a specific axial segment of the beam. With this geometry,

XFET allows for direct measurement of the metal without the need for tomographic image

reconstruction, reducing noise amplification, albeit with loss of geometric efficiency. This

spatial encoding also allows for partial field-of-view imaging and quick probing of metals in

regions of interest. The combination of the slit/pinhole apertures and energy-sensitive CdTe

detectors limit Compton scatter contamination, providing potentially greater sensitivity than

XFCT. Indeed in preliminary studies, XFET has demonstrated unprecedented detection

limits in imaging Gd (0.01%) compared to studies that utilize a similar dose (∼3.26 Gy)

[124].

Although several distinct XFCT geometries aside from conventional XFCT have been

utilized, most require object rotation and sinogram acquisition. Therefore, XFCT acqui-

sition resembles transmission-based computed tomography. XFET is named for its resem-

blance to emission tomography systems such as single-photon emission computed tomog-

raphy (SPECT) and positron emission tomography (PET). To our knowledge, our group

was the first to consider a dose-efficient pencil beam and slit aperture geometry, but XFET

bears strong resemblance to some later XFCT studies that incorporate fan beams and pin-
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Figure 1.1: Comparison of XFCT and XFET geometry. ©2023 IEEE

Figure 1.2: Mechanism of XFET imaging. The object is rastered through the x-ray pencil
beam, resulting in fluorescent emissions along a line of illumination. Fluorescence emissions
are directly mapped to the detector plane, spatially inverted, which is demonstrated by the
red and blue regions in both the object and detector plane (not to scale).
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hole apertures with stationary objects [116, 117]. These studies have confirmed XFET’s

sensitivity and dose advantages: when compared to other XFCT GNP studies, the method

employed by Jung et al.—which like XFET, probes a non-rotating object—produces a very

high sensitivity. With the exception of one highly optimized and clinically impractical XFCT

study, which used a monochromatic beam, relatively large gold inserts, and several detectors

in a full-ring-backscatter geometry [120], Jung et al.’s method produced the lowest dose-

detection limit in Table 1.1 [116]. Therefore, XFET shows promise as a highly sensitive

metal mapping imaging modality.

1.3.3 Applications of XFET in therapies

Because XFET has improved sensitivity, partial-field imaging capabilities, and improved tis-

sue penetration depth due to its direct imaging, it can potentially map gold at concentrations

and depths used in clinical and preclinical studies.

First, XFET has potential for image guidance for emerging cancer therapies. As discussed

in Section 1.2.1, most of the discussed therapies have applications for treating superficial le-

sions. These superficial lesions cannot be imaged with XFCT due to the requirement of a

full sinogram and the inevitable extinguishing of the fluorescent signal at certain sinogram

angles. Alternatively, XFET does not require a full sinogram, can image partial fields, and

therefore is more practical for imaging the distribution of metals in superficial lesions. Al-

though the fluorescence signal will be significantly attenuated beyond a certain tissue depth,

this depth is certainly greater than the depth of NIR and optical light used in PTA and

PDT. X-PDT overcomes the depth limitation of PDT by using an x-ray beam for treat-

ment, and therefore will naturally result in x-ray fluorescence emission. XFET can exploit

these emissions for monitoring the location of metal-based PSs or nanoscintillators during

treatment. With XFET’s potential sensitivity improvements, it can certainly image the low

concentrations of metals utilized in RT-enhancement therapy, if not PTA with further opti-
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mization. Imaging the spatial distribution of metals with XFET before or during treatment

would ensure treatment efficacy and reduce adverse effects.

Second, pharmacokinetic and biodistribution studies are crucial for drug development,

including drugs delivered with GNP carriers. These studies, usually performed on mouse

models, would benefit from a highly sensitive metal mapping modality that did not require

repeated animal sacrifice. XFET possesses desirable qualities for this application: high

sensitivity (especially for mouse-sized objects), high spatial resolution, and in vivo imaging

capabilities. XFCT has already been utilized for in vivo biodistribution imaging [95, 119];

XFET would provide even greater detection limits that would improve understanding of

drug toxicity and half-life. Therefore, XFET would be well suited for biodistribution studies

in the preclinical stage of metal-based drug development.

1.3.4 Advancing XFET capabilities

In light of XFET’s potential advantages in sensitivity, imaging depth, and imaging time,

there remain open questions for further study and additional improvement.

First is the issue of varied fluorescence attenuation: fluorescence emitted from greater

depths will naturally be more likely to attenuate than superficial emissions. Thus, attenua-

tion correction is crucial for XFET to obtain accurate and quantitative metal maps. Conven-

tionally, CT or transmission-based imaging provides an attenuation map needed for correc-

tion, but at the cost of additional dose to the object or organism. This type of measurement

is unavoidable in transmission-based methods like XFCT. Alternatively, XFET’s unique

geometry that allows for direct fluorescence imaging also allows for a unique method of at-

tenuation estimation. Emitted fluorescent photons probe the attenuation map on their path

to a detector; the attenuation map can estimated from these emission data alone. Therefore,

joint estimation of metal and the attenuation maps is one area of potential advancement, and

its successful implementation would provide XFET with the distinct advantage of negating
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the need for an additional, dose-delivering transmission scan.

With joint estimation comes new challenges in estimating metal and attenuation: be-

cause metal acts as the emission source in an interior-source tomography problem, its spatial

distribution heavily determines what section of the attenuation map is probed and can be

reconstructed. With no metal in an object, no attenuation can be recovered; with one small

localized region of metal, only the attenuation that lies between this region and a detector

pixel can be recovered. Therefore, accurate joint estimation depends on the spatial distri-

bution of metal and detector placement. Of these factors, detector placement is adjustable,

and it is critical to explore the effect of this placement on joint estimation.

Finally, the pencil-beam and slit-aperture geometry of XFET has yet to be directly

compared to other, more conventional imaging modalities. XFET’s detection limit must be

quantified to demonstrate proof of benefit in a preclinical or clinical imaging application.

1.4 Dissertation overview

This dissertation focuses on an optimal XFET imaging geometry incorporating an x-ray

pencil beam source and slit apertures, with potential to image gold at concentrations lower

than possible with conventional XFCT and CT. With each chapter, we provide informa-

tion necessary to make predictions about XFET’s metal mapping capabilities in eventual

preclinical and clinical scenarios.

Chapter 2 develops and compares an algorithm to jointly reconstruct metal and attenua-

tion maps in XFET. For attenuation correction, sinogram-based XFCT requires an additional

transmission scan at the energy of the fluorescent rays to measure the attenuation map neces-

sary for attenuation correction. Alternatively, XFET’s ability to directly image metal allows

for the estimation of attenuation along the path of fluorescence emission. Therefore, XFET

allows for joint metal and attenuation estimation using emission data alone. This chapter

develops a realistic forward model and a joint reconstruction algorithm for numerical gold
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and iron phantoms. This reconstruction method is shown to be advantageous over a more

conventional algorithm.

Chapter 3 explores the effect of detector count and placement on joint estimation. Image

geometry optimization is necessary to obtain accurate metal and attenuation images in

XFET. Detector number and placement is one of the most flexible and influential components

of XFET geometry. This chapter uses mathematical methods—singular value decomposition

(SVD) and eigendecomposition of the Fisher information matrix (FIM)—to determine the

effect of detector placement on image quality. Further image reconstructions for various

detector arrangements are performed to demonstrate the limitations and capabilities of each

arrangement. Implications for XFET’s preclinical and clinical capabilities are discussed.

Chapter 4 compares simulations of XFET and CT in the task of mapping various con-

centrations of gold in numerical contrast and mouse phantoms. This chapter studies the

effect of gold concentration and imaging depth on contrast-to-noise ratios (CNRs) achieved

by each modality. We also demonstrate XFET’s ability to image partial fields, demonstrate

feasibility in a preclinical context, and quantify the detection limit of XFET. The results of

this chapter inform about the depth and sensitivity limits of XFET compared to CT, and

guide discussion about potential clinical and preclinical applications of XFET.

Chapter 5 summarizes the previous chapters and proposes potential directions for addi-

tional research.
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CHAPTER 2

JOINT ESTIMATION OF METAL DENSITY AND

ATTENUATION MAPS WITH PENCIL BEAM XFET

2.1 Introduction

Due to XFET’s potential applications for preclinical and clinical metal mapping, its primary

aim is reconstructing accurate metal density maps. In the absence of attenuation, obtain-

ing accurate metal maps is straightforward, as XFET is a direct imaging modality with a

closed-form solution. However attenuation information, when present, must be estimated

to reconstruct accurate metal densities. In this chapter, we build an algorithm for XFET

that uses emission data alone to simultaneously estimate the metal density map and the

attenuation map needed for correction.

2.1.1 Previous attenuation correction approaches

In XFET, attenuation maps can be viewed as nuisance parameters: parameters not of im-

mediate interest, but that must be estimated to analyze the parameter of primary interest.

Attenuation must be corrected for in both XFET and XFCT, especially for high metal den-

sities that cause significant self-absorption. At least two attenuation maps are needed for

attenuation correction: one at the beam energy and one at the energy of the emitted fluo-

rescent rays. If there are many elements being imaged simultaneously, there are potentially

many attenuation maps that are needed at various fluorescent x-ray energies. Although

XFCT allows for reconstruction of the beam attenuation map through the use of simulta-

neous transmission measurement, it is tedious and difficult to obtain attenuation maps at

the characteristic x-ray energies. Previous attempts at image reconstruction in XFCT with-

out pre-measured fluorescent attenuation maps include correcting for uniform attenuation of

known materials [101, 110, 125], using transmission information to correct for self-absorption
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[126], using iterative algorithms [127, 128, 129], and expressing the unknown attenuation map

in terms of known quantities and the unknown element densities [130]. In our previous work,

we showed that an alternating approach that makes use of separable paraboloidal surrogates

to update the attenuation map outperforms filtered backprojection (FBP) in XFCT image

reconstruction [131]. XFCT attenuation correction is an ongoing research problem with no

single conventional approach, but a commonly used iterative method is a conjugate gradient

method: Schroer used a conjugate gradient approach for XFCT image reconstruction [127],

and Shi et al. examined a nonlinear conjugate gradient method with regularization and

found that it outperformed both maximum likelihood expectation maximization (MLEM)

and FBP algorithms [132].

Similar problems arise in emission tomography, and in time-of-flight positron emission

tomography (PET), attenuation sinograms can only be determined up to a constant [133].

Previous attempts at reconstructing attenuation maps with emission data include using

iterative methods [134, 135, 136, 137], approaches based on consistency conditions [138,

139, 140], and an inverted Radon transform followed by iterative refinement [141]. In PET

joint estimation, several approaches have been developed to overcome the scale problem,

including the use of information from scatter coincidences [142, 143], MR-based priors [144]

and transmission sources[145].

2.1.2 XFET attenuation correction

Because XFET measures fluorescent emissions directly, emission data alone can potentially

be used to reconstruct the attenuation map. In the XFET geometry, one or more pixelated

detectors are placed parallel to the beam. During measurement, fluorescent emissions probe

a variety of line integrals through the attenuation map, as visualized in Fig. 2.1, where metal

along the line of illumination allows for a large number of attenuation line integrals to be

measured. Fluorescence measurements can therefore provide an estimated attenuation map,
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Figure 2.1: Object containing a line of metal opposing an XFET detector, illustrating the
possibility of joint estimation: measured fluorescent emissions probe the attenuation map of
the object. ©2023 IEEE

which can be used for attenuation correction and estimation of accurate metal maps.

We have previously shown the proposed pencil-beam geometry to be feasible in imaging

element maps with attenuation corrections obtained through CT transmission scans [122]

or through estimation based on updated element densities [123], but it remains to be seen

if accurate density and attenuation maps can be reconstructed without previously obtained

transmission measurements.

2.1.3 Chapter summary

In this chapter, we build an alternating algorithm for pencil-beam XFET that simultane-

ously estimates the metal density map and the attenuation map at the fluorescent energy,

without transmission measurements or previous knowledge of an attenuation map at any

energy. We then perform this joint estimation using a simplified discrete forward model and
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simulated data, to demonstrate the feasibility of XFET geometry and the proposed image

reconstruction method.

To solve the inverse problem, we develop and compare two iterative image reconstruction

methods to jointly estimate metal and attenuation maps: 1) a simultaneous joint estima-

tion with conjugate gradient based on linearization, and 2) an alternating joint estimation

without linearization. Although we have previously used an alternating approach for XFCT

attenuation correction [131], the present work includes the first alternating approach to

incorporate a closed-form solution for the metal density map. The use of a closed-form so-

lution in this chapter incorporates a direct solution to half of the reconstruction problem

and decreases computation time. The conjugate gradient method is a more conventional ap-

proach to XFCT attenuation correction, motivating its comparison to our novel alternating

approach.

We performed reconstructions of metal density and attenuation maps for two numerical

phantoms representing a geological iron sample and a soft tissue sample with gold. We

used qualitative and normalized root mean squared error (NRMSE) comparisons to evaluate

performance of the two algorithms. We present a final demonstration of the alternating

approach for an (8 cm)3 object containing concentrations of gold as low as 5 mg/cm3; this

reconstruction was performed without transmission measurements and without knowledge

of an attenuation map at any energy.

2.2 Methods

2.2.1 Forward model

Figures 2.2 and 2.3 display the imaging geometry of XFET. XFET can use one or more

detectors; in this chapter, we considered a pair of opposing detectors placed on either side of

the object. First, the monochromatic x-ray pencil beam of photon flux I0 and area A0 travels
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through the object with a beam attenuation map µ(EB). Here, the discrete attenuation map

vector µ(EB) ∈ RN , where N is the number of attenuation voxels, contains elements of linear

attenuation coefficients, µ(EB)
k , for each object voxel indexed by k. X-rays of energy EB will

interact with metal of density fi, primarily through photoelectric interactions. Isotropically

emitted fluorescent photons with energy EF travel through the attenuation map at their

energy, µ(EF ) ∈ RN , and are measured at one or more opposing energy-sensitive detector

planes behind central slits. The presence of the slit for a fixed pencil beam location encodes

spatial information: a given column of pixels on the detector receives photons from a specific

axial segment of the pencil beam of length d0. The slit also limits the angular range for

measurement and therefore limits Compton scatter contamination. For simplicity of the

model, we choose d1 to be equal to d2, and slit width to be half the object voxel width,

to allow for a 1:1 mapping between each object voxel and detector column. The object is

translated perpendicularly through the fixed x-ray pencil beam to acquire data for the entire

object.

The fluorescence from object voxel i measured at detector j, pij , can be modeled as

pij =
(d1 + d2)

R3
ij

I0A0D0d0stfi exp
(
−
∑
k

Lijkµ
(EF )
k

)
exp

(
−
∑
k

L′
ikµ

(EB)
k

)
. (2.1)

Rij is the distance from the object voxel i to detector pixel j. The cubing of this distance

incorporates 1/r2 falloff and the obliquity factor, d1+d2
Rij

. D0 is the area of detector pixel j.

t is the exposure time, and

s =
τ

ρ
(EB)ξKωKνK (2.2)

is the product of τ
ρ(EB), the photoelectric cross section at the beam energy EB ; ξK , the

probability that the photoelectric interaction will occur within the K shell; ωK , the flu-

orescent yield of the K shell; and νK , the branching ratio of the Kα line. The factor

exp
(
−
∑

k Lijkµ
(EF )
k

)
describes attenuation of the fluorescent rays, where Lijk denotes the
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Figure 2.2: Three-dimensional pencil beam XFET geometry using two opposing detectors.
©2023 IEEE
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Figure 2.3: Illustration of XFET imaging geometry and term definitions, showing only one
detector in two dimensions. Note that the index k′ is used in this figure instead of k to
distinguish between attenuation at the beam energy and attenuation at the fluorescence
energy. ©2023 IEEE
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intersection length of the line connecting object voxel i to detector pixel j with the pixel

k. The attenuation of the x-ray beam is accounted for in the term exp
(
−
∑

k L
′
ikµ

(EB)
k

)
,

where L′
ik denotes the intersection length of the line connecting the object face (where the

beam is incident on the object for voxel i) and voxel i with voxel k of µ(EB).

We can combine some known terms of (2.1) into a single term, qij ≡
(d1+d2)

R3
ij

I0A0D0d0st,

which leads to the forward model

pij = qijfi exp
(
−
∑
k

Lijkµ
(EF )
k

)
exp
(
−
∑
k

L′
ikµ

(EB)
k

)
. (2.3)

This equation represents fluorescent measurements, p ∈ RMN , (where M is the number

of detector pixels) in terms of the unknown metal density map f ∈ RN and unknown

attenuation maps µ(EF ) and µ(EB).

2.2.2 Linearization

The forward model in (2.1) can also be reformulated by defining two new unitless terms,

q′ij ≡
(d1 + d2)

R3
ij

I0A0D0t exp

(
−
∑
k

L′
ikµ

(EB)
k

)
, (2.4)

and

ni ≡ d0sfi, (2.5)

such that (2.1) becomes

pij = q′ijni exp
(
−
∑
k

Lijkµ
(EF )
k

)
. (2.6)

Both sides of (2.6) can be divided by q′ij , and if ni ̸= 0 ∀ i, this new forward model can be

linearized,

ln
(pij
q′ij

)
= ln(ni)−

∑
k

Lijkµk. (2.7)
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Then, defining yij ≡ ln
(
pij
q′ij

)
and gi ≡ ln(ni), (2.7) becomes

yij = gi −
∑
k

Lijkµk. (2.8)

In order to reexpress (2.8) as a matrix vector equation, we introduce data vector y ∈ RNM

with elements ym, where m = iN + j. Likewise, we introduce a matrix L of size NM×N

with elements Lmk. gi has no j dependence, so a repetition matrix R is introduced, also of

size NM×N ,

R =


r0 0 0 · · · 0
0 r0 0 · · · 0
0 0 r0 · · · 0
...

...
... . . . ...

0 0 0 · · · r0

, (2.9)

where r0 is a M × 1 vector of ones. When N × 1 vector g is multiplied by R, the resulting

vector will be the same dimension as y, with repeated values of ln(ni) for every j. The vector

q′ ∈ RMN containing elements q′ij incorporates the term L′
ik, which becomes extended in a

similar way as g. (2.8) can now be rewritten in matrix notation as

y = Rg − Lµ, (2.10)

where g ∈ RN is a vector that includes linearized metal densities, and µ ∈ RN is a vector

of attenuation coefficients, both indexed lexicographically. To avoid scale-variance in the

imaging model, we normalize L by voxel size, Lmax, and define µ′ ≡ µLmax, such that

(2.10) becomes

y = Rg − L

Lmax
µ′. (2.11)

This can be written as

y = Ax, (2.12)

where the block matrix A = [R | − L
Lmax

], with A ∈ RNM×2N , combines the repetition matrix
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and the matrix of normalized intersection lengths, and x ∈ R2N is a vector concatenating

terms that contain all unknown metal densities and attenuation coefficients: x =
[ g
µ′
]
.

2.2.3 Inverse model algorithms

In the absence of attenuation, a column of detector measurements can be averaged to obtain

one fluorescent measurement per object voxel, which gives a direct measurement of metal in

the object without tomographic image reconstruction. The estimates from multiple detectors

can be averaged to improve noise and perhaps reduce the effect of attenuation. However, this

approach will underestimate the metal density of an attenuating object. Therefore, we use

the mean of opposing views as a point of comparison for our more complete joint estimation

algorithms, discussed in this section.

This section first considers reconstruction in the case of a known beam and fluorescent

attenuation map. We then consider the case of an unknown fluorescent attenuation map and

a known beam attenuation map, and finally consider a case in which neither map is known.

Known beam and fluorescence attenuation maps

If both the attenuation map at the beam energy and fluorescent energy are known, there

is a closed-form solution for the metal densities. First, the known term qij in (2.3) can be

combined with the known beam attenuation factor to form a new known term,

q′′ij ≡ qij exp

(
−
∑
k

L′
ikµ

(EB)
k

)
. (2.13)

(2.3) becomes:

pij = q′′ijfi exp
(
−
∑
k

Lijkµ
(EF )
k

)
. (2.14)

Assuming that pij are Poisson random variables, this model will have a Poisson likelihood

function,
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L(p ; f ,µ) =
∑
i,j

{
pij ln

[
q′′ijfi exp

(
−
∑
k

Lijkµk

)]
− q′′ijfi exp

(
−
∑
k

Lijkµk

) }
, (2.15)

where µ is shorthand for µ(EF ), f is the metal density map, and p is the vector of measure-

ments. In Appendix A, we take the derivative of the Poisson likelihood function and reveal

a closed-form solution for the metal densities,

f̂i =

∑
j pij∑

j q
′′
ij exp(−

∑
k Lijkµk)

. (2.16)

This result states that to obtain the maximum likelihood estimate for the metal map in

(2.16), columns of detector pixels should be summed and divided by the column sum of their

associated attenuation factors, exp(−
∑

k Lijkµk), multiplied by the known term q′′ij .

Known beam attenuation map, unknown fluorescence attenuation map

For the case of a known attenuation map at the beam energy, which can be obtained through

previous transmission measurements, we develop and compare two iterative algorithms to

jointly estimate the metal map f and the fluorescent attenuation map µ.

a) Linearized conjugate gradient approach:

For the linearized imaging model developed in (2.12), we choose the likelihood function

L(x;y) to be a least squares objective function, and the total objective function as

ϕ(x;y) = L(x;y) + γxTx

= (y − Ax)T (y − Ax) + γxTx, (2.17)

where γ is the regularization parameter associated with Tikhonov regularization. Tikhonov
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regularization was used to aid in the reconstruction of this ill-conditioned problem. We chose

to minimize this objective function with a conjugate gradient method. First, we constructed

a vector Γ ∈ R2N that contained elements equal to γ, so that the regularization term could

be applied to the attenuation portion of x alone. Because the conjugate gradient approach

relies on a symmetric imaging matrix and because we applied Tikhonov regularization, we

define H ≡ ATA + ΓT I and y′ ≡ ATy for use as the system matrix and data vector,

respectively, in the conjugate gradient algorithm.

b) Non-linear alternating approach: The second image reconstruction method avoids

linearization and alternates between updating 1) the attenuation map at the fluorescence

energy with a separable paraboloidal surrogates (SPS) algorithm, and 2) the metal map

with the closed form solution of (2.16). This alternating approach monotonically increases

the objective function, which is the Poisson likelihood function with an additional quadratic

roughness penalty function weighted by roughness parameter β,

ϕ(p ; f ,µ) =
∑
m

{
pm ln

[
q′′mfm exp

(
−
∑
k

Lmkµk

)]
− q′′mfm exp

(
−
∑
k

Lmkµk

) }
−β
∑
r

1

2
wr

(∑
k

crkµk

)2
. (2.18)

(2.18) uses the combined index m = iN + j. Remaining terms used in (2.18) are defined in

the List of Mathematical Symbols. The alternating approach begins with an initial estimate

of the density map f (0) equaling the mean of opposing views, and a constant fluorescence

attenuation map µ(0) = 0 for the first iteration. It also assumes a known beam attenuation

map, incorporated into term q′′m. While holding the current estimate of f fixed, the atten-

uation map at the fluorescent energy is updated with (2.19), which is the SPS algorithm
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derived in Appendix B and Fessler [3] with a roughness penalty,

µ
(n+1)
k =

[
µ
(n)
k +

(∑NY
m Lmkq

′′
mf

(n)
m exp

(
−
∑

k′′ Lmk′′µ
(n)
k′′

)
∑NY

m=1 LmkLmc
(n)
m + β

∑K
r=1 |crk|crwr

−
∑NY

m Lmkpm − β
∑K

r=1 crkwr
∑N

k′′=1 ck′′rµ
(n)
k′′∑NY

m=1 LmkLmc
(n)
m + β

∑K
r=1 |crk|crwr

)]
+

. (2.19)

The []+ enforces non-negativity. All remaining variables used in (2.19) are defined in the

List of Mathematical Symbols.

Holding µ(n+1) fixed, the closed-form solution found in (2.16) can be used to update

the metal density map. Rewriting (2.16) for clarity with original indices i and j, the metal

densities will be updated with

f̂
(n+1)
i =

∑
j pij∑

j q
′′
ij exp

(
−
∑

k Lijkµ
(n+1)
k

) . (2.20)

The metal density elements f̂i in (2.20) become fm in (2.19) by the index transformation

m = iN + j. In each iteration of this algorithm, (2.19) and (2.20) are alternated.

Unknown beam and fluorescence attenuation maps

For an unknown beam and fluorescent attenuation map, the two-step alternating approach

can still be employed for the gold object: for a pencil beam energy at the K-edge of the

metal, Fig. 2.4 shows that µ
(EB)
k is related approximately to µ

(EF )
k by a simple linear

transformation,

µ
(EB)
k ≈ bµ

(EF )
k + a, (2.21)

for gold concentrations between 0 and 2% by weight in soft tissue. a and b are constants that

are known a priori for a given beam energy. Using (2.21), q′′m = qm exp
(
−
∑

k L
′
mkµ

(EB)
k

)
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becomes

q′′m = qm exp
[
−
∑
k

L′
mk

(
bµ

(EF )
k + a

)]
. (2.22)

Figure 2.4: The attenuation map at the beam energy displays a linear relationship with the
attenuation map at the fluorescent energy for concentrations of gold in soft tissue. The linear
fit has a slope of b = 2.5556 and a y-intercept of a = −0.3355. (Data source: [1] and [2]).
©2023 IEEE

When the beam attenuation map is unknown, we first assume a known density map and

constant fluorescent attenuation map. Then, (2.19) and (2.20) are alternated to update the

attenuation map and density map respectively, using (2.22) for q′′m terms everywhere they

appear (see Appendix B).

When transmission measurements are available, it is simple to acquire a beam attenuation

map and use (2.21) to solve for a fluorescent attenuation map. However our ultimate aim
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is to build an algorithm that jointly estimates the metal and attenuation maps without

previous knowledge of attenuation maps at any energy, to save time and dose.

2.2.4 Gold and iron phantoms

Two 20×20×20 numerical phantoms were constructed. The first was a 4 µm voxel size

iron phantom with densities of 0.01, 0.70, and 1.05 g/cm3 in a background of a carbon,

oxygen, and silicon mixture, meant to represent a geological sample. The second was a 4

mm voxel size gold phantom with densities of 0.0005, 0.0050, and 0.0220 g/cm3 in a soft

tissue background, meant to resemble a biological sample similar to those used in preclinical

imaging. Voxel sizes were chosen to maintain similar relative attenuation levels between the

two phantoms, while keeping both phantoms at size 20×20×20. The metal map for the gold

object is shown in Fig. 2.5; both iron and gold objects had the same shape, an adaptation of

the phantom considered in Golosio et al. [128], but contained varying levels of their respective

metals. The physical factors in (2.2) are given in Table 2.1 below for both objects.

Table 2.1: Physical factors of (2.2) for iron and gold objects

Iron Gold
τ
ρ(EB)[cm

2/g] 405.9 8.5
ξK 0.88 0.82
wK 0.36 0.96
νK 0.60 0.50

Data were taken from [2], [146], [147], and [148]

We calculated attenuation maps for iron (6.4 keV) and gold (68.8 keV) Kα1 energies.

We constructed additional attenuation maps for the K-edge energies of gold (80.7 keV)

and iron (7.11 keV) to simulate attenuation maps at the pencil beam energy to account

for beam attenuation. We will extend these benchtop monochromatic sources at 80.7 keV

and 7.11 keV, respectively, to realistic, polychromatic sources in future work. In realistic
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Figure 2.5: Gold object used for joint estimation. A) volumetric view of gold densities, B)
slices of gold density object showing buried regions of dense gold. The attenuation map is not
shown, but resembles the shape of this object and includes a cubic soft tissue background.
©2023 IEEE

data collection, the energy of the beam and the fluorescence x-rays are known, allowing for

the linear relationship in (2.21) to be utilized. We assumed a Poisson noise model when

simulating XFET data for these objects. Compton scatter was initially considered negligible

due to the combination of using a monochromatic source, energy-sensitive detectors, and the

limited angular range provided by the slit. However Compton scatter is modeled in Chapter

4.

2.2.5 Simulation studies

After simulating data collection with the discrete forward model given in (2.1), for both iron

and gold numerical phantoms, we reconstructed both objects using the linearized approach

assuming a known beam attenuation map. Reconstructions with the conjugate gradient

method used 250 iterations for both iron and gold objects, and convergence was verified by

the magnitude of the gradient of the objective function, (2.17), reaching zero within numerical

precision. The regularization vector Γ was nonzero only for the attenuation portion of the
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unknown vector in the conjugate gradient method, since empirically, regularization helps

stabilize that estimate. We first empirically optimized γ, the elements of Γ, to 1000 for both

phantoms; we minimized this value while still avoiding the checkerboard effect seen when γ

was too small. A vector of ones was the initial estimate for the conjugate gradient algorithm

for both iron and gold, and any negative values in the final attenuation map reconstructions

were clipped and set to zero.

We also reconstructed iron and gold objects using the penalized alternating approach

((2.19) and (2.20)), assuming a known beam attenuation map. Iterations continued until

the root mean square relative change in the density map fell below 5E−4, that is,

√√√√√√
∑

i

(
f
(n+1)
i − f

(n)
i

)2
∑

i

(
f
(n)
i

)2 < 0.0005. (2.23)

This criterion resulted in 20 iterations for gold and 91 iterations for iron. We first optimized

β empirically to 1E−6 for iron and 1E−4 for gold. We compared the results from the alter-

nating approach to the results from the linearized approach. The mean of opposing views

was used as the initial density map estimation, and a vector of zeros was used as the initial

attenuation map estimation for all alternating reconstructions. For the iron object recon-

structed with the alternating approach, we also report attenuation factor maps consisting of

the average attenuation factor, exp(−
∑

k Lijkµk), seen by all detectors for a given object

voxel.

Finally, we reconstructed the gold object with the alternating approach ((2.19) and

(2.20)), using the convergence criterion given in (3.14), assuming unknown beam and fluo-

rescent attenuation maps. We first optimized β to 1E−4.

Additional factors in the forward model included the beam photon flux (1018 photons/cm2s

for iron, 1012 photons/cm2s for gold), beam cross sectional area and detector pixel area (both

(4 µm)2 for iron, (4 mm)2 for gold), exposure time (1.0 s for iron, 0.1 s for gold), fluorescence
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yield, probability, and other physical parameters outlined in (2.1). d1 and d2 were set to

80 µm, and slit width was 2 µm for iron. For gold, d1 and d2 were set to 8 cm, and slit

width was 2 mm. NRMSE between reconstructed and true objects, as well as qualitative

comparisons, were used to evaluate the accuracy of each method. NRMSE was defined to

be the RMSE divided by the mean of the true object.

2.3 Results

2.3.1 Comparison of algorithms with known beam attenuation

Figure 2.6 compares reconstructions of the iron metal map for four slices of the 3D object.

Slices are normal to the illumination beam’s propagation direction. Included in Fig. 2.6 is

the arithmetic mean of the opposing detectors’ views, without beam attenuation correction.

NRMSE values calculated for each reconstruction are listed in Table 2.2. The penalized

alternating approach outperformed the linearized approach visually and quantitatively for

both the iron and gold objects. The NRMSE values of the iron and gold maps estimated with

the linearized approach were 196% and 438% greater, respectively, than the values obtained

with the alternating approach.

Similarly, Fig. 2.6 compares reconstructions of the attenuation map for the iron object,

for four slices of the 3D object. The alternating approach visually outperformed the lin-

earized approach, and the linearized approach resulted in NRMSE values 39% and 278%

greater than those from the alternating approach for iron and gold, respectively. The lin-

earized approach generally underestimated the attenuation maps. The attenuation maps

reconstructed with both approaches are oversmoothed and are not as qualitatively accurate

as the reconstructed density maps. However, the attenuation map is a nuisance parameter

that serves only to enable accurate density reconstructions. So while the oversmoothing

itself is not a critical issue, it could cause inaccuracies in the metal density estimate. The
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Figure 2.6: A). Slices through reconstructed density maps and true iron object. From
left to right: true density map, mean of opposing views without attenuation correction,
linearized approach (250 iterations, λ = 1000), alternating approach (penalized, 91 iterations,
β = 1E−6). B). Slices through reconstructed iron attenuation maps and true attenuation
map. From left to right: true attenuation map, linearized approach, alternating approach.
From top to bottom: slice 4 of 20, slice 7 of 20, slice 12 of 20, slice 15 of 20. ©2023 IEEE

attenuation reconstruction with the alternating approach still provided accurate values for

the average attenuation factors seen by each detector, as evident in the attenuation factor

map slices in Fig. 2.7.

2.3.2 Demonstration of alternating approach with unknown beam

attenuation and noise

Figure 2.8 displays the density and attenuation alternating reconstructions of the gold object

with an unknown beam attenuation map. The alternating approach provided accurate metal

densities, resulting in NRMSE values similar to those for the alternating approach with

a known beam attenuation map. The attenuation map was not as visually accurate as
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Figure 2.7: Slices through true and estimated average attenuation factor maps. Each dis-
played voxel contains the average attenuation factor, exp(−

∑
k Lijkµk), seen by every detec-

tor for that emission voxel. Reconstructions were completed with the penalized alternating
approach (β = 1E−6, 91 iterations). From top to bottom: slice 4 of 20, slice 7 of 20, slice 12
of 20, slice 15 of 20. ©2023 IEEE
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Figure 2.8: Left: Slices through reconstructed gold metal maps and true metal maps. Right:
slices through reconstructed and true attenuation maps. All reconstructions were completed
with the penalized alternating approach (β = 1E−4, 78 iterations). From top to bottom:
slice 4 of 20, slice 7 of 20, slice 12 of 20, slice 15 of 20. ©2023 IEEE

the density map reconstruction, but still provided NRMSE values similar to those for the

alternating approach with a known beam attenuation map.

2.4 Discussion and Conclusions

During XFET imaging, only attenuation voxels that lie between a point of fluorescence

emission and detection will be probed and have the potential to be recovered. Therefore, the

spatial distribution of metal heavily impacts what portion of the attenuation map can be

recovered. Given this limitation, it is straightforward to recognize the difficulty in recovering
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Table 2.2: NRMSE values for iron and gold density and attenuation maps for compared
reconstruction methods

NRMSE

Object Linearized Alternating

Iron object, known beam attenuation
Density Map 0.77 0.26

Attenuation Map 1.04 0.75

Gold object, known beam attenuation
Density Map 0.70 0.13

Attenuation Map 0.68 0.18

Gold object, unknown beam attenuation
Density Map -a 0.19

Attenuation Map -a 0.14
aDashes indicate reconstructions not explored.

the metal and attenuation maps in XFET. Therefore, it is significant that we are able to

jointly and accurately reconstruct both maps with our newly developed alternating approach.

The alternating approach outperformed the linearized approach for both the iron and

gold objects, evident qualitatively in Fig. 2.6 for the iron object and in calculated NRMSE

values for both iron and gold objects. Furthermore, the attenuation estimate of the lin-

earized approach produced non-physical negative values, which were clipped in the final

step, as enforcing non-negativity in the conjugate gradient method is nontrivial. As previ-

ously discussed, attenuation correction is critical to obtain accurate metal maps. However

exact attenuation map accuracy depicted in Fig. 2.6 is desirable but not required: attenu-

ation maps are nuisance parameters, serving mainly to reconstruct accurate metal density

maps. As evident in the attenuation factor maps for the iron object (Fig. 2.7), the attenua-

tion map reconstruction still provided accurate values for the average attenuation factor seen

by each detector, which is the critical piece of information needed to reconstruct accurate

density maps. So while the attenuation map itself can be regarded as a nuisance parameter,

its estimation heavily aids the performance of the density reconstruction.
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Linearizing the model is not ideal for implementation, as one cannot take the natural log

of an object containing voxels of zero metal. Taking the log transform of the data moves

zeros to −∞, which could be accounted for by artificially setting those values to very large

negative numbers. However, this numerical manipulation destabilizes the conjugate gradient

algorithm. The alternating approach does not rely on linearizing the imaging model, which is

advantageous, and further emphasizes the superiority of the alternating approach for image

reconstruction in pencil beam XFET.

The reasons for the alternating approach outperforming the linear approach are multi-

fold. First, the two approaches assume different models: the conjugate gradient approach is

linear with a least squares objective function, and the alternating approach is non-linear with

a Poisson likelihood function. These inherent differences lead to a contrast in performance,

especially considering the information lost with linearizing (namely, zeros in the metal den-

sity map). Second, we use different image reconstruction algorithms in each approach. In

the linearized approach, we are not maximizing our knowledge of a priori information, as

some known parameters (s and d0) must be included in the estimated term for mathemat-

ical consistency. The alternating algorithm not only maximizes our knowledge of a priori

information, but also incorporates a direct solution for half the reconstruction problem.

In this model, there is a potential for cross-talk between the metal density and atten-

uation map, as these variables are dependent. However, the density map reconstruction

demonstrates stability in the face of error in the attenuation map, as seen by Fig. 2.6. In

our future investigations, we will study the extent of this cross-talk and its impact on the

accuracy of the joint reconstruction.

We also observe that with a known beam attenuation map, most attenuation reconstruc-

tions were qualitatively more accurate towards the axial center of the objects compared to

the outer slices. This is likely because ray paths pass through central object voxels more

frequently than outer ones, providing more information about central voxels. The results of
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the SVD also support the explanation that these outer-slice voxels, which are more distant

from the detector, are more difficult to reconstruct. However, if metal were placed in these

outer slices, the number of x-rays passing through outer-slice voxels will increase, increasing

the ability for these voxels to be recovered, so long as the fluorescence emitted from those

voxels is not fully attenuated. Furthermore, as long as fluorescence x-rays are not fully atten-

uated, XFET is robust to imaging all attenuation structures, and is not limited to imaging

geometrically matched attenuation and metal maps like those included here.

Using the alternating reconstruction approach on a dataset without knowledge of the

beam attenuation map resulted in surprisingly accurate reconstructions. The NRMSE of the

reconstructed attenuation and density maps were similar to the NRMSE values produced

by the alternating approach with a known beam attenuation map. Instead of impairing the

reconstruction, accounting for beam attenuation possibly provides valuable axial information

about the attenuation map at the fluorescent energy, since the two attenuation maps are

coupled in our formulation. By solving for the attenuation map at the beam energy in

every iteration, more information was obtained about the attenuation map at the fluorescent

energy, making the inverse problem better determined.

One limitation of this chapter was the use of a monochromatic beam and the lack of

consideration of scatter. First, monochromatic beams at lower energies have been used for

XFCT in benchtop settings [123], and we have previously demonstrated the functionality

of this geometry with monochromatic synchrotron radiation [122]. Polychromatic beams at

energies necessary to cause K fluorescence in gold will be considered in future investiga-

tions, as these sources may affect our ability to reconstruct the attenuation map without

any priors; this study was an introductory demonstration of the feasibility of our geometry

and image reconstruction methods. Second, when using a monochromatic source, energy-

sensitive detectors, and a slit with limited angular range, scatter should be minimal for our

system. With the transition to polychromatic sources in future work, it will be necessary to
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model Compton scatter contamination to ensure its negligibility, especially for large objects.

In preliminary Monte Carlo studies using a 120 kVp polychromatic source spectrum, we

observe that the x-ray fluorescence signal is easily distinguished from the Compton scatter

background. Additionally, in our future simulations, we intend to use mismatched voxel sizes

in the forward and inverse models to better model the continuous-to-discrete mapping of a

real system. Finally, we recognize that the beam flux used for the iron object would give

prohibitive dose to the object in a medical context, however this object does not model an

organism. Rather, the gold and soft tissue object is more representative of a phantom that

could be used in a clinical context, and the beam flux used for this object was much lower

and would likely not be dose limited. Our preliminary studies show that a beam flux an

order of magnitude lower still provide accurate metal map estimates.

In summary, this chapter compared two image reconstruction methods: 1) a simulta-

neous joint estimation with a conjugate gradient method based on linearization, and 2) an

alternating joint estimation without linearization. Because the alternating approach out-

performed the linearized approach for both iron and gold objects, and because linearizing

the data posed additional problems for implementation, the alternating approach was con-

sidered superior for XFET image reconstruction. Final reconstructions with the alternating

approach of a noisy (8 cm)3 object containing concentrations of gold as low as 5 mg/cm3

resulted in very accurate gold maps, with NRMSE values on the same order of magnitude as

the model that considered a known beam attenuation map. This simulation demonstrates a

successful joint reconstruction of metal and attenuation maps, using emission data only and

without previous knowledge of the beam or fluorescent attenuation map.

©2023 IEEE. Reprinted, with permission, from [149].
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CHAPTER 3

EFFECT OF DETECTOR PLACEMENT ON JOINT

ESTIMATION IN XFET

3.1 Introduction

In Chapter 2, we developed an image reconstruction algorithm that allows for the joint

estimation of both metal and attenuation maps using x-ray fluorescence emission data alone.

This joint estimation was performed for two opposing detectors. However, for pencil-beam

XFET to be translated into preclinical and clinical applications as a metal mapping modality,

some flexibility in detector placement is required. A full-ring geometry would provide the

greatest sensitivity, however this geometry is impractical for some of the clinical imaging

applications discussed in Chapter 1. Fortunately, XFET is advantageous in that it does not

require a full sinogram; this allows for flexibility of detector placement such that sensitivity

and spatial resolution can be optimized within the limits of available geometries. However,

given the task of joint estimation, this optimization is not trivial. During XFET imaging,

the metal within an object acts as an x-ray source in an interior-source tomography problem,

and therefore its spatial distribution heavily determines what section of the attenuation map

is probed and can be reconstructed. This attenuation estimate then impacts the accuracy of

metal quantification. This chapter explores this joint estimation problem: specifically, the

effect of detector placement on joint estimation in pencil-beam XFET.

3.1.1 Utility of mathematical tools for geometry optimization

Many mathematical tools have been used to study and optimize imaging components such

as detector number and placement. Singular value decomposition (SVD) is a commonly

used method of decomposing a linear imaging model into sets of bases that conveniently

map between input and output space. By computing SVD for a linear imaging model,
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one can deduce the null space of the imaging system, which input-space basis vectors are

poorly preserved in imaging, and which input-space basis vectors are well preserved in imag-

ing. Similarly, the Fisher information matrix (FIM) is useful for optimizing experimental

design [150], improving convergence of optimization algorithms [151], and investigating im-

pact of variables on unknown parameters of interest [151]. Computing the eigenvectors and

corresponding eigenvalues of the FIM is also informative: vectors corresponding to large

eigenvalues correspond to steep slopes in search space [150]. Eigenvectors of the FIM have

previously been used to efficiently navigate large search spaces [152, 153]. In the context

of the present work, the parameters being estimated are pixel values, and eigenvectors of

the FIM show patterns of pixels that can be grouped when considering estimator variance

and information content. Eigenvectors corresponding to small eigenvalues show patterns of

pixels that would be difficult to recover with precision in image reconstruction.

3.1.2 Chapter summary

In this chapter, we investigate the impact of detector number and placement on the un-

certainty and conditioning of estimating metal and attenuation pixel values, as well as on

the image quality of XFET. We use two mathematical methods to investigate the effects of

detector placement: first, we perform SVD on a linearized XFET imaging model for four dif-

ferent detector arrangements to understand which vectors are well-preserved and which are

poorly preserved in imaging with various geometries. Second, we compute the eigenvectors

and eigenvalues of the FIM for the four geometries. The results of this analysis inform us

about which combinations of pixels can be estimated with low variance. Finally, using the

four detector geometries, we perform joint image reconstructions for a three-dimensional gold

and soft tissue phantom. The results of these reconstructions are consistent with our math-

ematical investigations of detector arrangement impact on image quality and inform about

optimal detector position. This chapter is a critical investigation to explore the limitations
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and capabilities of XFET before translation into preclinical applications.

3.2 Methods

3.2.1 Mathematical investigation into effect of detector placement on joint

estimation

In Chapter 2, we introduced a discrete forward model for three dimensional XFET imaging:

pij =
(d1 + d2)

R3
ij

I0A0D0d0stfi exp
(
−
∑
k

Lijkµ
(EF )
k

)
× exp

(
−
∑
k

L′
ikµ

(EB)
k

)
. (3.1)

The terms in (3.1) are explained fully in Chapter 2, are included in the List of Mathematical

Symbols, and displayed in Fig. 3.1. This expression gives the fluorescence emitted from

object voxel i measured at detector pixel j, pij , in terms of the unknown metal density in

that voxel, fi, the unknown attenuation map at the fluorescence energy, µ(EF ), and the

unknown attenuation map at the monochromatic beam energy, µ(EB). The model in (3.1)

and the following derivations are general for a 3D object. We will also be applying this

model to a 2D slice of an object, as shown in Fig. 3.2.

For the following mathematical investigations, we use a 2D object slice with a thickness

of one resolution unit (d0). X-ray fluorescence, assumed to be emitted from the center of

each voxel, passes through a slit of width d0/2 and intersects with one column of detector

pixels on each detector plane. Each detector pixel in a column has area D0.

We first study the conditioning of the joint estimation problem with SVD. This section

derives a linearized imaging model from the nonlinear model given in (3.1), and performs SVD

for four varied detector arrangements, shown in Fig. 3.3. Singular values and vectors are used

to determine what vectors are well preserved in imaging and to identify any null space for the

various imaging geometries. Additionally, the degree of decline in the singular value spectrum
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Figure 3.1: Illustration of imaging geometry using one detector with definitions of notations
listed in the List of Mathematical Symbols. Note that in this figure, the index k′ is used
instead of k to distinguish between attenuation at the beam energy and attenuation at the
fluorescence energy. ©2024 IEEE
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Figure 3.2: XFET geometry utilizing two parallel detectors, with a 2D object slice and
detector columns highlighted. The object is rastered through the stationary pencil beam
such that all object voxels are illuminated. ©2024 IEEE
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gives the degree of ill-conditioning of the problem. A large condition number (i.e., the ratio

of the largest to smallest singular values) indicates that the problem is ill-conditioned. An

ill-conditioned matrix cannot be inverted easily and requires the use of inverse methods

such as regularized iterative algorithms. The four detector arrangements are also considered

when performing eigendecomposition of the FIM to study uncertainty and variance in the

estimation task. Examining the FIM eigenvectors and eigenvalues reveal patterns of pixels

that can be estimated with varying precision in the joint estimation problem.

Singular value decomposition

In Chapter 2, we showed how the forward model in (3.1) can be re-written as

y = Ax, (3.2)

where the block matrix A = [R | − L
Lmax

] combines a repetition matrix, defined by (2.9),

and the matrix of normalized intersection lengths, and x is a vector concatenating terms

that contain all unknown metal densities and attenuation coefficients: x =
[ g
µ′
]
. Note that

y ∈ RMN , where N is the number of object pixels, x ∈ R2N , and A ∈ RNM×2N .

To understand how detector placement impacts the preservation of metal and attenuation

voxels in imaging, we constructed A for each of the two-dimensional detector arrangements

shown in Fig. 3.3, for a generic 40×40 object. Object size and discretization impacts the

dimensions of A but the SVD of A is general for any object of the same dimension, regardless

of metal and attenuation content. Pathlengths through voxels, Lijk, were computed with an

algorithm developed by Siddon [154].

We performed SVD on the linearized imaging model A for each of the four detector ar-

rangements. The decomposition A = UD(
√
λ)V T gave singular values λ and corresponding

left and right singular vectors. Because XFET image reconstruction is a joint estimation
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Figure 3.3: Four detector arrangements compared in this chapter. A) one detector; B) two
parallel detectors; C) two orthogonal detectors, left and top; and D) four detectors in a full
ring geometry. ©2024 IEEE
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problem, the attenuation and metal density singular vectors are coupled: the right singular

vectors vr (the columns of V , where r indexes the column) each contain elements vrk re-

lating to both the metal and attenuation mapping. We split each right singular vector into

its metal vfr and attenuation v
µ
r components, which were the first and second half of each

vector respectively:

v
f
r = [vr1, vr2, vr3...vrN ], (3.3)

and

v
µ
r = [vr(N+1), vr(N+2), vr(N+3)...vr(2N)]. (3.4)

We reshaped v
f
r and v

µ
r into 2D arrays and examined them and their associated singular

values to understand which combinations of metal and attenuation voxels were well preserved

in imaging with various detector combinations. We examined the singular values for the

presence of a null space and ill-conditioning for each detector geometry. Before examination,

each v
f
r was normalized and exponentiated to bring it from linear space to object space.

Fisher information matrix

Eigenanalysis of the FIM is similar to the SVD analysis in that it gives information con-

tent about orthogonal basis vectors. Whereas SVD analysis gives generic information about

our linear imaging system, the FIM is object-specific and can give insight into how metal

arrangement impacts precision in estimating object parameters. Specifically, for one pa-

rameter, Fisher information gives the variance of score functions for various observations

evaluated at the true parameter. It is a measure of the amount of information an observa-

tion contains about a parameter. Greater Fisher information, or a greater variance in score

functions, indicates sharp maximums in the log likelihood function, lower estimator variance,

and higher precision in the estimation task. In N-dimensions, the FIM is a symmetric ma-

trix containing covariances of score functions for N parameters. In this chapter, pixel values
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serve as the parameters. When performing eigendecomposition of general covariance matri-

ces, the eigenvector of the largest eigenvalue gives the orientation of largest variance in the

data under consideration. Therefore, for the FIM, the largest-eigenvalue eigenvectors give

patterns of pixels that can be estimated with low variance because these vectors correspond

to a direction in likelihood space with the largest variance of score functions.

To derive the FIM for a general 3D case, we first assume that the attenuation map at

the beam energy, µ(EB), is known and define a new known term,

q′′ij =
(d1 + d2)

R3
ij

I0A0D0d0st exp
(
−
∑
k

L′
ikµ

(EB)
k

)
, (3.5)

to rewrite the model shown in (3.1),

pij = q′′ijfi exp
(
−
∑
k

Lijkµk

)
, (3.6)

where µk is shorthand for µ
(EF )
k .

Assuming that the photon counts pij are Poisson random variables, the model shown in

(3.6) follows a Poisson log likelihood function,

L(p ; f ,µ) =
∑
i,j

{
pij ln

[
q′′ijfi exp

(
−
∑
k

Lijkµk

)]
− q′′ijfi exp

(
−
∑
k

Lijkµk

)}
. (3.7)

The Fisher information matrix, F , is given by the expectation of the negative Hessian matrix,

which is a block matrix for joint problems similar to this one [137]:

F = E{−H} =

E{− ∂2L
∂fn∂fm

} E{− ∂2L
∂fn∂µm

}
E{− ∂2L

∂µn∂fm
} E{− ∂2L

∂µn∂µm
}

 , (3.8)
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which gives

F =

 ∑
j
p̄mj

f2m
δmn −

∑
j
p̄nj
fn

Lnjm

−
∑

j
p̄mj
fm

Lmjn
∑

i

∑
j p̄ijLijnLijm

 . (3.9)

The complete derivation of 3.9 can be found in Appendix C. Using the above method,

we constructed F for the isolated, specific 2D iron object shown in Fig. 3.4 and for each of

the detector geometries shown in Fig. 3.3. As with SVD analysis, a 2D object was chosen to

study effects of detector arrangement in the plane perpendicular to pencil beam propagation,

and therefore beam attenuation was not applicable. Fig. 3.4 displays the object used, which

was a numerical 40×40 iron phantom meant to represent a geological sample. This phantom

contained iron densities of 0.01, 0.70, and 1.05 g/cm3 in a background of a carbon, oxygen,

and silicon mixture, and each voxel was a square with side length 2 µm. Mean photon counts,

p̄mj , were first calculated by simulating our forward model for each geometry without noise,

utilizing a beam flux of I0 = 1018 photons/cm2s, a beam time of 1s per line, and other

physical factors outlined in Chapter 2.

Eigenvectors hr and eigenvalues λ were computed for each F . Like the singular vectors

of the imaging model, each eigenvector of F contain elements hrk relating to both the metal

and attenuation mapping, and must be split into metal density and attenuation components:

h
f
r = [hr1, hr2, hr3...hrN ], (3.10)

and

h
µ
r = [hr(N+1), hr(N+2), hr(N+3)...hr(2N)]. (3.11)

Each h
f
r and h

µ
r was reshaped into a 2D array and displayed to examine patterns of pixels

that can be estimated with varying precision for each detector arrangement. For visualization

purposes, vectors were first normalized to unit length. For the eigenanalysis, F was assumed

to be Hermitian; however for some detector geometries, a few eigenvalues were negative
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Figure 3.4: Iron numerical phantom used for Fisher information matrix study: A) iron
density map of phantom, B) attenuation map of phantom at the Kα1 energy of iron (6.4
keV), C) four detector configuration and object support. Note that the pencil beam remains
stationary at the isocenter and the object is rastered through the beam, within the bounds
shown. ©2024 IEEE
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but small enough for this to be attributed to numerical precision. These small negative

eigenvalues were artificially set to be 1 × 10−12 for the purposes of displaying eigenvalue

spectra on a log scale.

3.2.2 Numerical simulations

In addition to the mathematical investigations, we performed image reconstructions of a

3D gold numerical phantom. This phantom had a 4 mm voxel size, on a 20×20×20 grid,

which allowed for minimal computation time yet provided reliable results that are expected

to apply to higher-resolution phantoms. The phantom contained gold densities of 0, 0.005,

and 0.022 g/cm3 in a soft tissue background, meant to represent a biological sample similar

to those used in preclinical imaging. This gold phantom was similar to the iron phantom

used in the FIM investigation in that both were adaptations of the phantom considered in

Golosio et al. [128]. Physical factors for this gold phantom can be found in Chapter 2.

For XFET data collection, we performed a forward model simulation using (3.1) and

adding in Poisson noise. This simulation was completed a total of five times per detector

arrangement with different noise realizations in each simulation. We used a beam flux of

I0 = 1012 photons/cm2s and a 0.1 s exposure time per beam position. For simplicity, d1 and

d2 were both 8 cm, and the slit width was 2 mm. Attenuation maps that were used for data

simulation were constructed for a beam energy at the K-edge of gold, 80.7 keV, to ensure

characteristic x-ray production. The fluorescence energy was therefore the gold Kα1 energy,

68.8 keV; attenuation coefficients at this energy were used for the fluorescent attenuation

map.

To perform image reconstruction, we used our previously developed alternating approach,

which is outlined in detail in Chapter 2. Briefly, this joint image reconstruction approach

alternates between 1) updating the attenuation map with an iterative separable paraboloidal

surrogates algorithm,
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Figure 3.5: Orientation of four detectors around gold object used for numerical simulations
(not to scale). ©2024 IEEE

59



µ
(n+1)
k =

[
µ
(n)
k +

(∑NY
m Lmkq

′′
mf

(n)
m exp

(
−
∑

k′′ Lmk′′µ
(n)
k′′

)
∑NY

m=1 LmkLmc
(n)
m + β

∑K
r=1 |crk|crwr

−
∑NY

m Lmkpm − β
∑K

r=1 crkwr
∑N

k′′=1 ck′′rµ
(n)
k′′∑NY

m=1 LmkLmc
(n)
m + β

∑K
r=1 |crk|crwr

)]
+

, (3.12)

(where []+ enforces non-negativity), and 2) updating the metal density map with a closed-

form solution,
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k

) . (3.13)

In (3.12) and (3.13), the index m is a linear combination of indices i and j. Derivation of

the closed-form solution are given in Appendix A and additional term definitions are given

in the List of Mathematical Symbols. As in Chapter 2, this iterative algorithm assumed an

unknown beam attenuation map by using Equation 2.22 for every q′′m term in (3.12). After

empirically optimizing our penalty factor β to 1E−4, (this penalty term applied only to the

attenuation portion of the estimate), we alternated between (3.12) and (3.13) until the root

mean square relative change in the density map fell below 5E−4:
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∑
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i

)2 < 0.0005. (3.14)

We completed this joint image reconstruction for four detector geometries, each of which

utilized a different combination of the four detectors shown in Fig. 3.5. The “one-detector”

geometry used only the left detector. The “two-parallel-detector” geometry used the right

and left detector, and the “two-orthogonal-detector” geometry used the left and top detector.

Finally, the “four-detector” geometry used all four detectors.

We compared the resulting reconstructions from each of the four detector arrangements.

These comparisons were made qualitatively by comparing the resulting metal and attenuation
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Figure 3.6: Select slices through the xz plane (left) and xy plane (right) of gold object,
displaying how ESFs were sampled. ©2024 IEEE

maps, and quantitatively by computing the normalized root mean square error (NRMSE)

for each map. Qualitative images of the metal and attenuation reconstructions are shown

with the orientation displayed in Fig. 3.5. We also report attenuation factor maps consisting

of the average attenuation factor, exp(−
∑

k Lijkµk), seen by all detectors for a given object

voxel; these attenuation factor maps were compared to expected maps for each detector

geometry.

Finally, we perform the above-described image reconstruction for noiseless data to obtain

a quantitative measure of spatial resolution. We extract x and y line profiles through the

attenuation map across the edge of a gold structure within the image. The method of

sampling these edge spread functions (ESFs) can be seen in Fig. 3.6. After doubling the

spatial resolution of the ESFs with linear interpolation, we fit them with an error function

parameterized by σ, which indicates the degree of blurring [155]. We report σ values in the

x- and y-dimension for each detector arrangement.
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3.3 Results

3.3.1 SVD

Figure 3.7 displays right singular vectors corresponding to the density and attenuation maps,

reshaped into 2D arrays. These singular vectors span the space of recoverable objects when

the data have no noise and we use no priors. Singular vectors are presented for all four

detector geometries, and their corresponding singular value spectra are also displayed above;

the singular values indicate how well these vectors are preserved in the XFET imaging

system. The singular vectors are constructed with a pixel basis and are normalized for

display with a gray-value color scheme. The extremes of the color scheme, i.e. black and

white, highlight the directions of greatest magnitude within the vector. The combination

of pixels displayed with the greatest magnitude (black or white) displays the vector either

well- or poorly preserved in imaging, depending on the magnitude of the associated singular

value. These patterns of metal and attenuation pixels indicated by the singular vectors vary

with detector geometry.

The singular value spectrum associated with a four-detector geometry has the smallest

condition number; likewise, the spectrum for one detector arrangement has the largest.

The last 500 singular values of the one-detector spectrum trend downward two orders of

magnitude, indicating poor conditioning. However none of the spectra contain zero singular

values (within numerical precision), indicating that null spaces do not exist for these discrete-

to-discrete models.

Four detectors

Singular vectors corresponding to large singular values appear as a broad uniform area across

the object plane. The singular vectors associated with smaller singular values appears as

high-frequency checkerboard patterns in both the metal and attenuation maps. The vectors
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associated with the smallest singular value appear as broad central metal and attenuation

regions, both containing high-frequency pixel patterns in the four corners of the square

object.

Two parallel detectors

Singular vectors corresponding to large singular values appear as a broad uniform area in

the center of the object, with attenuation pixels equidistant to both left and right detectors.

The attenuation vector corresponding to the smallest singular value appears as a high spatial

frequency in the x-axis.

Two orthogonal detectors

Singular vectors corresponding to large singular values again appear as a broad uniform

area in the center of the object, but the attenuation portion of the vector has a preferential

orientation; the uniform area is concentrated in the region of object space that is close to

the left and top detectors. The vectors associated with the smallest singular value (which

trends down two orders of magnitude) show a high-frequency pixel pattern in the furthest

corner from the two orthogonal detectors.

One detector

Singular vectors corresponding to large singular values appear as a broad uniform area across

object space, with attenuation pixels close to the one-sided left detector. The vector cor-

responding to the smallest singular value appears as a high-frequency pattern oriented per-

pendicularly to the detector, far from the detector.
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Figure 3.7: Singular value decomposition for various detector arrangements. A) Singular
value spectra for the four detector geometries, with sampled singular values indicated with
markers, and B) metal and attenuation portions of singular vectors associated with sampled
singular values, with schematics of their associated detector geometries. ©2024 IEEE
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3.3.2 FIM

Figure 3.8 displays eigenvalue spectra from Fisher information matrices associated with the

four detector geometries. This figure also contains a sample of eigenvectors associated with

the marked eigenvalues.

The eigenvalue spectra in Fig. 3.8 appear with step-like behavior. For descriptive pur-

poses, we can separate these eigenvalues into three bins: first, “large” eigenvalues are around

or above 1010 in value. “Moderate” eigenvalues are categorized to be between 104 and 107,

and “small” eigenvalues are below 101. For all detector geometries, the eigenvectors corre-

sponding to large eigenvalues appear as one or a few metal pixels and attenuation map “fans”

spanning from the selected metal pixel(s) to the detector(s). For a given detector geometry,

the subset of metal eigenvectors corresponding to large eigenvalues span the set of all pixels

that have low amounts of metal. Similarly, eigenvectors corresponding to moderate eigenval-

ues also appear as one, two, or a few metal pixels and the corresponding attenuation fans.

However this set of metal vectors span the set of pixels containing dense metal. Finally,

eigenvectors corresponding to small eigenvalues appear as complex patterns and spatial fre-

quencies across object space. Generally, as eigenvalue decreases, the spatial frequency of

the associated vector increases. The metal portion of the eigenvector is always bounded by

the region in object space containing dense metal. However, different detector geometries

resulted in vectors with different patterns in object space:

Four detectors

The metal vector associated with the smallest eigenvalue displays pixels containing dense

metal. This vector is coupled with an attenuation vector containing pixels in the four corners

of the object. As eigenvalue increases, more complex spatial frequencies in multiple directions

appear in the metal and attenuation eigenvectors.
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Two parallel detectors

The attenuation spatial frequency associated with the smallest eigenvalue is along the x-axis.

Two orthogonal detectors

The spatial frequency pattern in the attenuation map seen for two parallel detectors is not

present for two orthogonal detectors; pixels far from the two detectors are illuminated in

vectors corresponding to small eigenvalues.

One detector

In both the attenuation and metal map, high spatial frequencies normal to and far from the

one-sided detector are associated with small eigenvalues.

3.3.3 Numerical simulations

Figure 3.9 displays the joint metal and attenuation reconstructions resulting from various

detector geometries, alongside the true metal and attenuation maps. Figure 3.10 displays

NRMSE values associated with metal maps, attenuation maps, and attenuation factor maps

(not shown). As seen in Fig. 3.9, voxels far from one detector are underestimated in the metal

map, resulting in an underestimation in the attenuation map in these distant regions, and

an overestimation in the pixels close the detector. There is also a slice of the one-detector

attenuation map, appearing as a dark vertical band in Fig. 3.9 that was not probed by

fluorescence emissions with the use of one detector and is severely underestimated. Likewise,

pixels far from the two orthogonal detectors are also underestimated, but compared to the

reconstruction from one detector, have improved spatial resolution in the x-axis. In the

attenuation map for two parallel detectors, we see blurring in the x-axis. However, compared

to two orthogonal detectors, two parallel detectors offers better qualitative performance in
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Figure 3.8: Fisher information matrix eigenanalysis for various detector arrangements. A)
Eigenvalue spectra for the four detector geometries, with sampled eigenvalues indicated with
markers, and B) metal and attenuation portions of eigenvectors associated with sampled
eigenvalues, with schematics of their associated detector geometries. ©2024 IEEE
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the attenuation factor map reconstructions, as seen in Fig. 3.9, and has lower NRMSE

values associated with attenuation and metal map reconstructions. Four detectors offers

the most accurate metal and attenuation map reconstruction, qualitatively (as seen in Fig.

3.9) and quantitatively (as shown in Fig. 3.10). The anisotropic blurring observed in the

two-parallel-detector case in Fig. 3.9 is also observed quantitatively in Fig. 3.11. The use

of either two parallel detectors or one detector results in decreased spatial resolution along

the x-axis, evident through substantially increased σ values. Differences in y-axis resolution

between all detector arrangements were less pronounced than differences seen in the x-axis.

3.4 Discussion and Conclusions

SVD analysis reveals which vectors are well preserved in imaging, which vectors might be

difficult to recover, and any null space present. SVD did not reveal a null space for these

discrete-to-discrete models. The lack of null space is not surprising, given that the number

of observations, NM , is much larger than the number of unknown object pixels, 2N . In a

more realistic continuous-to-discrete model, there would certainly be a null space. However,

especially for the case of one-detector and two-orthogonal-detector geometries, the lowest

500 singular values trend downward two orders of magnitude indicating ill-conditioning and

difficulty recovering some object vectors. The singular vectors corresponding to these low

values for a one-detector geometry were groupings of high spatial-frequency metal pixels

coupled with attenuation pixels, both far from the detector. These results indicate that

metal and attenuation pixels far from the detector are least preserved in imaging, and distant

high spatial frequencies may be difficult to reconstruct. Similarly, vectors corresponding to

the lowest singular values for two orthogonal detectors display metal and attenuation pixels

far from the two detectors, indicating that these pixels may be lost in imaging, or difficult

to reconstruct. XFET does not probe all areas of an object equally: the frequency at

which x-ray fluorescence will pass through various regions of the object strongly depends
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Figure 3.9: Gold map and attenuation map reconstructions for various detector geometries.
©2024 IEEE
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Figure 3.10: Normalized root mean square errors resulting from joint reconstructions with
various detector geometries. Error bars, showing the standard deviation of NRMSE values
resulting from 5 reconstructions from data with different noise realizations, are present but
too small to be visible. ©2024 IEEE
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Figure 3.11: Attenuation map spatial resolution measurements, including edge spread func-
tion in x (left) and y (right) dimension, and error function fit. Greater sigma values indicate
greater blurring and decreased spatial resolution. ©2024 IEEE
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on the object’s spatial distribution of metal. Distant metal pixels, which suffer from highly

attenuated fluorescence emission, are coupled to their attenuation pixel counterparts, which

suffer from infrequent fluorescent probing. Therefore, distant pixels are expected to be poorly

preserved in imaging.

The two-parallel and four-detector geometries had the largest singular values. Within

the two-parallel-detector geometry, the vector most difficult to recover was a high spatial

frequency in the attenuation map oriented along the x-axis. The four-detector geometry

results in the singular value spectrum with the smallest condition number, indicating that

this geometry has the best-conditioned inverse. Surprisingly, the vectors associated with

the lowest four-detector singular value display fairly uniform metal and attenuation maps.

However, these vectors display high-frequency pixel patterns in the four corners of the object

that cannot be seen easily.

For all detector geometries, singular vectors corresponding to large singular values appear

as broad uniform areas across object space, indicating that low spatial frequencies, usually

equidistant from the detectors, are well preserved in imaging.

In the above SVD analysis, a sufficiently small q′ij would amplify noise in the transformed

data that might overpower the small differences considered in the SVD spectra. However,

a small q′ij would usually result from the pencil beam being attenuated to a degree that

reaches the limit of our ability to see any further in the object. In the present case, q′ij

factors were large due to the magnitude of the beam intensity, I0, and therefore this factor

did not amplify noise in the transformed data.

In this chapter, the Fisher information matrices were ill-conditioned, with condition num-

bers greater than 1015 for all detector arrangements. Therefore, inversion of the FIM was

not reliable and the Cramer-Rao lower bound was not computed. However the eigenanalysis

of the FIM provided insight into the information content of data given by various pixel and

detector arrangements, and was consistent with the results of SVD analysis.
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The FIM eigenvalue spectra contain notable step-like behavior; in Sec. 3.3.2, we separated

eigenvalues into “large”, “moderate” and “small” bins to aid in the discussion of these steps.

For all detector geometries, metal FIM eigenvectors associated with large and moderate

eigenvalues appeared as a pixel basis, with some vectors having two or a few illuminated

pixels. These metal vectors were accompanied by attenuation “fans” spanning out from

the emission pixel to the detector(s). This pattern mimics the 2D XFET imaging process

that illuminates one pixel at a time, where fluorescence emitted from this pixel probes

only a fan-shaped portion of the attenuation map that lies between that emission pixel and

the detector(s). The difference between the vectors associated with “large” and “moderate”

eigenvalues is displayed in Fig. 3.12: the set of vectors associated with large values spans

the set of pixels containing low density metal, while the vector set associated with moderate

values spans the set of pixels containing dense metal, suggesting low density metal pixels can

be estimated with more precision. This counter-intuitive result could be due to the Poisson

nature of the collected photons: low-metal pixels produce fewer photon counts with a lower

variance associated with the measurement.

Eigenvectors corresponding to “small” eigenvalues appear as intricate patterns and spatial

frequencies across object space. Because this region of the eigenvalue spectra declines by

several orders of magnitude, this result informs about the limits of spatial resolution of our

imaging system. As previously mentioned, when eigenvalue increases within this region, spa-

tial frequency of the corresponding vector decreases, indicating that low spatial frequencies

can be estimated with lower uncertainty than high spatial frequencies. The orientation of

these frequencies depends on the detector geometry: when using two parallel detectors, the

vector associated with the most variance in the estimation task appears as a high spatial fre-

quency oriented along the x-axis. The use of one detector shows a similar spatial-frequency

pattern in its lowest-value eigenvector, with a concentration of activity in pixels far from

the detector. This one-dimensional spatial frequency pattern disappears in the lowest-value
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Figure 3.12: Sum of the absolute value of all FIM eigenvectors associated with A) large
eigenvalues, and B) moderate eigenvalues, for the four-detector geometry. C) True iron object
used for FIM analysis, displaying iron density per pixel. Large-eigenvalue eigenvectors span
the set of pixels containing low density metal, while the moderate-eigenvalue eigenvectors
span the set of pixels containing dense metal. ©2024 IEEE

vectors for two-orthogonal and four-detector geometries. These results suggest that the use

of orthogonal detectors results in spatial frequencies along the x-axis that can be estimated

with more precision.

Image reconstructions in Fig. 3.9 and NRMSEs in Fig. 3.10 provide information about

image reconstruction accuracy for various detector arrangements. First, in the one-detector

geometry, voxels far from the detector are underestimated in both the attenuation and metal

map. These distant voxels are not easily recovered. The vertical slice of the attenuation map

that is not probed by fluorescence is underestimated and reveals the importance of placing

detectors such that the entire object is probed. Voxels far from the two orthogonal detectors

are also not easily recovered, and Fig. 3.9 shows the metal density map is underestimated

in these distant regions. However, ESFs in Fig. 3.11 reveal that this detector arrangement

offers substantially improved attenuation spatial resolution in the x-axis. Alternatively, the

use of two parallel detectors results in attenuation maps that are blurred along the x-axis,
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confirming the difficulty in recovering high spatial frequencies in this dimension.

The measurements in Fig. 3.11 are object-specific and their absolute values are not proven

to be general properties of the studied arrangements. Object differences may account for the

rotation variance in resolution for the 4-detector arrangement. However, relative resolution

differences along one axis between detector arrangements are not due to object differences.

Resolution differences in the x-axis were substantially more pronounced than in the y-axis

and were consistent with the qualitative observations seen in Fig. 3.9.

Regardless of attenuation spatial resolution, the use of two parallel detectors offers better

quantitative accuracy in the metal, attenuation, and attenuation factor map reconstructions

compared to the use of two orthogonal detectors. Attenuation map accuracy is desirable

but not required; attenuation maps are nuisance parameters serving mainly as critical pieces

of information needed to reconstruct accurate metal density maps. Because two parallel

detectors outperform two orthogonal detectors in the attenuation factor map accuracy, we

also see a subsequent improvement of metal map accuracy, qualitatively and quantitatively.

Two parallel detectors offer similar qualitative and quantitative performance to the use of

four detectors in the task of metal map reconstruction.

Unsurprisingly, four detectors offer the best overall performance qualitatively and quan-

titatively, partially due to increased isotropic spatial resolution. However in a preclinical or

clinical context where the use of four detectors is not feasible, two parallel detectors offer

similar performance in reconstructing accurate metal maps despite the loss of x-axis spatial

resolution in the attenuation map.

The four-detector arrangement has naturally twice the sensitivity of a two-detector ar-

rangement: for a constant radiation dose level, doubling the number of detectors doubles

the number of detected fluorescent x-rays. The question arises of how much the increased

signal-to-noise (SNR) ratio associated with four detectors improves the image reconstruction

accuracy. To explore the possibly confounding effect of SNR, we performed additional sim-
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ulations at varying beam intensities (SNRs) using four-detector and two-parallel-detector

geometries. The resulting NRMSEs are reported in Fig. 3.13. Note that NRMSEs are

plotted against total number of detected photons such that for a given number of detected

photons, the two-detector arrangement implicitly has twice the beam intensity as the four-

detector arrangement. Across the range of SNRs in Fig. 3.13, four detectors offers lower

NRMSEs than two parallel detectors. This degree of error improvement is slight for the

attenuation map but larger for the metal map. Trends in Fig. 3.13 suggest that for greater

detected photon counts, image reconstruction accuracy plateaus as NRMSE becomes domi-

nated by bias contribution. In this regime, the differences in image reconstruction accuracy

between detector arrangements is not due to differences in SNR. The growing NRMSEs at

lower counts suggest that with more noise-dominated data, image reconstruction accuracy

will decline. This decline is consistent with the expected result of FIM eigendecomposition:

the FIM eigenvalue spectra scale with detected counts, as would the variance components of

the NRMSEs in a less bias-dominant regime.

Limitations of this chapter include the use of a monochromatic beam for 3D data sim-

ulations and the lack of consideration of scatter. As discussed in Chapter 2, low-energy

monochromatic beams have been used for XFCT in benchtop settings [123], and we have

previously performed XFET imaging with monochromatic synchrotron radiation [122]. The

purpose of this optimization study was to understand how the placement of detectors im-

pacted image reconstruction accuracy and image quality; the findings will translate to the

case where a polychromatic beam is considered. Nevertheless, polychromatic beams at ener-

gies necessary to cause K-fluorescence in gold and iron will be considered in our future work.

Second, despite the use of energy-sensitive detectors and slit collimators, our preliminary

studies have still shown scatter in our system to be non-negligible. Because scatter will

contaminate all photon measurements relatively equally, it will likely impact global but not

relative image reconstruction accuracy. Therefore, we expect the conclusions drawn from
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Figure 3.13: NRMSE values resulting from joint reconstructions at varying detected photon
counts. ©2024 IEEE
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this study, namely the impact of detector arrangement on relative image reconstruction ac-

curacy and spatial resolution, to hold true even in the presence of scatter. Future studies

will include modeling scatter with Monte Carlo simulations to validate the results of this

chapter. Finally, we acknowledge that both the FIM investigation and image reconstructions

were object specific and may not be generalizable; this is a subject for future investigation.

However, the SVD investigation was general and not object specific, and results of SVD anal-

ysis were consistent with findings from FIM and image reconstruction analysis: for example,

finding that the use of two parallel detectors leads to a better conditioned inverse problem

than the two orthogonal detectors, but resulted in loss of anisotropic spatial resolution.

Although the low-resolution phantom used for image reconstruction was simplistic for

demonstrating a clinical scenario of nanoparticle mapping, the results of the present study

have implications for future cancer treatment guidance with XFET. Most significantly, the

difference in anisotropic resolution found between the various detector orientations is critical

in choosing adequate detector placement in nanoparticle mapping. If high spatial resolution

along one axis was necessary in future clinical contexts, the use of two carefully placed

orthogonal detectors would offer the greatest spatial resolution. If the clinical task calls

for mapping nanoparticles at greater depths, such as in prostate cancer, then two parallel

detectors would be preferred to obtain the greatest signal and sensitivity.

Additionally, our future work will include a quantification of lowest detectable gold con-

centration for these various imaging geometries. While this future study will give insight

into the sensitivity limits associated with the use of limited detectors, the present work was

designed to examine spatial resolution and metal quantification accuracy for a fixed metal

concentration. Both of these investigations are critical for XFET’s translation to preclinical

and clinical studies.

In summary, this chapter performed mathematical investigations into the effect of detec-

tor placement and number on image quality and performance of XFET imaging. Through
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performing eigendecomposition of the FIM and SVD of the XFET linear imaging model

for four distinct detector geometries, we found that the use of parallel detectors results in

poorly preserved attenuation spatial frequencies along the x-axis. The use of orthogonal de-

tectors, either two or four placed around the object, provides greater information about high

spatial frequencies along this axis. Using a previously developed joint image reconstruction

algorithm on a gold numerical phantom, we found that the use of two parallel detectors

worsened the x-axis spatial resolution in the attenuation map, which was consistent with

results from our mathematical investigations. However, despite the resulting anisotropic

spatial resolution in the attenuation map, two parallel detectors still gave more accurate

metal and attenuation factor maps. Because obtaining accurate metal maps is the main aim

of XFET, two parallel detectors can be seen as superior to two orthogonal detectors in this

task. Four detectors gave the best overall performance and image reconstruction accuracy,

but performed similarly to two parallel detectors for these metrics. Most significantly, this

chapter has shown that if the use of four detectors (or a full ring geometry) were not feasible

in a clinical context, two parallel detectors would suffice so long as sensitivity was not a

limiting factor. Therefore, this study gives insight into how metal quantification accuracy

and spatial resolution is impacted by the use of a limited number of detectors: a critical

investigation for the translation of XFET into preclinical contexts where detector geometry

may lack flexibility.

©2024 IEEE. Reprinted, with permission, from [156].
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CHAPTER 4

CONTRAST-TO-NOISE RATIO COMPARISON BETWEEN

XFET AND CT

4.1 Introduction

In previous chapters, we have worked on advancing XFET towards preclinical imaging by

exploring methods into image reconstruction, attenuation correction, and detector optimiza-

tion. However, it is necessary to establish proof of benefit before XFET can be translated

into these spaces. Specifically, a comparison to more conventional imaging modalities such

as energy-integrating CT (EICT), or clinically emerging modalities such as photon-counting

CT (PCCT) would demonstrate XFET’s preclinical and clinical advantages.

4.1.1 XFET spectral resolution and partial field-of-view imaging

As discussed in previous chapters, XFET utilizes slit or pinhole apertures coupled to spatial-

and energy-resolving detectors. Most recently, benchtop XFET has utilized High Energy X-

ray Imaging Technology (HEXITEC) CdTe detectors [124]. These detectors count and assign

energies to detected fluorescence photons with an improved full energy spectrum resolution

of 1 keV at an energy relevant to this chapter [157]. High spectral resolution is necessary for

fluorescence imaging to separate the fluorescence signal from Compton scatter contamination;

the 1 keV energy resolution also allows XFET to simultaneously distinguish among many

different metals of interest, each of which have distinct fluorescence energies. These metals

may be distinguishable with state-of-the-art photon-counting CT, but may appear identical

on a conventional, energy-integrating CT. XFET’s mechanism of direct imaging also allows

for partial field-of-view (FOV) or region-of-interest (ROI) imaging, making it potentially

more dose-efficient than conventional XFCT which typically requires a nearly full sinogram

acquisition to view the same region [158].
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4.1.2 Previous comparisons of XFCT to CT

Previous studies have compared XFCT to CT in the task of achieving high contrast in metal

regions and, under some conditions, have shown that XFCT outperforms CT in this task.

Some studies have used variations of XFCT that incorporate a cone beam with a flat-panel

photon-counting detector and pinhole collimation. One group demonstrated the feasibility

of such geometry by imaging Gd solutions with concentrations as low as 2 mg/mL [114]

and showed that their system outperformed CT in producing greater contrast-to-noise ratios

(CNR) of Gd inserts and achieving lower Gd detection limits [119]. Another study that used a

similar XFCT system to map GNPs in vivo demonstrated enhanced sensitivity and specificity

of GNP detection compared to CT [95]. Other groups have compared conventional XFCT to

K-edge CT both analytically and in simulation [107, 159]. These studies have consistently

found that XFCT produced greater CNRs than K-edge CT at GNP concentrations below

0.4% by weight [107, 159]. It remains to be seen how the sensitivity between CT and XFET

compares under various gold concentrations and imaging conditions.

XFET’s primary limitation is imaging depth. This limitation arises not only from the

depth of its pencil beam penetration in tissue, but also from the attenuation of the induced

fluorescence x-rays. This limitation is also present and potentially more limiting in XFCT;

due to its full sinogram requirement, the fluorescent signal may extinguish during certain

portions of the object rotation and sinogram collection [160]. Both XFCT and XFET are

limited to applications in either preclinical studies or superficial clinical studies. However,

because XFET signal diminishes with increasing beam depth, it is important to quantify the

depth conditions under which XFET will be outperformed by CT.
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4.1.3 Chapter summary

In this chapter1, we provide the first comparison of XFET and CT, and we characterize

the conditions under which XFET outperforms CT, considering both energy-integrating and

photon-counting detectors. We use Monte Carlo and raytracing simulations to compare the

three imaging modalities for two phantoms. A Mouse Whole-Body (MOBY) digital phantom

[162] containing various gold concentrations in different tissues, was used to demonstrate the

feasibility of XFET in a preclinical context. Another numerical phantom was designed to

test the effect of beam depth and gold concentration on CNR and to quantify the detection

limit of XFET. XFET’s ability to image partial FOVs is also demonstrated. The results

of this study inform about the depth and sensitivity limits of XFET compared to other

photon-counting and conventional imaging modalities and guide discussion about potential

clinical and preclinical applications of XFET.

4.2 Methods

We compared the performance of simulated XFET and CT in the task of detecting regions

of low concentrations of gold nanoparticles. Two phantoms were used: (1) a realistic digital

mouse phantom (MOBY) containing gold in the kidneys, a hind leg tumor, and various

other organs; and (2) a cylindrical soft tissue phantom containing spheres of varying gold

concentrations. XFET and CT simulations were designed to be approximately dose-matched

and comparable in physical scale, as described in the following sections.

4.2.1 XFET scanner design and Monte Carlo parameters

Figure 1.2 displays XFET’s mechanism of direct imaging. A collimated x-ray source illumi-

nates a line within the phantom. Provided that the x-ray pencil beam contains x-rays with

1. This chapter is based in part on a study reported in [161].
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energies above the K-edge of the metal of interest, metal atoms along the line of illumination

interact with those x-rays primarily through the photoelectric effect and subsequently emit

x-ray fluorescence. X-ray fluorescence photons that are emitted from a point on the line are

directly detected by the pixelated, energy-sensitive detector plane after passing through a

slit aperture of width w. As the phantom is rastered through the stationary pencil beam, a

metal map is formed directly without need for tomographic image reconstruction.

Despite the simplified XFET diagram in Fig. 1.2, the XFET imaging system used in

this chapter was approximately modeled after our benchtop system, which uses a full-ring

detector geometry [124]. This XFET geometry, shown in Fig. 4.1, positions the x-ray pencil

beam perpendicularly to six hexagonally arranged Pb slit apertures sitting in front of the

detectors.

All XFET simulations in this study were performed with TOPAS, a Geant4 wrap-

per Monte Carlo software [163], using a physics package suitable for medical applications,

g4em-standard_opt3. Phantoms placed at the isocenter were rastered horizontally and

vertically through a two-dimensional 120 kVp polychromatic pencil beam with no angu-

lar divergence. Each phantom was rastered through the beam at horizontal and vertical

increments of choice; this resolution choice varied with computational allowances for each

phantom as specified below. To decrease computation time, only the portion of the spec-

trum above 65.263 keV was simulated. Because only energies above the K-edge of gold will

contribute to fluorescence production, using this limited spectrum still scored all relevant

photons for image formation, including gold Kα1 fluorescent emissions at 68.8 keV as well as

scatter in the neighboring energy bins. This reduced the computational burden significantly

by simulating only ∼15% of the counts that would otherwise be used with the full spectrum

model.

Lead apertures were placed at a distance d1 = 83 mm from the isocenter in a hexagonal

pattern, as shown in Fig. 4.1. Apertures were 1 mm thick, which allowed for only ∼1%
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Figure 4.1: Illustration of XFET imaging geometry used in this chapter, with six hexagonal
slit-detector combinations (not to scale).
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photon penetration at the fluorescent energy of interest and contained slits of width w = 0.5

mm positioned at z = 0 mm.

Each lead aperture was placed between the isocenter and a detector at a distance d1+d2 =

166 mm from the isocenter. There were six detector planes also arranged hexagonally in a

full-ring geometry. Each detector plane had dimensions 92 mm × 120 mm and was divided

into 46 × 120 spatial bins (pixels), such that the width of each detector column was 1

mm and each row was 2 mm. Each aperture plane was equidistant from its corresponding

detector and the isocenter (d1 = d2). This geometry, coupled with the slit width of 0.5 mm,

allowed for the 1:1 mapping of detector pixel z-width to the 1 mm axial resolution of the

object. The spectral information offered by XFET’s detectors allowed for scoring of x-ray

fluorescence and scattered photons in 1 keV energy bins. We used 100% counting efficiency

in XFET simulations for a standardized comparison to idealized CT, discussed further in

Sec. 4.2.2.

Images were formed by summing photon counts in the appropriate energy bin across all

detector rows for each object voxel. Because XFET is a direct imaging modality, no image

reconstruction was needed nor applied. XFET axial resolution, originally 1 mm, was rebinned

to 2 mm for increased contrast with some loss of spatial resolution. The spectral information

of the detected counts was used for Compton scatter background subtraction. The energy bin

containing gold Kα1 fluorescence counts also contains contamination from Compton scatter

at the same energy. Therefore, the Compton scatter background was removed by first finding

the sum of detected counts in the two adjacent energy bins to the fluorescent energy. These

counts were averaged to find the Compton scatter background image, smoothed across the

object plane with a Gaussian kernel with σ = 1 pixel and then subtracted from the image

to reveal an image consisting of, in principle, only fluorescence photons.
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4.2.2 CT scanner design

Fan-beam CT simulations were completed in Python using Siddon’s raytracing algorithm

[154], with fan-beam filtered backprojection (FFBP) reconstruction. CT simulations were

designed to be approximately dose- and scale-matched to XFET simulations; both modalities

are well-suited for imaging mouse-sized objects.

The CT scanner geometry was approximately modeled after previous microCT systems

[164, 165, 166, 167, 168]. Geometric parameters included a 100-mm source-to-isocenter

distance (SID), 200-mm source-to-detector distance (SDD), 1024 detector channels, and

channel detector width (h) equaling the resolution of the discretized phantom. Instead of

a flat-panel detector used for some microCT systems, we used a curved detector shown in

Fig. 4.2 (not to scale), with a comparable 19.37 degree fan angle (γfan). We acquired 438

projection views over a 219◦ rotation (equal to 180◦+2γfan, the minimum rotation required

for complete angular data) [169].

We simulated both EICT and PCCT detector schemes. The EICT simulation used an

energy-weighted compound Poisson noise model, and the PCCT simulation used a direct

Poisson noise model. Perfect counting efficiency was used to provide a matched comparison

to XFET simulations. Similarly, the CT source was the complete 120 kVp x-ray spectra that

was effectively used for XFET simulations. The CT simulations were highly idealized in that

they did not include scatter contamination or electronic noise.

To form an image, we first simulated fan-beam CT images of multiple sequential slices

of each discretized phantom, equivalent to a 2-mm slice. We summed photon counts axially

over all detector rows to form an image of the 2-mm slice of the object, resulting in images

that matched the XFET axial slice width. FFBP with a general sinc window filter was used

to reconstruct images with a desired spatial resolution [169]. A fourth-degree polynomial

beam-hardening correction was applied to alleviate cupping artifacts [169].
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Figure 4.2: CT geometry used in the present work, with one fan-beam detector slice high-
lighted. Axial, fan-beam CT simulations were completed for multiple slices of numerical
phantoms (not to scale).
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4.2.3 Phantom simulations

The XFET, PCCT, and EICT simulations were performed for the two phantoms described

below to compare CNRs and to quantify the detection limit of gold under varied imaging

conditions.

MOBY phantom

The phantom used in this simulation was a discretized numerical mouse phantom, MOBY,

displayed in Fig. 4.3 [162]. This phantom consisted of various of ICRP tissues, including soft

tissue, cortical bone, skeletal muscle, brain tissue, and adipose tissue. Gold nanoparticles at

various concentrations were placed in the phantom: 4% by weight in the kidneys; 0.75% by

weight in the spleen, lung, heart, and spherical hind leg tumor; and 0.12% by weight in the

liver.

XFET imaging of MOBY was designed to test a realistic object in a preclinical setting.

XFET simulations were performed as described in Sec. 4.2.1, with MOBY placed tail-first

into the pencil beam. MOBY was rastered in 1-mm horizontal and vertical increments

through the beam. An equivalent of 1.25 × 108 histories were used at each pencil beam

position. MOBY XFET images, which were the sum of all detector counts as described

above, had 1-mm x- and y- resolution and 2-mm axial resolution.

Two 2-mm axial slices of MOBY were scanned with PCCT and EICT: one slice contain-

ing the kidneys and another containing the hind-leg tumor. CT images were reconstructed

with 1-mm x- and y-resolution to match XFET resolution. The CT simulations were ap-

proximately dose matched to XFET, as both simulations delivered effectively 1.25 × 108

histories to a central point with area (1 mm)2.

In both XFET and CT images, square regions of interest (ROI) were placed around

the kidneys, hind leg tumor, and background abdominal tissue, as shown in Figure 4.4.

We extracted the average signal from the gold-containing ROIs, CAu, as well as from the
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Figure 4.3: Numerical MOBY mouse phantom: (a) anatomical map; (b) map of gold con-
centrations in specific organs.
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Figure 4.4: CT images demonstrating ROI placement for: (a) the MOBY kidney slice; (b)
the MOBY tumor slice; (c) the contrast-depth phantom. Within the MOBY phantom,
the square ROIs were placed in background regions, the hind leg tumor, and over each of
two kidneys. In the contrast-depth phantom, the circular ROIs were placed over each gold
sphere, and in the background region. Displayed ROIs were used for CNR calculations in
both XFET and CT images.

background ROIs without gold, Cbkg. CNRs were computed for each kidney and the hind

leg tumor with

CNR =
CAu − Cbkg

σbkg
, (4.1)

where σbkg is the standard deviation of the counts in the background ROI. CNRs were

compared between EICT, PCCT, and XFET images. The Rose criterion, which defines

CNR = 4 as the lower limit of signal detection [121], was used to qualify detectability of the

organs of interest.

Contrast-depth phantom

While MOBY mimicked a realistic preclinical imaging task, a contrast-depth phantom, shown

in Figure 4.5, was designed to quantify the conditions under which CT outperforms XFET.

Imaging this phantom with both CT and XFET allowed us to study CNR dependence on

gold concentration and beam depth.

The cylindrical contrast-depth phantom shown in Figure 4.5 was 3.2 cm in diameter and
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Figure 4.5: (a) Contrast-depth phantom cylindrical phantom, containing various gold con-
centrations in soft tissue (shown as % by weight). While only two depths are shown here
for simplicity, four were simulated. (b) Axial projection view of contrast-depth phantom,
demonstrating that the gold spheres do not overlap axially.

composed of ICRP soft tissue. The phantom contained 4-mm diameter spherical inserts of

4.0, 2.0, 1.5, 1.0, 0.5, and 0.05% gold concentration by weight in ICRP soft tissue. The

inserts were placed on two planes of different depths relative to the XFET pencil beam,

which traveled parallel to the long axis of the cylinder. This feature tested the effect of

beam depth and hardening on XFET contrast performance. A total of four beam depths

were tested: 3.25 mm, 28.75 mm, 54.25 mm, and 79.75 mm. The spherical inserts did not

axially overlap, to ensure the pencil beam was only attenuated by soft tissue before reaching

any sphere of interest.

XFET images of the contrast-depth phantom were formed using the geometry and meth-

ods described in Sec. 4.2.1, using an equivalent of 1.25 × 108 histories in each pencil beam

position, and a 0.5-mm vertical and horizontal resolution. A separate simulation was per-

formed to score total phantom dose using the complete pencil beam spectrum with 1.25 ×

108 histories.
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The CT simulation was performed with the geometry described in Sec. 4.2.2. In XFET, a

pencil beam penetrates along the craniocaudal axis, which reduces the photon flux delivered

with increasing distance and results in lower CNR with greater depth. In CT imaging, on

the other hand, a fan beam penetrates perpendicular to this axis, so CNR has no axial-depth

dependence. For this reason, CT images were simulated for only one sphere-containing plane

of the cylindrical phantom.

To image this plane with EICT and PCCT, we considered that each slice of the dis-

cretized phantom had a width of 0.0625 mm, and aimed for a total slice width of 2 mm

to match the axial resolution of XFET images. We simulated fan-beam CT data acquisi-

tions for 32 adjacent slices of the phantom and summed over the detected photon counts

for all slices to obtain our final sinogram. CT images were reconstructed to have matched

resolution to XFET: 0.5 mm horizontal and vertical resolution (corresponding to a 64 × 64

imaging matrix). We also reconstructed higher resolution images—0.125 mm in both dimen-

sions (corresponding to a 256 × 256 image matrix)—which were comparable to resolutions

produced with microCT [170].

Both XFET and CT simulations were approximately dose matched: both used a beam

flux intensity of 1.25 × 108 photons to a central point of area (0.5 mm)2. More detail about

dose matching for this phantom and for MOBY can be found in Appendix D.

To compare CNRs produced by each modality, circular ROIs were placed as shown in

Figure 4.4. Background ROIs were placed in the center of each image and were larger than

the gold ROIs to lower the variance of the measurements taken from these ROIs, including

mean and standard deviation of counts.

Five separate images were acquired for XFET, PCCT, and EICT to provide a metric

of uncertainty in CNR measurements. This effort included five distinct XFET simulations

using different seeds, and five separate noise realizations for CT. The number of repeated

simulations was chosen on the basis of computational constraints.
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Partial-FOV imaging

Unlike PCCT and EICT, which require a full sinogram to image any ROI, XFET’s novel

detection scheme can perform partial FOV imaging. We demonstrate this ability here.

After imaging the contrast-depth phantom with the method described in Sec. 4.2.3, we

performed an additional, partial-FOV, high-resolution XFET scan. The XFET geometry

described in Sec. 4.2.1 remained constant, but this acquisition used an approximate 51-fold

increase in local dose (6.41 × 109 histories per beam location) and rastered the pencil beam

in 0.25-mm horizontal and vertical increments. The ROI scanned was a (5.25 mm)2 square

centered around the spherical insert containing the lowest concentration of gold (0.05%).

This concentration was chosen because it is approximately the theoretical detection limit

of CT in typical acquisitions [8, 99]. Thus, this acquisition aimed to demonstrate not only

partial-FOV capabilities, but also XFET’s detection limit improvement with increased dose.

4.3 Results

4.3.1 MOBY phantom

Figure 4.6 shows axial slices of the MOBY phantom imaged with XFET, EICT, and PCCT.

The XFET results in greater CNRs for both kidneys and the tumor when compared to either

EICT or PCCT. Figure 4.7 displays a summary of kidney and tumor CNRs; XFET resulted

in CNRs of 24.5, 21.6, and 3.4 for each kidney and tumor, respectively. Lower CNR values

resulted from EICT (CNR = 4.4, 4.6, 1.5) and PCCT (CNR = 6.5, 7.7, 2.0). Every modality

could detect both kidneys according to the Rose criterion [121]. The tumor approached this

detection limit when imaged by XFET but fell well below this limit when imaged with EICT

and PCCT. Across all three organs of interest, XFET provided an average CNR improvement

of 315% compared to EICT and 175% compared to PCCT.

Streak artifacts are present in the XFET coronal view (not shown) and, with close in-
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Figure 4.6: Comparison of axial slices of MOBY imaged with three modalities studied here.
Kidneys appear with more contrast in the XFET image than in the EICT and PCCT images.
The tumor is less visible due to decreased gold concentration. (a) XFET kidney image; (b)
EICT kidney image; (c) PCCT kidney image; (d) XFET tumor image; (e) EICT tumor
image; (f) PCCT tumor image.

spection, can be seen in the axial XFET slice containing the tumor as bright “shadows” of

the kidneys.

4.3.2 Contrast-depth phantom

Figure 4.8 compares the CNRs obtained from the contrast-depth phantom imaged with

XFET, PCCT, and EICT. The 0.5-mm- and 0.125-mm-resolution CT images produced sim-

ilar results.
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Figure 4.7: Organ CNRs for each modality. The horizontal dashed line represents the Rose
criterion. Bars meeting this threshold indicate organs that would be detectable in imaging.

As shown in Fig. 4.8, CNRs are linearly related to known gold concentration in both

XFET and CT acquisitions. As expected, CNR increases with increasing gold concentration

and decreasing depth of XFET imaging. Superficial XFET (3.25 mm beam depth) produces

the greatest CNRs across all gold concentrations. Between the XFET beam depths of 28.75

mm and 54.25 mm, PCCT produces greater CNRs than XFET. EICT produces very similar

CNRs to XFET at a 54.25 mm beam depth. Finally, deep XFET (79.75 mm) produced the

lowest CNRs across all gold concentrations.

Figure 4.8 also contains a horizontal line representing the threshold for the Rose criterion

of detectability [121]. We extracted the intersection between the Rose criterion and XFET’s

linear relationship of CNR to gold concentration. These intersections, equivalent to the gold

concentration detection limits, are plotted as a function of beam depth in Fig. 4.9. An
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exponential fit given in Fig. 4.9 was chosen to fit the data because for a given gold concen-

tration, the primary factor impacting CNR in XFET is beam attenuation. Extrapolating to

surface imaging (depth = 0 mm), the XFET detection limit for this phantom dose (16 mGy)

is 0.44% gold by weight.

Figure 4.8: Comparison of CNRs as a function of known gold concentration with XFET and
CT in the contrast-depth phantom. Note that the CT results are not depth dependent. A
beam depth deeper than 28.75 mm, PCCT outperforms XFET. EICT performs similarly to
XFET at a beam depth of 54.25 mm. Error bars indicate standard deviation of 5 independent
noise realizations.

Figures 4.10 and 4.11 display XFET and CT images, respectively, of the contrast-depth

phantom. As XFET imaging depth increases, CNR decreases, and visibility of low concen-
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Figure 4.9: XFET detection limit, as function of imaging depth for 125 million histories
(approximately 16 mGy).

trations of gold decreases or is lost. CT images, both 0.5-mm- and 0.125-mm-resolution

reconstructions, display beam-hardening artifacts, most prominent as streaks between the

two highest gold concentrations in each image. CT is able to clearly visualize the background

soft tissue cylinder.

4.3.3 Partial-FOV imaging

Figure 4.12 displays the full-FOV contrast-depth phantom image and the partial-FOV image

simulated using XFET at a beam depth of 3.25 mm. As demonstrated, the previously

undetectable 0.05% gold insert is made visible with a 51-fold increase in imaging dose to this
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Figure 4.10: Comparison of XFET images of the contrast-depth phantom at varying depths:
(a) XFET at 3.25 mm depth; (b) XFET at 28.75 mm depth; (c) XFET at 54.25 mm depth;(d)
XFET at 79.75 mm depth.
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Figure 4.11: Comparison of EICT and PCCT images of the contrast-depth phantom. (a)
EICT images with 64 × 64 resolution matching XFET; (b) EICT images with 256 × 256
resolution; (c) PCCT images with 64 × 64 resolution; (d) PCCT images with 256 × 256
resolution.
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Figure 4.12: (a) Low dose XFET image with a square ROI indicating region probed in
partial-FOV imaging. (b) Partial-FOV image of 0.05% gold simulated with high local dose.

ROI.

4.4 Discussion and Conclusions

XFET is characterized by a novel image acquisition scheme that utilizes pixelated, energy-

sensitive, photon-counting detectors in combination with slit apertures and a pencil beam

through which a phantom is rastered. Because of this geometry, XFET possesses several ad-

vantages over other imaging modalities that give it potential to be used for metal mapping

in certain preclinical applications. As mentioned in Sec. 4.1, conventional EICT and PCCT

that does not utilize spectral information can only distinguish between differences in atten-

uation. XFET stands apart from these modalities in that it can map many different metals

simultaneously by measuring fluorescent energies unique to each metal. Furthermore, XFET

is distinct from conventional XFCT in that it is a direct imaging modality that does not

measure a sinogram: its mechanism of imaging allows for the possibility of joint estimation

and partial FOV imaging. The primary aim of XFET is to provide metal quantification,

high sensitivity, and in vivo imaging capability for preclinical applications. This chapter
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demonstrates XFET’s potential for these tasks. However, certain parameters such as depth

and metal concentration must be considered before preclinical translation.

The two modalities studied here, XFET and CT, have different implications for image

quality that may affect the metal quantification task. For example, Fig. 4.11 shows that

both EICT and PCCT can suffer from beam-hardening artifacts even with a water-based cor-

rection, particularly when imaging greater metal concentrations. Although more advanced

beam-hardening corrections can be applied to alleviate such streaking artifacts, these are

often bone-based corrections that can require some degree of hand-tuning [169]. This may

have a detrimental effect on metal quantification accuracy. XFET can also suffer from a

critical streak artifact due to the combination of x-ray penetration of the lead slit apertures

and imperfect background subtraction. This artifact is especially visible for illuminated

lines containing high gold concentrations. The artifact only affects the axial direction but

can still affect 3-D gold quantification, as seen in XFET’s tumor slice in Fig. 4.6 where a

bright “shadow” of the MOBY kidneys could be conflated for gold. Fortunately, this artifact

will likely be eliminated with thicker lead apertures and slits with an optimized converging

shape, which is implemented for benchtop XFET hardware [124].

XFET is also characterized by a resolution-signal tradeoff. In XFET, axial resolution

is determined by slit width and z-width of each detector pixel. Thus in this chapter, the

original 1-mm axial resolution was resampled to 2 mm and matched to CT axial slice width,

which worsened the axial resolution but increased the signal and gold visibility. In benchtop

preclinical applications, this tradeoff must be considered, and the imaging parameters can

be tailored to meet study requirements. XFET horizontal and vertical resolution, however,

are determined by beam spread and rastering. While improving XFET signal through re-

sampling the axial resolution, we maintained a high x- and y-resolution by rastering the

phantoms through the beam in small steps, as low as 0.25 mm for the contrast-depth phan-

tom. This characteristic of XFET—the partial independence of axial imaging from horizontal
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and vertical imaging—is also what allows for partial FOV imaging and probing small regions

of interest.

CNRs obtained with XFET are dependent on both beam depth and metal concentration,

whereas those obtained with CT are only dependent on metal concentration. Therefore, there

is a threshold imaging depth below which XFET outperforms CT. We found that this depth

is between 28.75 mm and 54.25 mm for both PCCT and EICT for the parameters simulated

here. Specifically, PCCT outperforms XFET at ∼54.25 mm depth, while EICT provides

similar performance to XFET at this depth. At more superficial depths, XFET outperforms

both CT detection systems. XFET’s advantage holds for preclinical imaging where small

animal sizes fall below this depth threshold; thus, XFET provides higher contrast for the

MOBY tumor and kidneys, as summarized in Fig. 4.7. For a given superficial depth, it is

not surprising that XFET outperforms both EICT and PCCT. Unlike CT, an anatomical

imaging modality, XFET is a functional imaging modality: it images metal in regions with

a mechanism similar to other emission tomography systems that detect radioactive decay. It

is therefore expected that without beam attenuation limiting the initial pencil beam photon

flux, XFET can detect low concentrations of metal with very high contrast.

PCCT unsurprisingly outperforms EICT due to the relative upweighting of lower energy

x-rays. No electronic noise was simulated here, but in real detection systems, EICT will suffer

from electronic noise effects whereas the PCCT detection scheme will not. This difference will

increase the disparity of contrast performance between the two systems. Spectral photon-

counting CT (SPCCT) utilizes spectral information to perform material differentiation and

K-edge imaging [171]. However, SPCCT is usually characterized by a limited number of

spectral bins [172] and utilize CdTe or Si detectors with energy resolutions ranging from

3.5 keV to 10 keV [173]. In contrast, the CdTe HEXITEC detectors used in XFET are

characterized by a high spectral resolution (1 keV) that is required for fluorescence imaging

[157]. This energy resolution, in combination with XFET’s direct detection of fluorescence
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without image reconstruction, allows for the differentiation between many different metals

with no theoretical loss of CNR. XFET is also characterized by a low photon detection rate,

which makes XFET imaging slow, but eliminates the detrimental effects of pulse pile up

that reduces signal, reduces dose efficiency, and distorts material differentiation in photon-

counting CT [173, 174, 175]. The combination of XFET’s detectors with its fluorescence rate

and novel acquisition scheme enables improved metal imaging relative to PCCT.

For all imaging modalities, the relationships between CNR and gold concentration are

linear and do not overlap, indicating that for a fixed depth the order of modality perfor-

mance was not dependent on gold concentration. This linearity was expected due to the

linear relationship between gold concentration and fluorescence emission in XFET and the

approximate linear relationship between gold concentration and attenuation coefficient in

CT. This linearity also indicates that XFET is capable of quantitative metal imaging even

without image reconstruction for simple objects. However, image reconstruction for attenu-

ation correction may prove useful in realistic metal quantification tasks where gold regions

are at varying radial depths or the object has spatially varying attenuation. The image

reconstruction algorithm that we have previously developed will be implemented in future

work to address this need [149]. We expect this image reconstruction to improve XFET’s

image uniformity and reduce the contrast dependence on depth.

XFET signal is also dose dependent: for a N -factor dose increase, one expects the CNR to

increase by a factor of
√
N . For ideal CT systems neglecting pulse pile-up effects, we expect

the relationship between ideal CT and XFET CNRs to be preserved with dose because both

CNRs would increase by the same factor for both modalities. However pulse pile-up reduces

dose efficiency in PCCT and realistic PCCT CNR would increase at a slower rate depending

on the count rate capabilities of the detector at high fluence rates [173]. Because XFET is

characterized by a low photon detection rate, it does not suffer the effects of pulse pile-up

and therefore CNR is expected to increase as expected with dose. This dose dependence is
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demonstrated in this work: the 0.05% gold sphere was originally not visible in Fig. 4.10,

which used 1.25 × 108 histories but became very visible in the partial-FOV image, Fig. 4.12,

which used a 51-fold increase in local dose (16 mGy × 51 = 81.6 cGy). This demonstration

also highlighted a useful function unique to XFET but not CT nor conventional XFCT:

XFET allows for whole FOV imaging followed by partial FOV imaging for a ROI, with

excess dose only delivered to the ROI. This capability follows from XFET’s direct imaging

of a non-rotating object without sinogram acquisition. Imaging with a similar sequence

would be especially beneficial for examining organs of interest in preclinical imaging. While

benchtop XFET may take on the order of an hour to acquire a full image [124], slow imaging

times can be improved over conventional XFCT when utilizing this partial-FOV capability.

Aside from the partial-FOV image, most results of this chapter are specific to the rela-

tively low dose used in this study. This total dose to the contrast-depth phantom was scored

by TOPAS as approximately 16 mGy and therefore is conducive to in vivo imaging. For

this dose, the XFET detection limit varies with beam depth according to the exponential

equation in Fig. 4.9. For surface imaging (depth = 0 mm), the detection limit would be

approximately 0.44% gold by weight. Taking dose into account by finding the dose-detection

limit product (7.04 %-mGy), the XFET sensitivity reported here outperforms conventional

XFCT according to previous reports [95, 115] and performs similarly to XFCT with opti-

mized backscatter- or full-ring-detector geometry [107, 109]. XFET’s detection limit can be

further improved by using a filtered or monochromatic beam, optimizing slit hardware, or

increasing the dose, especially to small ROIs.

The detection limit and dose reported here are sufficient for some preclinical imaging

tasks, such as guiding metal-mediated radiation therapy [17, 30]. Because XFET outperforms

CT for superficial imaging, XFET would be preferable for mapping metal nanoparticles

used in the treatment of skin disease or superficial tumors [10, 90, 91]. Its partial-FOV

imaging capability allows for in vivo biodistribution imaging of metal nanoparticles for the
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development of metal-based drugs. However, there are some limitations of this chapter that

warrant further study before XFET’s sensitivity and detection limits are finalized.

One limitation of this study was the use of 100% detector counting efficiency. Perfect

photon counting was chosen to obtain a standardized comparison of CT and XFET. Real

detectors would likely result in slightly lower CNRs for both modalities. CdTe detectors

used in CT imaging may suffer from reduced counting efficiency due to pulse pile-up effects.

XFET, on the other hand, is characterized by a low fluorescence detection rate and therefore

its detectors would not experience detrimental pulse pile up. Furthermore, the 1-mm thick

CdTe HEXITEC detectors are expected to absorb 96% of gold’s fluorescence emissions at

∼69 keV: similar to the perfect counting efficiency modeled here. This CNR decrease could be

further overcome in XFET with hardware optimization or utilization of higher dose partial-

FOV imaging. Second, this study did not incorporate scatter in CT simulations, resulting

in highly idealized CT images. Scatter contamination of real data would result in lower

CT CNR, so XFET is likely to outperform CT at even greater depths than shown here.

Metrics for CNR that incorporate ROI variance may be less favorable to XFET, which may

balance XFET’s advantage. However the CNR definition used here is a more commonly

reported metric in literature and is often used when determining detection limits based on

the Rose criterion [107, 124]. We also expect CNR results to depend on insert size, which was

not studied here: large inserts could potentially self-attenuate in XFET [107]. The 4-mm

diameter gold spherical inserts were chosen to be similar in size to the kidneys and tumor of

the MOBY phantom: realistically sized ROIs for preclinical imaging. Finally, we did not use

spectral information offered by SPCCT to perform material decomposition in this chapter.

Like XFET, SPCCT can distinguish between many different metals but it has been shown

that its detection limit for gold does not vary significantly from conventional CT [100]. With

the scope of this chapter encompassing detection limits and sensitivity differences between

modalities, the use of non-weighted SPCCT may not offer additional relevant information
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beyond the PCCT detection system presented here. Regardless, modeling and comparing

SPCCT will be performed in future work.

The performance differences between CT and XFET may also depend on source specifi-

cations such as energy spectrum, maximum kVp, and filtering. For example, monoenergetic

beams above gold’s K-edge are much more dose-efficient in XFET imaging because every

incident photon has the potential to induce fluorescence emissions. Understanding the effect

of source specification on performance differences between the modalities is an area of future

investigation.

Before XFET can be translated to preclinical work, the metal of interest must be consid-

ered. Different atomic number metals have varying photoelectric cross sections, fluorescent

yields, and energy of x-ray fluorescent emissions that may impact the contrast seen in XFET

as well as CT, which will produce varying results. For example, iodine is sometimes difficult

to detect with spectral PCCT due to low numbers of photons around its K-edge energy

(33.2 keV) [100, 171, 176], while fluorescent photons around this energy are easily induced

and measured with XFET [124]. Although gold was used here due to its significance in

novel therapies, our group has also shown that XFET using a multi-pinhole aperture and

HEXITEC detectors has resulted in significantly improved detection limits for Gd (0.01%)

compared to studies that utilize a similar dose (∼3.26 Gy) [124]. Exploring other metals is

another area of future direction and a critical investigation before preclinical translation.

This chapter provides the first comparison of XFET and CT for detecting low concentra-

tions of gold in soft tissue and characterizes the conditions under which XFET outperforms

EICT and PCCT. Using both Monte Carlo XFET and analytical fan-beam CT simulations

to image a realistic whole-body mouse phantom, we show that XFET provides greater CNRs

than CT for 4% Au in the kidneys and 0.75% Au in a hind leg tumor. Performing these sim-

ulations with a contrast-depth phantom, we show that XFET outperforms CT for superficial

imaging depths (< 28.75 mm) for gold concentrations above 0.5%. XFET’s surface detection
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limit was quantified as 0.44% for an average phantom dose of 16 mGy compatible with in

vivo imaging. Finally, XFET’s ability to image partial FOVs is demonstrated and the 0.05%

Au is easily detected with an estimated dose of approximately 81.6 cGy to the small ROI.

Thus, this chapter demonstrates a proof of XFET’s benefit for imaging low concentrations

of gold at superficial depths in preclinical imaging tasks.
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CHAPTER 5

CONCLUSIONS AND FUTURE DIRECTIONS

5.1 Summary of presented work

In this work, we have seen that XFET offers a promising tool for imaging low concentra-

tions of metal in small objects, and possesses advantages over other, more conventional

metal-mapping modalities such as XFCT. XFET is a direct imaging modality, in that it

induces and directly detects x-ray fluorescence emissions from metals without need for noise-

amplifying image reconstruction. With this characteristic comes the ability to image small

regions of interest without the full sinogram that fundamentally limits the depth of imaging

in XFCT. These characteristics, combined with state-of-the-art hardware, give XFET the

sensitivity and imaging depth improvements necessary to map metals in vivo for emerg-

ing cancer therapies and preclinical drug biodistribution studies. Herein, we have improved

upon XFET’s ability for trace metal mapping, explored its limitations, and demonstrated

its capabilities against other metal-mapping modalities.

In Chapter 2, we developed and demonstrated an XFET image reconstruction algorithm

that uses emission data alone to jointly estimate the metal map and attenuation map needed

for correction. This novel algorithm alternates between updating the attenuation map with

a separable paraboloidal surrogates algorithm, and updating the metal density map with

a closed-form solution. We performed joint image reconstruction using simulated XFET

data of small objects containing low concentrations of gold and iron. Our method not only

led to promisingly accurate metal and attenuation maps, but also outperformed a more

conventional approach that used a conjugate gradient method based on a linearized forward

model. We successfully extended our image reconstruction technique to the case of an

unknown beam attenuation map, demonstrating an accurate joint estimation from emission

data alone without any prior attenuation knowledge. Thus, this chapter added to XFET’s

108



advantages: in simultaneously estimating the attenuation map, one avoids the need for an

additional, radiation-dose-delivering transmission scan that would otherwise be needed for

attenuation correction.

In Chapter 3, we explored the implications on image quality associated with detector

placement in XFET. To investigate the effect of detector placement on joint estimation, we

used two main mathematical tools: eigendecomposition of the Fisher information matrix and

singular value decomposition of the linearized imaging model. We reported eigenvectors and

singular vectors, along with their associated eigen- and singular values to better understand

which vectors have high information content and are preserved in imaging. We combine

this mathematical investigation with image reconstructions of metal and attenuation maps

using the algorithm developed in Chapter 2. We found that aside from an optimal full-ring

geometry, two parallel detectors provided the greatest metal and attenuation map accuracy

but at the cost of reduced isotropic spatial resolution in the attenuation map. This chapter

informed about implications of detector placement for imaging tasks where flexibility in this

placement is required, or for tasks where a full-ring geometry is not feasible.

Finally, in Chapter 4, we demonstrated XFET’s capabilities compared to CT for certain

imaging applications. We compared Monte Carlo XFET simulations to highly idealized, fan-

beam CT simulations. These data were collected for two phantoms: the first was a numerical

whole-body mouse phantom, containing organ gold nanoparticle concentrations that realis-

tically mimicked a preclinical scenario, and the second was a cylindrical soft tissue phantom

containing a range of gold concentrations (0.05% to 4% by weight) at varying depths. By

imaging these phantoms with dose-matched XFET and CT simulations, we showed that for

superficial depths (< 3 cm), XFET outperforms CT in imaging gold concentrations down

to 0.5%. For the dose used in this chapter, which is conducive to preclinical studies, we

found that XFET’s detection limit was 0.44% for superficial imaging, but also acknowledge

that XFET can be further optimized to lower that limit. We also demonstrated XFET’s
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unique ability to image partial fields, and with additional probing and dose, detected 0.05%

gold. This chapter quantified XFET’s detection limit for in vivo dose levels, demonstrated

XFET’s partial field imaging capabilities, and showed that it outperforms CT for superficial

imaging. Thus, this chapter demonstrated XFET’s promise for preclinical metal mapping,

and contained discussion around the advantages and limitations of XFET for more informed

translation into preclinical use.

In Chapter 1, we have summarized some previous XFCT studies with regards to their

detection limits, imaging doses, and preclinical applicability. We propose that the results

of this dissertation serve as a reference to XFET’s capabilities in these areas. However,

the results of this dissertation have primarily improved XFET’s current capabilities and

demonstrated its potential for in vivo preclinical imaging. This dissertation also provides

the information necessary to predict XFET’s ability to map therapeutic metal particles for

informed development, safer treatment, and fewer side effects of clinical cancer therapies.

5.2 Proposed future directions

Prior to translation to preclinical or clinical use, there are several areas that require fur-

ther investigation. Completion of these investigations will offer additional understanding of

XFET’s potential for metal mapping in clinical scenarios, and potentially offer novel image

reconstruction methods for related emission tomography systems.

5.2.1 Slit aperture angular optimization

As seen in Table 1.1, many groups have found that positioning detectors in backscatter

geometries aids in reducing Compton scatter contamination of the signal, and therefore in-

creasing sensitivity. It remains to be seen if a backscatter geometry—specifically, positioning

the slit at a backscatter angle—would benefit XFET, or if the resulting geometric efficiency

reduction would outweigh the potential sensitivity improvements. There could exist an an-
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Figure 5.1: Summary of preliminary study optimizing angular slit position. The slit was
positioned in a backscatter (left), central (center), or forward scatter (right) position. Figure:
Tabitha Welch.

gle at which there is an optimal ratio of geometric efficiency to scatter contamination. Our

group’s preliminary investigation into this matter used TOPAS Monte Carlo software to

measure XFET data from a rod consisting of 0.5% Au in soft tissue. This rod was posi-

tioned at three axial locations relative to the slit, as shown in Fig. 5.1. These positions

were equivalent to three distinct slit positions: forward scatter, backscatter, and a central

position. This preliminary study revealed that the central position had the greatest ratio

of geometric efficiency to Compton scatter contamination: the central position offered the

greatest sensitivity.

Because only two off-center rod positions were measured, a natural extension of this

optimization study would involve continuously moving the rod along the axial (z) direction,

measuring counts at many slit angles, and utilizing Geant4’s ability to track counts from

certain processes to discern between measured Compton and fluorescence photons. We

suggest that a plausible result to this study would be that a slight backscatter slit angle—

one not as extreme as used preliminarily—might offer greater sensitivity over the central

position. This optimization could offer even greater sensitivity advantages to XFET.
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5.2.2 Implementing joint image reconstruction for data acquired with a

polychromatic beam

The work presented in Chapter 2 assumed a monochromatic beam that efficiently generated

fluorescence emissions from gold and iron atoms. However, most benchtop XFET and XFCT

systems will utilize a polychromatic x-ray beam as the incident source. Thus, it is critical to

extend forward and inverse models to the polychromatic case. In this subsection, we provide

the polychromatic forward and inverse models, but propose that implementing this image

reconstruction method for the Monte Carlo dataset be an area of future work. Previously,

we have used a discrete forward model,

pij =
(d1 + d2)

R3
ij

I0A0D0d0stfi exp
(
−
∑
k

Lijkµ
(EF )
k

)
exp
(
−
∑
k

L′
ikµ

(EB)
k

)
, (5.1)

which was for a monochromatic pencil beam of energy EB . We will now consider the case

of a polychromatic beam. We will first work out the case of known attenuation maps at the

beam energies, and discuss how we will correct for this attenuation. We will then consider

the case of unknown attenuation at the beam energies.

Consider a polychromatic pencil beam incident on a metal-containing object. This pencil

beam will have initial beam flux as a function of energy, I0(E) (cm−2s−1keV−1). This beam

will contain many energies; intensities of each will be attenuated by an unknown attenuation

map of the object at that energy, µ(E).

We can write the photon intensity at a point in the object, I1, as a function of energy,

I1(E) = I0(E) exp
(
−
∑
k

L′
kµk(E)

)
, (5.2)

where k indexes the attenuation map, and L′ represents pathlengths through object voxels.

At this point, we have not considered fluorescence attenuation, only beam attenuation.
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Now, one can represent the number of K-fluorescent photons created at this point (I2) as

the sum of the beam photons (I1) above the K-edge of the metal at that point, multiplied

with various physical factors including metal density f at that point, beam lag time t,

probability that photons of a given energy will interact with the K-shell, and fluorescence

yield (all contained in term s(E), which depends on photon energy). Note that all fluorescent

photons are monoenergetic:

I2 =

∫ Emax

E=EKedge

d1 + d2
R3

A0D0d0tfs(E)I1(E)dE

=
d1 + d2
R3

A0D0d0tf

∫ Emax

E=EKedge

s(E)I0(E) exp
(
−
∑
k

L′
kµk(E)

)
dE.

(5.3)

Alternatively, I2 can be discretely modeled as

I2 =
d1 + d2
R3

A0D0d0tf

Emax∑
E=EKedge

sEI0E exp
(
−
∑
k

L′
kµ

(E)
k

)
∆E, (5.4)

where E is indexing energy. All other terms in (5.4) are explained in previous chapters.

The sum occurs over bounds from the K-edge of the metal producing fluorescence to the

maximum energy of the beam, since only those photons that are above the K-edge of the

metal will contribute to the production of fluorescent photons.

Finally, the number of fluorescent photons measured at the detector point (p) is I2

multiplied by the attenuation factor at the energy EF of the fluorescent photons,

pij =
d1 + d2

R3
ij

A0D0d0tfiexp
(
−
∑
k

Lijkµ
(EF )
k

) Emax∑
E=EKedge

sEI0E exp
(
−
∑
k

L′
ikµ

(E)
k

)
∆E.

(5.5)

Here, we add an index for object voxel (i) and detector pixel (j) as we have done previously.
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With knowledge of priors (sE and µE) and the beam spectrum (I0E), one can define a

known term,

q′′′ =
d1 + d2

R3
ij

A0D0d0t

Emax∑
E=EKedge

sEI0E exp
(
−
∑
k

L′
ikµ

(E)
k

)
∆E. (5.6)

Then, (5.5) becomes

pij = q′′′fiexp
(
−
∑
k

Lijkµ
(EF )
k

)
, (5.7)

and our alternating algorithm developed in Chapter 2 can be easily applied.

The problem becomes more complex without prior knowledge of µE . In this case, it

appears that there are many unknowns. Fortunately however, there exists an approximate

linear relationships between the attenuation maps at every beam energy and the attenuation

map at the fluorescent energy, for various concentrations of a single metal in a background

material. This effectively expresses many unknowns as one unknown. The linear relation-

ships are shown in Fig. 5.2. The coefficients of these linear fits (slopes and y-intercepts, or

bE and aE respectively) are known priors, obtained from NIST datasets.

For a given beam energy E, the attenuation map at E can be expressed as

µ
(E)
k ≈ bEµ

(EF )
k + aE . (5.8)

Therefore, (5.6) becomes

q′′′ =
d1 + d2

R3
ij

A0D0d0t

Emax∑
E=EKedge

sEI0E exp
(
−
∑
k

L′
ik

(
bEµ

(EF )
k + aE

))
∆E (5.9)

for unknown beam attenuation maps. Equation 5.9 contains only one unknown, µ(EF )
k .

To perform image reconstruction, one can apply our previous alternating algorithm to

(5.7), using (5.9) everywhere that q′′′ appears.
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Figure 5.2: Relationship between linear attenuation coefficients at fluorescent energy and
beam energies for concentrations of gold in soft tissue.

5.2.3 Extension to benchtop XFET data

A natural progression of the work proposed in Chapter 4 would be the repetition of that study

with data acquired with benchtop XFET and small animal CT systems. Although the Monte

Carlo XFET simulations in Chapter 4 were as realistic as possible, the CT simulations were

highly idealized and did not incorporate scatter. Collecting real data would offer an even

more realistic comparison between the two modalities, and the measurement of CT scatter

would likely result in XFET’s outperformance at even greater depths than those resulting

from Chapter 4. For an optimized benchtop XFET acquisition, we suggest implementing

the polychromatic inverse algorithm proposed in Section 5.2.2.
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5.2.4 Time-of-flight PET joint image reconstruction

Since the development of time-of flight (TOF) PET and especially in the last few years,

there has been significant effort put into achieving the “10-ps frontier” in temporal resolution

[177], with some skeptics [178]. In 2021, there was one demonstration of TOF PET detectors

with 32 picosecond temporal resolution, corresponding to a spatial precision of 4.8 mm [179].

This technique was based on detecting prompt Cerenkov photons combined with a convolu-

tional neural network. This apparent breakthrough, which allows for the direct detection of

tracer with 5 mm precision without image reconstruction, allows for improvements in joint

activity/attenuation estimation. With this novel development, there is now opportunity to

improve joint activity/attenuation estimation for this “reconstruction-free” TOF PET.

There is significant overlap between the direct imaging of reconstruction-free TOF PET

and XFET. Both detect monochromatic emissions: 511 keV γ photons in the case of PET

annihilation events, and x-ray fluorescence emissions in XFET. Both are direct imaging

modalities, or can be construed as such. Direct imaging is critical: because individual

emission locations are known, emissions themselves can be used to estimate the attenuation

map that photons pass through. Therefore, it is straightforward to apply our joint XFET

image reconstruction algorithm developed in Chapter 2 to this high-temporal-resolution TOF

PET system.

A TOF PET dataset can be organized in a “list” format, where for each coincidence

detection event, there is associated information about the spatial coordinates of the two

involved detectors and the timing difference between the detection events at those detectors.

For a given coincidence event, with ultra-fast temporal resolution, this allows for the calcu-

lation of emission location, within some uncertainty determined by the timing resolution of

the detectors. After energy filtering the data for non-annihilation events, these data can be

restructured into a matrix of detected gamma photons, lexicographically indexed by emis-

sion location and spatial detector bin. A given element of this array (pij) will be a sum of
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all detected photon counts by detector crystal j that originated from object pixel i. Each

measurement is given discretely by

pij = cijai exp
(
−
∑
k

Lijkµk
)
, (5.10)

where cij is the sensitivity of the detector at j for activity in pixel i in the absence of attenu-

ation, ai is activity of pixel i (in counts/second), Lijk is the pathlength through object pixels

for emission point i, detector j, and attenuation pixel k, and µk is the attenuation in pixel k.

Note that the above equation gives expected values for Poisson random variables. Equation

5.10 assumes that additive terms like randoms and scatter are negligible or not considered,

due to an extremely tight coincidence window and energy discrimination, respectively.

Note that with this forward model, conventional full line integrals are not considered.

Alternatively, we split the line integral into its two parts: one measured by each detector.

Before this split, known emission locations must be found using coincidence information.

Equation 5.10 is analogous to (2.14): the effort to jointly estimate metal density and

attenuation in XFET is analogous to jointly estimating activity and attenuation in TOF

PET. Expressing the forward model in (5.10) allows for the direct translation of our developed

image reconstruction method to this application.

To implement joint image reconstruction, one will first perform a normalization scan and

acquire the number of counts expected without attenuation,

nij = cijai. (5.11)

Measuring nij for a known activity ai will allow for the calculation of the sensitivity matrix,

cij , which must be known a priori. This normalization scan can be performed for one

emission location by measuring an off-centered point source with no significant attenuation

(in air). The resulting data can be spatially restructured to find the expected sensitivity for
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all detector pixels for each emission location i.

Our alternating algorithm can then be implemented rather directly. Both the attenuation

and activity update can be directly applied. Because these data are best modeled as Poisson

random variables, the assumptions of the closed-form solution derivation in Appendix A still

hold.

Although this inverse problem is likely ill-conditioned just as was XFET’s, the accu-

rate results of Chapter 2 give promise for this joint reconstruction method for TOF PET.

Upon successful implementation of this joint reconstruction will come a novel method for

obtaining the attenuation map needed for quantitative PET imaging without an additional

dose-delivering CT scan.
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APPENDIX A

DERIVATION OF CLOSED-FORM METAL MAP SOLUTION

For the non-linearized imaging model, the log-likelihood function is the Poisson log-likelihood

associated with transmission tomography [3],

L(p ; f ,µ) =
∑
i′,j

{
pi′j ln

[
q′′i′jfi′ exp

(
−
∑
k

Li′jkµk

)]
− q′′i′jfi′ exp

(
−
∑
k

Li′jkµk

)}
, (A.1)

where i′ indexes object voxels, j indexes detector pixels, q′′i′j are elements of the vector q′′,

which is given by (2.13), and the remaining variables in (A.1) are defined in the List of

Mathematical Symbols. Taking the derivative of L with respect to the density map entries

yields

∂L
∂fi

=
∑
i′,j

[
pi′j
fi′

− q′′i′j exp
(
−
∑
k

Li′jkµk

)]∂fi′
∂fi

. (A.2)

It is apparent that ∂fi′
∂fi

= δi′i, so (A.2) becomes

∂L
∂fi

=
∑
j

[
pij
fi

− q′′ij exp
(
−
∑
k

Lijkµk

)]
. (A.3)

Setting (A.3) equal to zero, a closed-form solution for the density map is revealed, as-

suming the attenuation map is known:

f̂i =

∑
j pij∑

j q
′′
ij exp(−

∑
k Lijkµk)

. (A.4)

(A.4) is the same as (2.16) and (2.20), which are used in the alternating approach to

update the metal density map given a current guess of the attenuation map. Alternately, to
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maximize the Poisson likelihood in (A.1) for a fixed density map, the SPS algorithm can be

used, which is described and derived in [3] and Appendix B.

©2023 IEEE. Reprinted, with permission, from [149].
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APPENDIX B

DERIVATION OF SPS ALGORITHM FOR ATTENUATION

UPDATE

The derivation of the SPS algorithm follows the approach taken by Fessler [3], where it is

introduced as a reconstruction algorithm for an attenuation map, µ. The derivation is based

on the optimization transfer principle, which instead of directly maximizing the objective

function Φ, utilizes a surrogate function ϕ for each iteration that is easier to maximize. This

surrogate satisfies conditions given by Fessler [3].

Note that one uses a penalty function, R, to improve the conditioning of the noisy prob-

lem. The objective function to be maximized is therefore the penalized-likelihood objective

function:

Φ(µ) ≡ L(µ)− βR(µ). (B.1)

This incorporation of R into Φ is known as regularization, and is weighed by a scalar rough-

ness parameter β. For the following derivations, note that the indices are not necessarily the

same as those used in Chapter 2, and are reconciled at the end of this appendix.

B.1 Forming the separable quadratic surrogate function

To form ϕ, let us first assume known measurements, p, and a known metal map f , which

can be incorporated with other known terms, q′′, into b = q′′f . Note in the context of our

alternating algorithm, the metal map is fixed (or “known”) when updating the attenuation

map with SPS.

When working with a log-likelihood function of the form
∑

i hi(li) with elements

hi(l) = pi ln(bie
−li + ri)− (bie

−li + ri), (B.2)
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a useful surrogate function is a parabola surrogate:

qi(l|l
(n)
i ) ≡ hi(l

(n)
i ) + ḣi(l

(n)
i )(l − l

(n)
i )−

c
(n)
i

2
(l − l

(n)
i )2, (B.3)

where l
(n)
i = [Lµ(n)]i, and ḣ indicates the derivative of the log likelihood function, h. For

the inverse problem presented in this chapter, the system matrix L is a matrix of elements

Lij , which are pathlengths through voxels (in the present case, Lij is equivalent to Lmk

that is discussed in the List of Mathematical Symbols and used in Chapter 2). Note that we

assume no random counts: r = 0. Finally, the c
(n)
i are equivalent to the terms c

(n)
m which is

defined in the List of Mathematical Symbols.

Summing over the 1-D surrogate functions in (B.3) indexed by i gives a surrogate function,

Q1 for the log likelihood function:

Q1(µ|µ(n)) ≡
NY∑
i=1

qi([Lµ]i|[Lµ(n)]i). (B.4)

However, to then address the difficulty in maximizing Q1, Fessler applies a convexity trick

first applied by De Pierro [180], which first expresses the following matrix-vector multiplica-

tion as

[Lµ]i =

Np∑
j

αij

[Lij

αij

(
µj − µ

(n)
j

)
+ l

(n)
i

]
, (B.5)

Where αij is chosen to be equal to Lij
Li

, and Li =
∑

j Lij . This re-expression is incorporated

into a second surrogate function, Q2, for the previous function Q1. This new surrogate is a

separable function, where the elements are given by:

Q2,j(µj |µ(n)) ≡
NY∑
i=1

αijqi

(Lij

αij

(
µj − µ

(n)
j

)
+ l

(n)
i |l(n)i

)
. (B.6)
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This is a natural separable surrogate function for the log likelihood function,

L(µ) ≥
Np∑
j=1

Q2,j(µj |µ(n)), (B.7)

and is easily maximized.

The same process is repeated for the penalty function, R. The cost matrix C with

elements ckj can be expressed as:

[Cµ]k =

Np∑
j

γkj

[ ckj
γkj

(
µj − µ

(n)
j

)
+ [Cµ(n)]k

]
, (B.8)

where γkj ≥ 0 and
∑Np

j γkj = 1. With the penalty function expressed as

R(µ) =
K∑
k=1

wk
1

2

(
[Cµ]k

)2
, (B.9)

and applying the same convexity trick as used before, the natural separable surrogate for R

is formed with elements given as:

Rj(µj |µ(n)) =
K∑
k=1

γkjwk
1

2

( ckj
γkj

(
µj − µ

(n)
j

)
+ [Cµ(n)]k

])2
. (B.10)

The final separable quadratic surrogate function, ϕ , is formed by combining Q2 and R as

in (B.1):

ϕ2,j(µj |µ(n)) ≡ Q2,j(µj |µ(n))− βRj(µj |µ(n)). (B.11)

More detail about these surrogate derivations and convexity tricks can be found in [3]

and [180].
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B.2 Forming the separable paraboloidal surrogates algorithm

The optimization algorithm for µj simply maximizes ϕ for every j. Because ϕ is quadratic,

this is performed by zeroing its derivative, which is completed below.

First, expressing (B.6) in its entirety by utilizing (B.3) and (B.5):

Q2,j(µj |µ(n)) =

NY∑
i=1

Lij

Li

(
hi(l

(n)
i ) + ḣi(l

(n)
i )

(
Li
(
µj − µ

(n)
j

)
+ l

(n)
i − l

(n)
i

)

−
c
(n)
i

2

(
Li
(
µj − µ

(n)
j

)
+ l

(n)
i − l

(n)
i

))
=

NY∑
i=1

Lij

Li

(
hi(l

(n)
i ) + ḣi(l

(n)
i )

(
Li
(
µj − µ

(n)
j

))
−

c
(n)
i

2

(
Li
(
µj − µ

(n)
j

)))
.

(B.12)

Then, the derivative of Q2,j is:

∂

∂µj
Q2,j(µj |µ(n)) =

NY∑
i=1

Lij

Li

(
Liḣi(l

(n)
i )− c

(n)
i L2

i

(
µj − µ

(n)
j

))

=

NY∑
i=1

(
Lij ḣi(l

(n)
i )− LijLic

(n)
i

(
µj − µ

(n)
j

))
. (B.13)

Similarly, the derivative of Rj is:

∂

∂µj
Rj(µj |µ(n)) =

K∑
k=1

ckjwk

( ckj
γkj

(
µj − µ

(n)
j

)
+ [Cµ(n)]k

])
. (B.14)

Then, zeroing the derivative with

∂Q2,j

∂µj
− β

∂Rj

∂µj
= 0, (B.15)
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we obtain

NY∑
i=1

(
Lij ḣi(l

(n)
i )− LijLic

(n)
i

(
µj − µ

(n)
j

))
− β

K∑
k=1

ckjwk

( ckj
γkj

(
µj − µ

(n)
j

)
+ [Cµ(n)]k

])
= 0.

(B.16)

Equation (B.16) can be reorganized as follows:

NY∑
i=1

(
Lij ḣi(l

(n)
i )− LijLic

(n)
i

(
µj − µ

(n)
j

))
= β

K∑
k=1

ckjwk

( ckj
γkj

(
µj − µ

(n)
j

)
+ [Cµ(n)]k

])
( NY∑
i=1

LijLic
(n)
i + β

K∑
k=1

ckjwk
ckj
γkj

)(
µj − µ

(n)
j

)
=

NY∑
i=1

Lij ḣi(l
(n)
i )− β

K∑
k=1

ckjwk[Cµ(n)]k

]
(
µj − µ

(n)
j

)
=

∑NY
i=1 Lij ḣi(l

(n)
i )− β

∑K
k=1 ckjwk[Cµ(n)]k

]
(∑NY

i=1 LijLic
(n)
i + β

∑K
k=1 ckjwk

ckj
γkj

) .

(B.17)

Finally, solving for the attenuation map, µj , (which yields the attenuation map at the latest

(n + 1)th iteration, µ
(n+1)
j ), one obtains the separable paraboloidal surrogates algorithm

update,

µ
(n+1)
j = µ

(n)
j +

∑NY
i=1 Lij ḣi(l

(n)
i )− β

∑K
k=1 ckjwk[Cµ(n)]k∑NY

i=1 LijLic
(n)
i + β

∑K
k=1 ckjwk

ckj
γkj

. (B.18)

There are a few notation changes applied to (B.18) to obtain (2.19). First, the indices

in (B.18) are interchanged to form (2.19): in Chapter 2, we use m for i, k for j, and r

for k. Second, the derivative of the likelihood function, ḣi, in our case is given by ḣm =

q′′mfme−l
(n)
m − pm, which is responsible for the expansion of the numerator in (2.19). Non-

negativity is applied as a physical constraint. Last, the second term on the denominator of

(B.18) can be re-written as follows with Fessler’s choice of γkj = |ckj |/ck:

K∑
k=1

ckjwk
ckj
γkj

=
K∑
k=1

c2kjwk

γkj
=

K∑
k=1

|ckj |ckwk. (B.19)
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Thus, with these changes, (B.18) becomes (2.19).
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APPENDIX C

FORMATION OF THE FISHER INFORMATION MATRIX

To form the FIM used in Chapter 3, we assume that the photon counts measured with

XFET, pij , are Poisson random variables, and that the forward model follows a Poisson log

likelihood function,

L(p;f ,µ) =
∑
i,j

{
pij ln

[
q′′ijfi exp

(
−
∑
k

Lijkµk

)]
− q′′ijfi exp

(
−
∑
k

Lijkµk

)}
. (C.1)

We can begin to take gradients of this likelihood function with respect to the density map

and attenuation map to construct the FIM. The gradient with respect to the density map,

fm, is

∂L
∂fm

=
∑
i

∑
j

[
pij q

′′
ij exp

(
−
∑

k Lijkµk

)
∂fi
∂fm

q′′ijfi exp
(
−
∑

k Lijkµk

) − q′′ij exp
(
−
∑
k

Lijkµk

) ∂fi
∂fm

]

=
∑
j

[
pmj

fm
− q′′mj exp

(
−
∑
k

Lmjkµk

)]
. (C.2)

Similarly, the gradient of L with respect to the attenuation map is

∂L
∂µm

=
∑
i

∑
j

∂

∂µm

(
pij ln

[
q′′ijfi exp

(
−
∑
k

Lijkµk

)]
− q′′ijfi exp

(
−
∑
k

Lijkµk

))

=
∑
i

∑
j

(
pij

q′′ijfi exp
(
−
∑

k Lijkµk

)
∂

∂µm

(
−
∑

k Lijkµk

)
q′′ijfi exp

(
−
∑

k Lijkµk

)
− q′′ijfi exp

(
−
∑
k

Lijkµk

) ∂

∂µm

(
−
∑
k

Lijkµk

))

=
∑
i

∑
j

(
− pijLijm + q′′ijfi exp

(
−
∑
k

Lijkµk

)
Lijm

)
. (C.3)
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The Hessian is a block matrix,

H =

(
Hff Hfµ

HT
fµ

Hµµ

)
, (C.4)

where the blocks are second-derivative matrices with elements given by

[Hff ]nm =
∂2L

∂fn∂fm
, (C.5)

[Hµµ]nm =
∂2L

∂µn∂µm
, (C.6)

and

[Hfµ]nm =
∂2L

∂fn∂µm
. (C.7)

The second derivative of the likelihood function with respect to the density map is

∂2L
∂fn∂fm

=
∑
j

[
−

pmj

f2m

∂fm
∂fn

]

=
∑
j

[
−

pmj

f2m
δmn

]
, (C.8)

where the δmn indicates that this block of the Hessian is a diagonal matrix. The cross

derivative is

∂2L
∂fn∂µm

=
∑
i

∑
j

[
δin q

′′
ij exp

(
−
∑
k

Lijkµk

)
Lijm

]

=
∑
j

(
q′′nj exp

(
−
∑
k

Lnjkµk

)
Lnjm

)
. (C.9)

Setting the mean photon measurements p̄ij = q′′ijfi exp(−
∑

k Lijkµk), we can rewrite (C.9)

as
∂2L

∂fn∂µm
=
∑
j

p̄nj
fn

Lnjm. (C.10)
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Finally, the second derivative of the likelihood function with respect to attenuation map is

∂2L
∂µn∂µm

=
∑
i

∑
j

(
− q′′ijfi exp

(
−
∑
k

Lijkµk

)
LijnLijm

)

=
∑
i

∑
j

−p̄ijLijnLijm. (C.11)

The Fisher information matrix, F , is given by the expectation of the negative Hessian matrix,

which is a block matrix for joint problems similar to this one [137]:

F = E{−H} =

(
E{−Hff} E{−Hfµ}
E{−HT

fµ
} E{−Hµµ}

)
, (C.12)

which gives

F =

 ∑
j
p̄mj

f2m
δmn −

∑
j
p̄nj
fn

Lnjm

−
∑

j
p̄mj
fm

Lmjn
∑

i

∑
j p̄ijLijnLijm

 . (C.13)
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APPENDIX D

XFET AND CT DOSE MATCHING

In the XFET simulations of Chapter 4, a fixed number of photons, Ib, was delivered in

each beam location. The cross-sectional area of each beam location, A0, was determined by

the horizontal and vertical resolution targets, with A0 equal to (0.5 mm)2 for the contrast-

depth phantom and (1 mm)2 for MOBY. The larger area for MOBY was chosen due to

computational constraints of voxelized phantoms. To approximately dose-match the CT

simulations, we aimed to deliver Ib photons to an area A0 of the object at the SID over the

course of CT imaging. Some terms below can be seen in Fig. 4.2, which displays a schematic

of CT imaging.

Let us use N for the target total counts per area A0 over all CT projection angles,

N =
Ib
A0

. (D.1)

In our fan-beam CT simulations, the height of a detector element, h, was set equal to the

width of one z-slice of the phantom. The width of one detector element, w, can be projected

onto the isocenter, where it will have width wiso.

The arc length of the complete fan beam at the SDD, wfan, is given by

wfan = γfanSDD, (D.2)

where γfan is the fan angle. The width of one detector element is wfan divided by the

number of detector channels, Nchannels:

w =
wfan

Nchannels
=

γfanSDD

Nchannels
. (D.3)
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Now, we can find the value of wiso given (D.3) and rules of similar triangles:

wiso = w
SID

SDD

=
γfanSDD

Nchannels

SID

SDD

=
γfanSID

Nchannels
.

(D.4)

Finally, we can calculate how many photons need to be delivered to one detector channel

for one projection angle: Iproj . This is the target counts per area (N), multiplied by the area

of one detector element projected onto the isocenter (h× wiso) and divided by the number

of projection angles Nproj :

Iproj =
N

Nproj
(h× wiso). (D.5)

Thus, to approximately dose match our CT simulations to XFET in Chapter 4, we used

Iproj number photons delivered to each detector channel for each projection angle. XFET

simulations used an effective Ib = 1.25 × 108; therefore, CT simulations used Iproj = 2356

for the contrast-depth phantom and Iproj = 1177 for the MOBY phantom (the difference

results from the differences in phantom resolution and target XFET resolution).
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