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ABSTRACT

Genome-wide association studies (GWAS) have identified hundreds of thousands of associa-

tions between genetic variants and human complex traits/diseases. To functionally annotate

the trait/disease-associated variants, extensive efforts are made to study the genetic effects

on downstream molecular phenotypes in a wide variety of tissue types and cell types. Genetic

effects on functionally related ‘omic’ traits often co-occur in relevant cellular contexts, such

as tissues. In Chapter 2, motivated by the multi-tissue methylation quantitative trait loci

(mQTLs) and expression QTLs (eQTLs) analysis of Genotype-Tissue Expression project, we

propose X-ING (Cross-INtegrative Genomics) for cross-omics and cross-context integrative

analysis. A major innovation of the method is that it models latent association indicators

instead of effect sizes and uses multi-view learning to account for major patterns among la-

tent indicators across omics data types and tissue types. This facilitates integrative analysis

of different data types of different effect distributions. Moving beyond the integrative associ-

ation analysis, in Chapter 3 we develop a multi-context multivariable integrative Mendelian

randomization framework, mintMR, for mapping expression and molecular traits as joint

exposures. The proposed method overcomes the unique challenges in mapping risk genes,

and these challenges are under-addressed by conventional Mendelian randomization meth-

ods. MintMR improves the estimation of sparse tissue-specific causal effects of multiple

genes with a limited number of IVs by simultaneously modeling the latent tissue indicators

of disease relevance across multiple gene regions and subsequently improving the estimation

of latent disease-relevant probabilities. In Chapter 4, we further expand the framework to

study risk genes in specific cell types using deep learning methods. Single-cell RNA se-

quencing (scRNA-seq) enables the high-throughput profiling of gene expression specific to

cell types. We proposed a deep-cellMR method capturing the nonlinear and complex depen-

dencies across cell types and further improving the estimation of cell-type-specific effect of

each gene in each cell. The proposed methods in this dissertation can be broadly applied

viii



to map multi-omics QTLs and study risk genes for complex traits and diseases, and they

can be applied to many other data types for conducting integrative association and causal

analyses.
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CHAPTER 1

INTRODUCTION

1.1 GWAS, multi-omics data, QTLs and integrative analysis

Genome-wide association studies (GWAS) have identified a large number of associations be-

tween genetic variants and human complex traits/diseases [Loos, 2020, Hindorff, 2009, Witte,

2010, MacArthur et al., 2017, Buniello et al., 2019]. Many of these variants affect complex

traits/diseases via effects on gene expression levels and other molecular traits (e.g., DNA

methylation) [Umans et al., 2021, Oliva et al., 2023]. However, existing quantitative trait loci

(QTLs) explain only a small fraction of those variants [Consortium, 2020]. Complementary

approaches and data sources are needed to further explain and understand the functionality

of GWAS variants. Mapping genetic variants to their associated molecular traits has become

an essential step in the functional annotation of genetic variants [Hormozdiari et al., 2018,

Gamazon et al., 2018].

The genetic effects on molecular traits often depend on cellular contexts (e.g., tissues

and cell types) [Reuter et al., 2015, Sun et al., 2018, Consortium, 2020, Dries et al., 2021].

Extensive efforts are made to study the genetic effects on downstream molecular traits in a

wide variety of tissue types and cell types [Consortium, 2020, Oliva et al., 2023, Bryois et al.,

2022]. The GTEx project (v8) [Consortium, 2020] studies the genetic effects on transcriptome

across 49 human tissues from 838 donors and has provided a comprehensive list of expression

QTLs (eQTLs) by tissue types. Recently, the enhancing GTEx (eGTEx) project [Oliva

et al., 2023] sought to complement existing GTEx data with additional molecular traits,

including DNA methylation (DNAm). DNAm data from 987 GTEx samples representing

nine tissue types were made available, enabling further characterization of the relationships

among genetic variants, DNAm, gene expression, and disease in a tissue-specific manner.

Most cis-eQTLs co-occur with a methylation QTL (cis-mQTL), suggesting a common causal
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variant and shared biological mechanism [Pierce et al., 2018].

In recent years, single-cell RNA sequencing (scRNA-seq) has revolutionized the landscape

of genomics by enabling the high-throughput profiling of gene expression specific to cell

types and states [Hwang et al., 2018, Tang et al., 2009]. It facilitates single-cell expression

quantitative trait loci (sc-eQTL) mapping across different cell types [van der Wijst et al.,

2020, Yazar et al., 2022, Oelen et al., 2022, Soskic et al., 2022], revealing how expression levels

associated with trait/disease-related genetic variants in specific cell populations [de Vries

et al., 2020, Nathan et al., 2022].

The goal of this dissertation is to develop statistical methods and computational tools

to conduct integrative association and causal inference analysis to identify genetic effects

on multi-omics traits in specific tissues/cell types, and map risk genes in disease-relevant

contexts/tissues/cell types by leveraging summary statistics. The integrative analysis using

summary statistics from multi-omics and multi-context studies could collectively provide a

comprehensive understanding of the dynamic mechanisms underlying human complex dis-

eases and traits.

1.2 Integrative multi-omics multi-context association analysis

The detection of multi-omics QTLs and genetic variants with cascading effects allows the

study of causal variants and shared biological mechanisms [Gleason et al., 2020, Ng et al.,

2021]. In the analyses of QTLs, it is critical to consider the effect-operating cellular contexts.

Many disease-associated genetic and genomic effects are highly context-specific [Consortium,

2020, Umans et al., 2021]. Motivated by the multi-omics multi-tissue QTL analysis, we pro-

pose X-ING (Cross-INtegrative Genomics) as a general framework for the cross-integration

of summary statistics from multi-omics data each with multiple cellular contexts. X-ING

takes as input the summary statistic matrices from multiple data types and models each

input statistic as a product of Gaussian and latent binary association status. The model-
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ing of latent binary association status matrices across data types is novel, as it allows the

cross-integration of different data types of different effect distributions. X-ING captures

omics-shared and context-shared association patterns. This is a major innovation compared

with existing multi-context/tissue or multi-omics integration methods.

A joint analysis of many tissues, or broadly relevant cellular contexts and conditions, may

reveal otherwise hidden and dynamic mechanisms underlying diseases of interest. Previous

work integrating and leveraging summary-level data from a variety of cellular contexts,

cell/tissue types, and conditions shows improved estimation and detection of disease/trait-

relevant effects. Specifically, mash [Urbut et al., 2019] captures shared information across

contexts through a mixture model. MT-eQTL [Li et al., 2018] adopts a hierarchical Bayesian

model to jointly model eQTL association statistics from multiple tissues. Metasoft [Han and

Eskin, 2012] models the effect variation across contexts using a random-effects model.

Existing studies enable multi-tissue integration while challenges arise when integrating

effects from multi-omics data. Those effects do not have shared magnitudes and effect

distributions. To take advantage of the shared patterns among true nonzero effects, e.g., co-

occurring eQTLs and mQTLs. We propose X-ING for multi-omics multi-context integrative

analysis. X-ING models the latent binary association status of each statistic to capture

shared effect co-occurrence patterns across data types despite different effect distributions.

1.3 Integrative Mendelian randomization for identifying risk genes

across human tissue

The proliferation of GWAS results has facilitated studies of using genetic variants to fur-

ther map risk factors for complex diseases, moving beyond association toward causation.

Mendelian Randomization (MR) is one of those causal inference approaches that have achieved

many successes in studying the causal relationships between an intermediate phenotype (ex-

posure) and a complex disease (outcome) [Burgess et al., 2013, Bowden et al., 2015, Zhao

3



Genetic variant
(G)

Exposure
(X)

Outcome
(Y)

Confounder
(U)

?

Figure 1.1: An illustration of Mendelian randomization (MR). A genetic variant (SNP)
is used as an instrumental variable (IV) to assess a potential causal relationship between
exposure and disease outcome. Marginal summary statistics assessing the effect of the SNP
on the exposure from one study are integrated with marginal summary statistics from another
study assessing the IV-to-outcome effects to infer the effect of the exposure on the outcome.

et al., 2020, Cheng et al., 2022, Wang et al., 2021, Xue et al., 2021, Morrison et al., 2020].

MR treats genetic variants associated with risk exposures as instrumental variables (IVs)

to assess the causal effects from exposure on outcome (Fig. 1.1) [Chen et al., 2007, Lawlor

et al., 2008, Schadt et al., 2005, Davey Smith and Ebrahim, 2003].

MR and multivariable MR (MVMR) methods imposed assumptions on the validity of IVs.

Assumptions are violated when invalid IVs with uncorrelated horizontal pleiotropy (CHP)

or correlated horizontal pleiotropy (CHP) are included (Fig. 1.1). Specifically, IVW and

MVMR-IVW do not allow invalid IVs [Slob and Burgess, 2020, Burgess and Thompson,

2015]; MR-Egger and MVMR-Egger require Instrument Strength Independent of Direct

Effect (InSIDE) assumption [Bowden et al., 2015, Rees et al., 2017]; MVMR-Median assumes

the majority of IVs are valid [Grant and Burgess, 2021]; MVMR-Lasso and MVMR-Robust

are robust to outliers (few invalid IVs) [Grant and Burgess, 2021]; and MVcML requires

plurality condition where the valid IVs form the largest group to give the causal parameter

estimate [Lin et al., 2023].

Most existing MR or multivariable MR (MVMR) methods were developed to analyze

complex traits as exposure. When studying molecular traits such as gene expression levels

as risk exposures for a disease outcome, new challenges arise in MR analyses. First, the

number of eQTLs as IVs is limited [Gleason et al., 2020, Consortium, 2020] with cis-eQTLs

4



being generally correlated [Consortium, 2020]. Second, in multi-tissue MR analysis, the

causal effects of genes on diseases are often tissue-specific and sparse, [Hekselman and Yeger-

Lotem, 2020, Ongen et al., 2017, Feng et al., 2021] and thus the estimation of tissue-specific

causal effects with a limited number of eQTLs/IVs is challenging. Third, eQTL effects as

IV-to-exposure effects may not be consistent across two (GWAS and eQTL) samples. It

has been reported that eQTL effects can be tissue-specific and may not be shared across all

tissues and studies.

We propose a multi-context multivariable integrative Mendelian randomization (mintMR)

method for mapping gene expression and molecular traits as risk exposures. For each gene,

we perform a multi-tissue MR analysis using eQTLs with non-zero and sign-consistent ef-

fects in more than one tissue as IVs, thereby improving the IV consistency. Our method

improves the identification of tissue-specific causal effects of all genes by simultaneously mod-

eling the latent disease-relevance tissue indicators for multiple gene regions, jointly learning

the major/low-rank patterns of latent indicators/probabilities via multi-view learning tech-

niques, and then using the major patterns to estimate and update the probability of non-zero

effects. The joint learning of disease-relevance of latent tissue indicators improves the iden-

tification of sparse tissue-specific causal effects for all genes.

1.4 Deep learning Mendelian randomization method for unveiling

risk genes in specific cell types

This advancement in scRNA-seq has enabled sc-eQTL mapping. Despite the insights gained

from sc-eQTL studies, new challenges arise when mapping risk genes in specific cell types

using Mendelian randomization due to the limited power of sc-eQTL data [He et al., 2021,

Bryois et al., 2022, Lopes et al., 2022, Young et al., 2021, Jerber et al., 2021]. To improve

the power of sc-eQTLs, recent studies integrate sc-eQTL with bulk-tissue eQTL (bk-eQTL)

and cell type-specific eQTLs (ct-eQTLs) derived from bulk tissues [Donovan et al., 2020,

5



Consortium et al., 2020]. To integration of sc-eQTL, ct-eQTLs from bk, with GWAS, an

integrative MR faces challenges including heterogeneity in effect sizes [Ding et al., 2024],

sparsity of effects of risk genes in specific cell types, and the prevalence of missing values due

to the sequencing depth and the non-expression of some genes in specific cells [Zhang et al.,

2024, Pool et al., 2023, Hicks et al., 2018].

As risk genes for a disease often show non-zero effects in specific cell types [Boyle et al.,

2017, Finucane et al., 2018, Lynall et al., 2022], we propose a joint MR model (deep-cellMR)

across multiple genes to estimate the causal effects for each gene in each cell type. We

perform the integration of sc-eQTL, ct-eQTLs, with GWAS. We introduce a latent effect

indicator of each gene in each cell type and models the low-rank patterns of these latent

indicators across genes, cells, and data via deep learning. To handle missingness in sc-

eQTL summary statistics, deep-cellMR uses random forest for missing value imputation

in latent variables [Stekhoven and Bühlmann, 2012]. Via applying deep multi-view learning

methods [Yan et al., 2021, Wang et al., 2015, 2016, Andrew et al., 2013, Ngiam et al., 2011] on

the latent indicators across genes, cell types, and data, deep-cellMR captures the underlying

nonlinear and complex dependencies and updates the estimation of cell-type-specific effect

accounting for those learned patterns.

1.5 Summary

In this work, we develop statistical methods and computational tools to conduct integrative

association and causal inference analysis to identify QTLs, and multi-omics QTLs in spe-

cific tissues/cell types, and map risk genes in disease-relevant contexts/tissues/cell types by

leveraging summary statistics.

The rest of the dissertation is organized as follows. In Chapter 2, we develop an integrative

cross-omics and cross-context method and use the method to enhance the power for detecting

mQTLs by integrating eQTL statistics. We also study multi-tissue trans-association effects
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and integrate spatial differential expression statistics from spatial transcriptomic studies

with multi-tissue eQTL statistics from GTEx. In Chapter 3, we propose a multi-context

multivariable integrative Mendelian randomization method, mintMR. We apply mintMR to

map risk genes for 35 complex traits and diseases. It detects risk genes in disease-relevant

tissues while maintaining reasonable controls of genome-wide inflation for the examined traits

and diseases. In Chapter 4, we propose a deep-learning-based multi-cell-type MR method

and use it to study cell-type-specific effects of risk genes on complex diseases. In Chapter 5,

we summarize the presented works and suggest possible directions for future research.

7



CHAPTER 2

INTEGRATIVE CROSS-OMICS AND CROSS-CONTEXT

ANALYSIS ELUCIDATES MOLECULAR LINKS UNDERLYING

GENETIC EFFECTS ON COMPLEX TRAITS

2.1 Attributions

Dr. Lin Chen conceived the project. Drs. Lin Chen and Jin Liu contributed to the develop-

ment of the methods and the writing of the manuscript. Dr. Meritxell Oliva contributed to

the data analysis. Drs. Meritxell Oliva and Brandon Pierce provided valuable suggestions

to the development of the methods and analyses.

2.2 Introduction

Mapping genetic variants to their associated molecular ‘omic’ traits has emerged as an essen-

tial step in the functional annotation of genetic variants [Hormozdiari et al., 2018, Gamazon

et al., 2018]. Rich resources of genetic and genomic data are made available for different

molecular omic traits from various cellular contexts (e.g., tissues, cell types) [Reuter et al.,

2015, Sun et al., 2018, Consortium, 2020, Dries et al., 2021]. It has been reported that expres-

sion quantitative trait loci (eQTLs) and methylation QTLs (mQTLs) often co-occur [Pierce

et al., 2018]. The detection of QTLs with cascading effects on multiple omics traits allows

the study of functional variants and shared biological mechanisms, while also improving the

power and precision for identifying disease/trait-relevant genes influenced by susceptibility

loci [Gleason et al., 2020, Ng et al., 2021]. To efficiently leverage the huge amount of existing

data, summary statistics provide a convenient way with secured privacy in sharing data from

a wide range of studies [MacArthur et al., 2021, Hormozdiari et al., 2018]. The integrative

analysis of association summary statistics of genetic effects on multi-omics traits could col-
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lectively provide a comprehensive view and offer new insights into the dynamic mechanisms

underlying human complex diseases and traits [Subramanian et al., 2020].

In a cross-omics integrative analysis, it is critical to consider the effect-operating cellular

contexts. The genetic effects on omic traits depend on cellular contexts (e.g., tissues and

cell types). Many disease-associated genetic and genomic effects are highly context-specific

[Consortium, 2020, Umans et al., 2021]. For example, studies of common-variant genetic

results for schizophrenia (SCZ) showed concerted effects in certain cell types [Skene et al.,

2018], while many different cell types play distinct functions in disease etiology. Moreover,

most prior studies of genetic effects of molecular traits, i.e., QTL studies, are based on molec-

ular trait measurements from bulk tissues, and those measurements are averaged across many

functionally divergent cell types [Blum et al., 2018, Consortium, 2020, Võsa et al., 2021].

There could be multiple tissue types containing relevant cell types [Eraslan et al., 2022].

A joint analysis of many tissues, or broadly relevant cellular contexts and conditions, may

reveal otherwise hidden and dynamic mechanisms underlying diseases of interest. Previous

work integrating and leveraging summary-level data from a variety of cellular contexts [Bat-

tle et al., 2017], cell/tissue types [Shi et al., 2020, Hu et al., 2019], and conditions [Yao et al.,

2018, Urbut et al., 2019] show improved estimation and detection of disease/trait relevant

effects.

Recently, the enhancing GTEx (eGTEx) project sought to complement existing multi-

tissue human transcriptome data with additional molecular traits, including DNA methyla-

tion (DNAm) [eGTEx Project., 2017]. DNAm data from 987 GTEx samples representing

nine tissue types were made available to further characterize the relationships among inher-

ited genetic variants, DNAm, gene expression, and disease in a tissue-specific manner. Moti-

vated by the multi-tissue mQTL and eQTL analysis, we propose X-ING (Cross-INtegrative

Genomics) for cross-omics and cross-context integrative analysis. When integrating effects

from multi-omics data, those effects do not share the same magnitudes and effect distri-
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butions. Yet there could still be linked or concerted patterns among true nonzero effects,

e.g., co-occurring eQTLs and mQTLs [Pierce et al., 2018]. The proposed X-ING method

is built on a Bayesian hierarchical model capturing major patterns in the latent association

status. A unique feature of X-ING is its ability to simultaneously account for omics-shared

and omics-specific context/tissue-shared patterns in the analysis, while also allowing for ef-

fect heterogeneity and different levels of sparsity in each context and data type. Although

X-ING is motivated by and primarily focuses on multi-tissue eQTL and mQTL analysis,

it can be broadly applied to integrate multiple sets of summary statistics from different

sources/domains to enhance cross-feature cross-context learning. In this work, X-ING is

used to enhance the power for detecting mQTLs by integrating eQTL statistics. Further-

more, we apply X-ING to examine multi-tissue trans-association effects. Our analysis reveals

that associations identified by X-ING are enriched in many known disease/trait-relevant tis-

sue types. Additionally, we illustrate how X-ING can integrate spatial differential expression

statistics from spatial transcriptomic studies with multi-tissue eQTL statistics from GTEx.

The integrative analysis provides new insights into spatially defined molecular mechanisms

underlying diseases.

2.3 Methods

2.3.1 Overview

Recently, the GTEx consortium released the single-tissue mQTL summary statistics for

nine selected tissue types from 424 GTEx participants. Due to the limited tissue-specific

sample sizes, the detection of mQTLs is underpowered compared with existing eQTL maps.

Moreover, a large majority of mQTLs lack functionality [Oliva et al., 2023]. It has been

reported that eQTLs often co-occur with mQTLs [Pierce et al., 2018]. The joint analysis of

associations of a genetic variant to a cis-gene and a cis-CpG site (a tested trio) could enhance
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the power and precision in detecting mQTLs, and facilitate the functional interpretations.

We develop an integrative association method, X-ING, to jointly analyze multi-tissue mQTL

and eQTL statistics, as illustrated in Figure 2.1a-c. The X-ING method takes as input

the association statistic matrices of M tested units from L types of omics studies, where

each type of omics study has Kℓ (ℓ = 1, . . . , L) cellular contexts, i.e., L matrices each

of dimension M × Kℓ. The outputs of X-ING are the posterior mean and the posterior

probability of nonzero effect for each input statistic (Figure 2.1d). The posterior probabilities

allow flexible inference. For example, we may identify mQTLs with multi-tissue effects

(i.e., having effects in two or more DNAm tissues with posterior probabilities >80%), or

mQTLs with co-occurring associations to cis-expression (i.e., also with effects in at least

one expression tissue) at the 80% posterior probability cutoffs. One may also calculate false

discovery rates (FDRs) based on the posterior probabilities [Storey and Tibshirani, 2003,

Chen et al., 2007].

In the motivating multi-tissue e/mQTL analysis (L = 2), a tested unit i (= 1, . . . ,M)

is a trio consisting of a single nucleotide polymorphism (SNP), a cis-gene, and a cis-CpG

site from different human tissues, and Kℓ is the number of tissue types in the ℓ-th e/mQTL

data. The input association summary statistics are Z-statistics obtained from single-tissue

e/mQTL analysis. X-ING models the joint association patterns of Z-statistics (as Z-scores)

for tested trios across omics data types and tissues. X-ING assumes those Z-scores from Kℓ

tissues, zi·,ℓ, following a multivariate normal distribution as follows

zi·,ℓ ∼ N
(
z̃i·,ℓ ◦ γi·,ℓ,Rℓ

)
, (2.1)

where z̃i·,ℓ is a vector of latent genetic association Z-scores (or effect sizes), with z̃ij,ℓ ∼

N (z̃ij,ℓ|0, σ2j,ℓ) in each of the j-th cellular context (j = 1, . . . , Kℓ), ◦ denotes the element-

wise product of two vectors, γi·,ℓ ∈ RKℓ is a vector of latent binary association status,

with one denoting the presence of a nonzero effect, and Rℓ ∈ RKℓ×Kℓ is a tissue-tissue
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correlation matrix (or covariance matrix if effect sizes instead of Z-scores being modeled)

among all Kℓ tissues due to potential sample overlap. The correlation matrix Rℓ due to

sample overlapping (under the null, not of interest) is estimated a priori and is taken as

known [Urbut et al., 2019, Gleason et al., 2020]. The latent association status indicator

γij,ℓ models sparsity in true nonzero effects. Similar modeling of latent indicators has been

used in previous works to model the presence of nonzero Z-scores from multi-tissue eQTL

analysis [Li et al., 2018, Urbut et al., 2019], and Z-scores from GWAS [Liu et al., 2017]

among others. For different omics data types, effect size distributions are different. Some

true nonzero effects are of opposite directions but are co-occurring. The joint modeling of

latent indicators for nonzero effects captures shared effect co-occurrence patterns across data

types despite different effect distributions – a major innovation of the proposed model. It

should be noted that for inference purposes (i.e., detecting nonzero effects being the main

goal), the modeling of Z-scores is similar to the modeling of effect sizes and their standard

errors [Urbut et al., 2019] and we use Z-scores as an illustration. Each of the L latent

Z-score matrices (z̃··,ℓ) captures the multivariate Gaussian distributions of latent Z-score

values from multivariate contexts/tissues within each data type, while the L latent binary

matrices (γ··,ℓ) further capture the major (low-rank) effect-sharing patterns across omics

data types and contexts.

A key innovation of X-ING is that it models the patterns of latent binary association

status together with effect sizes. This allows the integration of two or more statistic matrices

from different data types of various effect distributions and arbitrary structures. In the

modeling of latent binary association status γij,ℓ, X-ING links (with a logit link) it to a

latent low-rank continuous matrix U ℓ ∈ RM×Kℓ to capture the major effect-sharing patterns

across omics and across contexts (Figure 2.1d) [Liu et al., 2017],

log
p
(
γij,ℓ = 1|U ℓ,u0,ℓ

)
p
(
γij,ℓ = 0|U ℓ,u0,ℓ

) = Uij,ℓ + u0j,ℓ, (2.2)
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where u0j,ℓ is the context-specific intercept, controlling the sparsity of nonzero effects in the

j-th context of the ℓ-th omics data. The latent matrix U ℓ captures the desired patterns in the

data and modulates the latent probability of nonzero associations. When U ℓ = 0, there is no

borrowing information across contexts/data. Here we propose to capture omics-shared and

data-specific context-shared patterns via latent low-rank approximated modulation matrices,

U ℓ = U ℓO+U ℓC ,∀ℓ ∈ {1, . . . , L}, where U ℓO represents the major (i.e., low-rank with rank

pℓ) omics-shared data structures for data ℓ, and U ℓC represents the major (rank qℓ) data-

specific context-shared structures for data ℓ. With a computationally efficient expectation-

maximization (EM) algorithm using variational inference, in each iteration, X-ING applies

(generalized) canonical correlation analysis (CCA) on the logit-transformed latent probabil-

ity matrices and retains the top pℓ canonical coefficients to obtain U ℓO. The number of

retained components pℓ is determined using parallel analysis [Buja and Eyuboglu, 1992,

Franklin et al., 1995]. It then applies principal component analysis (PCA) on each residual

matrix after subtracting the U ℓO matrix to estimate the data-specific context-shared ma-

trix U ℓC . The number of retained principal components is also determined using parallel

analysis. The sequential estimation of U ℓO and U ℓC not only facilitates the computation

and also enhances the interpretability of the obtained CCs and PCs within the data context.

See Algorithm 1 for details. The performance of X-ING is robust to the choices of pℓ and qℓ

within a reasonable range. X-ING enables the integration of a broader class of test statistic

matrices across different (L) data types while capturing the major structures of effects of

similar nature from multiple (Kℓ) contexts.

2.3.2 A starting Bayesian model without the modeling of shared data

patterns

Assuming independence among all M tested units/trios, for each trio i (i = 1, . . . ,M) in

omics data ℓ, we assume its Z-scores from Kℓ tissues, zi·,ℓ, following a multivariate normal
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distribution as Equation (2.1),

zi·,ℓ ∼ N
(
z̃i·,ℓ ◦ γi·,ℓ,Rℓ

)
, (2.3)

where z̃i·,ℓ and γi·,ℓ denote a vector of the latent genetic association Z-score values and

latent binary association status, respectively. We further assume that each z̃ij,ℓ takes a

Gaussian prior, N (z̃ij,ℓ|0, σ2j,ℓ), and each γij,ℓ takes a Bernoulli distribution with success

probability πj,ℓ, which controls the sparsity of nonzero effects in tissue j for data ℓ. This

specification is equivalent to assuming a spike-slab prior for the product, denoted as ηi·,ℓ, of

z̃i·,ℓ and γi·,ℓ [Yang et al., 2018, Shi et al., 2019], with each ηij,ℓ distributed as

ηij,ℓ ∼


N (ηij,ℓ|0, σ2j,ℓ), if γij,ℓ = 1,

δ0(ηij,ℓ), if γij,ℓ = 0.

where δ0 is a Dirac delta function at zero. To promote computational efficiency, we utilize

the specification in Equation (2.1). The complete-data likelihood can be written as

p (z, z̃,γ; Θ1)=
L∏

ℓ=1

M∏
i=1

p
(
zi·,ℓ|z̃i·,ℓ,γi·,ℓ

)
·
M∏
i=1

Kℓ∏
j=1

p
(
z̃ij,ℓ|σ2j,ℓ

)
p
(
γij,ℓ|πj,ℓ

) ,

=
L∏

ℓ=1

M∏
i=1

N
(
zi·,ℓ|z̃i·,ℓ ◦ γi·,ℓ,Rℓ

)
·
M∏
i=1

Kℓ∏
j=1

N
(
z̃ij,ℓ|0, σ2j,ℓ

)
· πγij,ℓj,ℓ

(
1− πj,ℓ

)1−γij,ℓ

 ,

(2.4)

where Θ1 = {Rℓ, σ
2
j,ℓ, πj,ℓ, ℓ = 1, . . . , L, j = 1, . . . , Kℓ} is the collection of model parameters

and ◦ denotes element-wise product of two vectors. In practice, the tissue-tissue correlation

matrix Rℓ due to sample overlap is often pre-estimated and treated as known [Urbut et al.,

2019]. Existing literature often estimates it using a subset of the input Z-statistics that are

likely to be from the null distributions (for example, using only SNPs with |Z| < 5 in all

tissues to estimate the tissue-tissue correlation matrix) [Urbut et al., 2019, Gleason et al.,
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2020]. Note that in the starting model (2.4) without modeling shared data patterns, the

prior for γ·j,ℓ is the same for all tested units in the j-th tissue from data ℓ.

To obtain the estimates of parameters in model (2.4), we need to compute the conditional

density of latent variables given the observed Z-scores,

p(z̃,γ|z; Θ1) =
p(z, z̃,γ; Θ1)

p(z; Θ1)
, (2.5)

where z, z̃ and γ are the collections of zℓ’s, z̃ℓ’s and γℓ’s, respectively. To facilitate com-

putation, we could apply an empirical Bayes approach to estimate the conditional density

with the specification of distributions for hyperparameters. EM algorithms are usually used

to obtain the estimates for models with latent variables. Here, the difficulty of employing

standard EM algorithms comes from two folds. First, due to the curse of dimensionality, it

would be computationally intensive to evaluate the expectation of high-dimensional latent

variables. Second, it would be computationally intractable to integrate out the latent vari-

ables with spike-slab priors. To efficiently estimate the parameters in model (2.4), we use

an EM algorithm with variational inference.

2.3.3 A Bayesian hierarchical model for the X-ING method

When jointly analyzing summary statistics from multi-omics data each with multivariate

cellular contexts, some association patterns are shared between omics data types. For ex-

ample, eQTLs and mQTLs often co-occur. Some cellular contexts are more correlated than

others. The proposed cross-integrative genomics method, X-ING, accounts for those omics-

shared and context-shared association patterns. In contrast to existing single-omics methods

modeling effect sizes from multiple contexts, the proposed X-ING method jointly analyzes

L matrices of Z-statistics and models the latent binary association status, {γℓ}, to facili-

tate the modeling of effect co-occurring patterns from multi-omics data of different nature
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and distributions. X-ING enables a broader class of integrative analyses across different (L)

data types while also allowing the integration of statistics of similar nature across different

(Kℓ) contexts – a major advantage of X-ING. We develop an EM algorithm with variational

inference for the model. In each E-step, we evaluate the posterior distribution of latent vari-

ables and obtain the variational parameters. In the M-step, we extract the common features

shared among matrices of logit-transformed posterior probabilities of latent binary status by

performing a CCA and PCA.

In detail, we build a Bayesian hierarchical framework to model the structured major

patterns in the latent association status, γij,ℓ. To promote sparsity and model major data

patterns across multiple omics and contexts, we modulate the prior probability of the latent

status and link it with a latent low-rank matrix U ℓ ∈ RM×Kℓ that captures omics-shared

and context-shared major patterns via a logit link, as Equation (2.2).

Via the above modeling, our method efficiently allows the prior probability being specific

for each tested unit (pair, trio, etc.) without over-parametrization, p(γij,ℓ = 1|U ℓ,u0,ℓ) =

πij,ℓ. Moreover, the joint estimation of the low-rank matrix U ℓ across L data types also

allows us to capture the shared information across different data types with an unknown

extent of information sharing. Combining the prior probability in (2.2) and the Gaussian

prior for z̃ with the multivariate normal distribution for Z-scores in (2.1), the complete-data

likelihood for X-ING can be written as

p (z, z̃,γ) =
L∏

ℓ=1

M∏
i=1

N
(
zi·,ℓ|z̃i·,ℓ ◦ γi·,ℓ,Rℓ

)
·
M∏
i=1

Kℓ∏
j=1

N
(
z̃ij,ℓ|0, σ2j,ℓ

)
· πγij,ℓij,ℓ

(
1− πij,ℓ

)1−γij,ℓ

 .(2.6)

Comparing with the starting model (2.4), the X-ING model (2.6) allows each tested unit to

have a specific prior that is modulated via a low-rank term, Uij,ℓ, based on a logit transfor-

mation of the latent association indicator, γij,ℓ.

When considering an M ×Kℓ matrix of statistics from a single omics data (L = 1), there

exists no data-shared structure and we may regularize the rank of U ℓ using the nuclear

16



norm [Liu et al., 2017]. If association pattern sharing is limited across Kℓ tissues or when

a larger regularization is imposed, the low-rank matrix U ℓ may become a zero matrix and

the prior model (2.2) reduces to a Bernoulli random variable with a shared probability

parameter as in model (2.4), i.e., p(γij,ℓ = 1|u0,ℓ) = πj,ℓ, indicating only tissue-specific

sparse priors being imposed. When jointly estimating the low-rank matrices across L data

types, we could estimate the latent low-rank matrix U ℓ as U ℓ = U ℓO + U ℓC , where U ℓO

captures the omics-shared major patterns across L omics data types, and U ℓC captures

data-specific context-shared patterns within data type ℓ across Kℓ contexts. In detail, we

could extract the common latent features, U ℓO’s, shared among two or more omics data

types by performing a CCA or a generalized canonical correlation analysis (GCCA) on

the logit-transformed latent probability matrices using the R package RGCCA [Tenenhaus

and Tenenhaus, 2011]. The number of retained components pℓ is determined using parallel

analysis [Buja and Eyuboglu, 1992, Franklin et al., 1995]. Additionally, X-ING further

models the major sharing patterns, U ℓC , across tissues/contexts within each omics data type

by performing PCA on each residual matrix after subtracting the U ℓO matrix. The number

of retained principal components is also determined using parallel analysis. The modeling

of omics-shared and data-specific patterns may not be uniquely identifiable and they do not

need to be. That is, U ℓO and U ℓC do not need to be orthogonal, and their sum U ℓ could still

be a good approximation of the logit-transformed probabilities of latent indicators. X-ING

performs CCA and PCA sequentially within each iteration and simultaneously accounts for

omics-shared and omics-specific context-shared association patterns across data types and

contexts. It outputs the posterior mean and probability of non-zero for each input statistic.

Additionally, it provides the eigenvectors from PCA and the canonical coefficients from

CCA at the final iteration, and these outputs may facilitate the interpretations of the major

patterns in the data.

17



2.3.4 Algorithms for X-ING

In this section, we present the details about the variational EM algorithms for the starting

model (2.4) and the X-ING model (2.6) in the main text.

An EM algorithm with variational inference for the starting model

The starting model (2.4) does not model shared data patterns, and the prior for γ·j,ℓ is

the same for all tested units in the j-th tissue from data ℓ. Maximizing the complete-data

likelihood with respect to all data types is equivalent to maximizing complete-data likelihood

for each data type ℓ separately. For each data type ℓ, we derive a computationally efficient

EM algorithm with variational inference.

Let q(z̃ℓ,γℓ) be an approximation of the posterior p(z̃ℓ,γℓ|zℓ; Θ
(t)
1 ). The marginal like-

lihood can be decomposed as

log p(zℓ; Θ
(t)
1 ) = L(t)

q,ℓ +KL
(
q(z̃ℓ,γℓ)||p(z̃ℓ,γℓ|zℓ; Θ

(t)
1 )
)
≥ L(t)

q,ℓ,

L(t)
q,ℓ = Eq log

p(zℓ, z̃ℓ,γℓ; Θ
(t)
1 )

q(z̃ℓ,γℓ)

 ,

KL
(
q(z̃ℓ,γℓ)||p(z̃ℓ,γℓ|zℓ; Θ

(t)
1 )
)
= Eq log

 q(z̃ℓ,γℓ)

p(z̃ℓ,γℓ|zℓ; Θ
(t)
1 )

 ,

(2.7)

where the superscript indicates the estimates being from the t-th step, L(t)
q,ℓ is the evidence

lower bound (ELBO), and the inequality holds due to Jensen’s inequality, i.e., KL ≥ 0

with equality holds if and only if q(z̃ℓ,γℓ) is identical to p(z̃ℓ,γℓ|zℓ; Θ
(t)
1 ) almost surely.

To overcome the computational intractability of the ELBO, we use a mean-field variational

family. Then q(z̃ℓ,γℓ) can be factorized as

q(z̃ℓ,γℓ) =
M∏
i=1

Kℓ∏
j=1

q(z̃ij,ℓ, γij,ℓ). (2.8)
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Given mean-field variational family of distributions (2.8), the optimal variational distri-

bution q∗(z̃ij,ℓ, γij,ℓ) maximizing the ELBO L(t)
q,ℓ has the following form:

log q∗(z̃ij,ℓ, γij,ℓ) = Eq(i′,j′) ̸=(i,j) log p(zℓ, z̃ℓ,γℓ) + const, (2.9)

where the expectation is taken with respect to variational q distributions related to all other

latent variables (i′, j′) ̸= (i, j). Denote the inverse of context-context covariance matrix as

R−1
ℓ = Λℓ = {λij,ℓ}.

Based on Equation (2.9), we further separate out (i, j) terms and get

log p(zℓ, z̃ℓ,γℓ; Θ
(t)
1 ) =−1

2
λjj,ℓ

(
zij,ℓ − γij,ℓz̃ij,ℓ

) (
zij,ℓ − γij,ℓz̃ij,ℓ

)
−1

2

∑
j′ ̸=j

2λjj′,ℓ
(
zij,ℓ − γij,ℓz̃ij,ℓ

) (
zij′,ℓ − γij′,ℓz̃ij′,ℓ

)
−1

2

∑
(i′,j′)̸=(i,j), (i′,j′′)̸=(i,j)

λj′j′′,ℓ

(
zi′j′,ℓ − γi′j′,ℓz̃i′j′,ℓ

)(
zi′j′′,ℓ − γi′j′′,ℓz̃i′j′′,ℓ

)

−
z̃2ij,ℓ

2σ2j,ℓ
−

∑
(i′,j′)̸=(i,j)

z̃2i′j′,ℓ

2σ2
j′,ℓ

+γij,ℓ log πj,ℓ +
(
1− γij,ℓ

)
log
(
1− πj,ℓ

)
+

∑
(i′,j′)̸=(i,j)

{
γi′j′,ℓ log πj′,ℓ +

(
1− γi′j′,ℓ

)
log
(
1− πj′,ℓ

)}

+
M

2
log |Λ| − M

2

∑
j

log σ2j,ℓ + const.
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To calculate the variational expectation, we retain terms with z̃ij,ℓ:

log q∗
(
z̃ij,ℓ | γij,ℓ = 1

)
= Eq(i′,j′)̸=(i,j)

−1

2

λjj,ℓz̃
2
ij,ℓ − 2λjj,ℓzij,ℓz̃ij,ℓ +

∑
j′ ̸=j

−2
(
λjj′,ℓz̃ij,ℓ

(
zij′,ℓ − γij′,ℓz̃ij′,ℓ

))−
z̃2ij,ℓ

2σ2j,ℓ


+ const

=

∑
j′ ̸=j

λjj′,ℓ

(
zij′,ℓ − Eq

(
γij′,ℓz̃ij′,ℓ

))
+ λjj,ℓzij,ℓ

 z̃ij,ℓ −
1

2

(
λjj,ℓ +

1

σ2j,ℓ

)
z̃2ij,ℓ + const

=

 Kℓ∑
j′=1

λjj′,ℓzij′,ℓ −
∑
j′ ̸=j

λjj′,ℓEq

(
γij′,ℓz̃ij′,ℓ

) z̃ij,ℓ −
1

2

(
λjj,ℓ +

1

σ2j,ℓ

)
z̃2ij,ℓ + const ,

from which we can see that the posterior of q∗
(
z̃ij,ℓ | γij,ℓ = 1

)
∼ N

(
µij,ℓ, s

2
ij,ℓ

)
, where,

s2ij,ℓ =
1

λjj,ℓ +
1

σ2j,ℓ

,

µij,ℓ =

∑Kℓ
j′=1

λjj′,ℓzij′,ℓ −
∑

j′ ̸=j λjj′,ℓEq(γij′,ℓz̃ij′,ℓ)

λjj,ℓ +
1

σ2j,ℓ

.

Similarly,

log q∗
(
z̃ij,ℓ | γij,ℓ = 0

)
= −

z̃2ij,ℓ

2σ2j,ℓ
+ const.

therefore q∗
(
z̃ij,ℓ | γij,ℓ = 0

)
∼ N

(
0, σ2j,ℓ

)
. Let αij,ℓ = q(γij,ℓ = 1), the variational expec-
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tation can be written as

Eq log p(zℓ, z̃ℓ,γℓ; Θ
(t)
1 ) =−1

2

∑
i

∑
j

∑
j′

λjj′,ℓEq

[(
zij,ℓ − γij,ℓz̃ij,ℓ

) (
zij′,ℓ − γij′,ℓz̃ij′,ℓ

)]

−
∑
i

∑
j

Eq

(
z̃2ij,ℓ

)
2σ2j,ℓ

+
∑
i

∑
j

[
Eq
(
γij,ℓ

)
log πij,ℓ +

(
1− Eq

(
γij,ℓ

))
log
(
1− πij,ℓ

)]
−M

2

∑
j

log σ2j,ℓ + const,

where

Eq
(
γij,ℓz̃ij,ℓ

)
= αij,ℓµij,ℓ

Eq

(
γij,ℓγij′,ℓz̃ij,ℓz̃ij′,ℓ

)
= αij,ℓαij′,ℓµij,ℓµij′,ℓ,∀j ̸= j′

Eq

(
γ2ij,ℓz̃

2
ij,ℓ

)
= αij,ℓ

(
µ2ij,ℓ + s2ij,ℓ

)
Eq

(
z̃2ij,ℓ

)
= αij,ℓ

(
µ2ij,ℓ + s2ij,ℓ

)
+
(
1− αij,ℓ

)
σ2j,ℓ.

Similarly, we have

Eq log q(z̃ℓ,γℓ) =
∑
i

∑
j

[
αij,ℓ logαij,ℓ +

(
1− αij,ℓ

)
log
(
1− αij,ℓ

)
− 1

2
αij,ℓ log

s2ij,ℓ

σ2j,ℓ

]

− M

2

∑
j

log σ2j,ℓ + const.

Then we can obtain L(t)
q,ℓ via (2.7). By taking derivative on L(t)

q,ℓ with respect to αij,ℓ and

equating the derivative to zero, we update αij,ℓ with

αij,ℓ =
1

1 + exp(−vij,ℓ)
, vij,ℓ = log

πj,ℓ
1− πj,ℓ

+
1

2

(
log

s2ij,ℓ

σ2j,ℓ
+

µ2ij,ℓ

s2ij,ℓ

)
.
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The optimal q distribution can be written as

q∗(z̃ij,ℓ, γij,ℓ) = α
γij,ℓ
ij,ℓ (1− αij,ℓ)

1−γij,ℓN (µij,ℓ, s
2
ij,ℓ)

γij,ℓN (0, σ2j,ℓ)
1−γij,ℓ , (2.10)

where µij,ℓ, and s2ij,ℓ are variational parameters defined as follows

µij,ℓ =

∑Kℓ
j′=1

λjj′,ℓzij′,ℓ −
∑

j′ ̸=j λjj′,ℓαij′,ℓµij′,ℓ

λjj,ℓ +
1

σ2j,ℓ

, s2ij,ℓ =
1

λjj,ℓ +
1

σ2j,ℓ

. (2.11)

In this way, q∗(z̃ℓ,γℓ) can be obtained analytically and the ELBO L(t)
q,ℓ can be evaluated

under the variational distribution q∗. This step can be viewed as a generalized E-step within

the variational family of distributions (2.8).

In the M-step, by taking partial derivatives of the ELBO L(t)
q,ℓ with respect to the model

parameters Θ
(t)
1 and setting them to zero, we obtain

σ2j,ℓ =

∑M
i=1 αij,ℓ(s

2
ij,ℓ + µ2ij,ℓ)∑M

i=1 αij,ℓ
,

πj,ℓ =

∑M
i=1 αij,ℓ
M

.

(2.12)

An EM algorithm with variational inference for X-ING

To account for the major omics-shared and context-shared patterns in the estimation of

association probabilities, we estimate the latent low-rank matrix U ℓ for each data type

ℓ that modulates the prior probability of the latent status as function (2.2) in the main

text. Denote Θ2 = {U ℓ,u0,ℓ,Rℓ, σ
2
j,ℓ, πij,ℓ, ℓ = 1, . . . , L, i = 1, . . . ,M, j = 1, . . . , Kℓ} as the

parameter space for the X-ING model (2.6). Similar to the starting model (2.4), Rℓ can be

pre-estimated and taken as known. To reduce computational complexity, we pre-estimate the

intercepts u0,ℓ’s using the estimated πj,ℓ’s from function (2.12) in the starting model (2.4)

with u0j,ℓ = log
(
πj,ℓ/(1− πj,ℓ)

)
.
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By taking partial derivatives of the ELBO L(t)
q,ℓ with respect to πij,ℓ’s and setting them

to zero, we have πij,ℓ = αij,ℓ. Then, we have modulation matrices

U∗
ij,ℓ = log

(
πij,ℓ

1− πij,ℓ

)
− u0j,ℓ. (2.13)

If no constraints are imposed, there would be an issue of over-parameterization for U∗
ℓ ’s.

Here in the M-step, we apply canonical correlation analysis (CCA) or generalized canonical

correlation analysis (GCCA) to the standardized U∗
ℓ ’s estimated as in formula (2.13), where

U∗
ℓ ’s are standardized with mean zero and unit variance. When L = 2, GCCA reduces to the

problem of CCA between two latent matrices U∗
1 and U∗

2. CCA/GCCA aims to maximize

the pair-wise correlation between linear combinations of U∗
ℓ ’s. Suppose we have rank pℓ

(≤ Kℓ,∀ℓ ∈ {1, . . . , L}) approximation for U∗
ℓ , the corresponding canonical weight matrices

Aℓ = [a1ℓ , . . . ,a
pℓ
ℓ ] can be estimated. We choose the number of retained components pℓ

using parallel analysis (PA) [Buja and Eyuboglu, 1992, Franklin et al., 1995]. Then, for

each data type ℓ, the estimated low-rank matrix U ℓO = U∗
ℓAℓA

†
ℓ has rank(U ℓO) = pℓ,

where † refers to the Moore-Penrose pseudo-inverse. When the dimension of multivariate

cellular contexts Kℓ in each omic data is large, one may also use the regularized GCCA

(RGCCA). We use R packages CCA and RGCCA [Tenenhaus and Tenenhaus, 2011] to

perform CCA/GCCA/RGCCA analyses.

To further capture omic-specific patterns for each data type, we perform a PCA on the

residual matrix from CCA/GCCA/RGCCA calculated as U res,ℓ = U∗
ℓ − U ℓO and get the

low-rank approximation matrix U ℓC . Specifically, we first standardize the U ℓC ’s with mean

zero and unit variance. We calculate a truncated singular value decomposition (SVD) and

keep the top qℓ (≤ Kℓ,∀ℓ ∈ {1, . . . , L}) largest singular values to approximate U ℓC . We

choose the number of components qℓ using PA [Buja and Eyuboglu, 1992, Franklin et al.,

1995]. Those approximated matrices U ℓC ’s capture the association patterns shared among
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and specific to different cellular contexts (tissues).

We take U ℓ = U ℓO + U ℓC as an estimated modulation matrix capturing both omics-

shared and omics-specific context-shared patterns. We update the prior specification πij,ℓ

as function (2.2). The algorithm for estimating the X-ING model is given in Algorithm 1.

Algorithm 1 An EM algorithm with variational inference for the X-ING method
1: Input data: for ℓ = 1, . . . , L, zℓ ∈ RM×Kℓ , Rℓ ∈ RKℓ×Kℓ , pℓ ∈ Z+, qℓ ∈ Z+

2: Initialize parameters: αij,ℓ, µij,ℓ, s
2
ij,ℓ, σ

2
j,ℓ, Uij,ℓ, πij,ℓ = αij,ℓ, and specify u0j,ℓ, for ℓ = 1, . . . , L, j =

1, . . . ,M , j = 1, . . . ,Kℓ. This can be either user-specified or obtained by running the EM algorithm for
the starting model (2.4) (by skipping Step 14-20 and setting U ℓO +U ℓC as 0 in Step 24-25).

3: Initialize L(1)
q,ℓ = −∞

4: repeat t = 2, 3, . . .
5: E-step:
6: for ℓ = 1, . . . , L do
7: for i = 1, . . . ,M do
8: for j = 1, . . . ,Kℓ do

9: µij,ℓ =

∑Kℓ
j′=1

λjj′,ℓzij′,ℓ−
∑

j′ ̸=j λjj′,ℓαij′,ℓµij′,ℓ

λjj,ℓ+
1

σ2
j,ℓ

,

10: s2ij,ℓ =
1

λjj,ℓ+
1

σ2
j,ℓ

,

11: vij,ℓ = log
πij,ℓ

1−πij,ℓ
+ 1

2

(
log

s2ij,ℓ
σ2
j,ℓ

+
µ2
ij,ℓ

s2ij,ℓ

)
,

12: αij,ℓ =
1

1+exp(−vij,ℓ)
.

13: M-step:
14: for ℓ = 1, . . . , L do
15: U∗

ℓ =
{
log

αij,ℓ

1−αij,ℓ
− u0j,ℓ, 1 ≤ i ≤ M, 1 ≤ j ≤ Kℓ

}
,

16: Perform a CCA/GCCA/RGCCA on the L standardized U∗
ℓ ’s. Note that CCA applies when L = 2,

GCCA applies when L > 2, and RGCCA is recommended when Kℓ is large.
17: for ℓ = 1, . . . , L do
18: Get the coefficient matrices Aℓ’s. Using the top pℓ canonical coefficients to get U ℓO: U ℓO =

U∗
ℓAℓA

†
ℓ.

19: Calculate the residual matrix: U res,ℓ = U∗
ℓ −U ℓO.

20: Perform a PCA on each U res,ℓ using SVD and keep the top qℓ singular values to get the low-rank
approximation matrix U ℓC for each omics data type.

21: for ℓ = 1, . . . , L do
22: for j = 1, . . . ,Kℓ do
23: σ2

j,ℓ =
∑M

i=1 αij,ℓ(s
2
ij,ℓ+µ2

ij,ℓ)∑M
i=1 αij,ℓ

,
24: for i = 1, . . . ,M do
25: πij,ℓ =

1
1+exp (−Uij,ℓO−Uij,ℓC−u0j,ℓ)

.

26: until L(t)
q,ℓ − L(t−1)

q,ℓ < ε, where ε is a user determined threshold.
27: Output: for ℓ = 1, . . . , L, posterior probability αℓ, posterior mean µℓ.
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2.3.5 Data processing

Cis-e/mQTL input association statistics

We obtained the single-tissue cis-mQTL and cis-eQTL association statistics from GTEx

portal [Consortium, 2020, Oliva et al., 2023]. Those QTL statistics were obtained using

FastQTL [Ongen et al., 2016], adjusting for top five genotypic principal components, bio-

logical gender, Sequencing platform (Illumina HiSeq 2000 or HiSeq X), Sequencing protocol

(polymerase chain reaction, PCR; PCR-based or PCR-free), and a set of variables generated

using the method of probabilistic estimation of expression residuals (PEER) [Stegle et al.,

2012]. For cis-mQTL analysis integrating eQTL maps, we included both lead and secondary

mQTL variants for each CpG site within a 500KB cis-window size. Each CpG site was

assigned to a proximal gene with the nearest TSS [Mendioroz et al., 2020, Grand et al.,

2021]. We analyzed 204,220 SNP-CpG-gene trios, consisting of 93,681 unique CpG sites and

159,186 unique mQTL variants.

Trans-e/mQTL input association statistics

In our integrative analysis of trans-e/mQTL associations, we obtained the test statistics for

GWAS SNPs associated with at least one out of 80 selected diseases/traits (P < 5×10−8). In

detail, we selected 80 diseases/traits that have more than 100 risk loci. Those diseases/traits

were related to brain function (e.g., Alzheimer’s disease), artery tissues (e.g., coronary artery

disease), heart function (e.g., atrial fibrillation), or cancers (e.g., prostate cancer). Similar to

cis-eQTL and cis-mQTL analyses, we adjusted for the same set of covariates when performing

trans-eQTL and trans-mQTL analyses, respectively. We tested trans-association for SNP-

gene pairs from different chromosomes [Albert et al., 2018, Wright et al., 2014] and obtained

the association statistics for trans-eQTLs and trans-mQTLs in 28 and nine GTEx tissues,

respectively. The list of tissues and sample sizes was given in Table 2.3-2.4.
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Differential expression analysis of disease-relevant genes in brain layers

In the integrative analysis of spatial transcriptomics data with multi-tissue eQTLs, we used

LIBD DLPFC data generated using 10x Visium [Maynard et al., 2021] that contained 12

samples from three adult donors. The original study provided manual annotations for the

tissue layers based on the cytoarchitecture. For each of the 12 samples, we performed differ-

ential expression analysis using beta-Possion GLM model [Vu et al., 2016] to obtain Z-scores

of each gene. We compared the expression profiles of spots in a layer with those from the rest

of the spots in other layers for each gene and obtained 12 matrices of differential expression

statistics with each row being a gene and each column corresponding to a layer. Additionally,

we obtained the summary statistics for cis-eQTLs from 13 GTEx brain tissues. For each

sample, the two sets of summary statistics were matched through gene names. We conducted

a X-ING analysis for each sample. In each analysis, we integrate the spatially differential

expression statistics of the sample with 13 sets of GTEx brain eQTL statistics and obtain

the posterior probabilities of having cis-association and spatially differential expression.

More specifically, we analyzed 85,944 GWAS SNPs (P < 5 × 10−8) associated with

diseases/traits that have more than 100 risk loci. There were 15,244 cis-genes available in

GTEx data for those examined GWAS SNPs [Oliva et al., 2023]. For the 85,944 examined

GWAS SNPs, we analyzed a total of 1.6 million SNP-gene pairs matched in 13 GTEx brain

tissues and differential expression test statistics for genes among 12 DLPFC samples. In

analyzing each of the 12 LIBD samples, we applied X-ING on a 1.6M (SNP-gene pairs) by

7 (layers) matrix of Z-scores, and a 1.6M×13 matrix of Z-scores for 13 GTEx brain tissues.

Note that 4 of the 12 samples contained only five manually annotated layers (i.e., a 1.6M×5

matrix of Z-scores). At the 90% posterior probability cutoff, we obtained the genes with

brain-layer specific expression levels (≥ 1 nonzero spatial differential statistic) and also being

in cis-association with disease risk loci (≥ 1 nonzero brain eQTL statistic) in the examined

sample. We studied the concerted association and enrichment patterns across 12 samples to
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minimize the potential confounding effects due to unknown sample heterogeneity.

2.4 Simulations

2.4.1 Generation of summary statistics in the simulation studies

We generated L matrices of M×Kℓ association summary statistics using simulated individual-

level data. We first simulated predictor variables Xℓ, with M omics-specific predictors and

a sample size of Nℓ. Each element of Xℓ was generated independently from a standard nor-

mal distribution. Here, we simulated binary association status, γij,ℓ with a given correlation

structure using the R package bindata. By simulating effect size, βij,ℓ ∼ N (0, σ2ℓ ), for each

data type ℓ, we then considered the following equation to generate response variables,

yj,ℓ = Xℓ(β·j,ℓ ◦ γ·j,ℓ) + ϵ·j,ℓ, (2.14)

where ϵ·j,ℓ was the error term following N (0, σ2ϵ ). In the simulation studies, we controlled the

proportion of variation in the response variable, yj,ℓ, that can be explained by the predictors,

θj,ℓ =
var(Xℓ(β·j,ℓ◦γ·j,ℓ))

var(yj,ℓ)
, where we assumed the same θℓ for all θj,ℓ’s in data ℓ.

In the simulation of two omics data types, i.e., L = 2. Each row of the corresponding

association status matrices γ1 ∈ RM×K1 and γ2 ∈ RM×K2 was jointly simulated [Leisch

et al., 2006] with the correlation matrix Ω being:

Ω =

 W 1 C

C⊤ W 2

 , (2.15)

and probability of being 1 as τℓ (ℓ = 1, 2). Here W ℓ ∈ RKℓ×Kℓ (ℓ = 1, 2) was the within-

data correlation structure across contexts for the ℓ-th data type, and C ∈ RK1×K2 was the

between-data correlation matrix. Within each omics data type ℓ, all Kℓ contexts can be
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partitioned into two groups, with K
(1)
ℓ and K

(2)
ℓ contexts, respectively, where K

(1)
ℓ +K

(2)
ℓ =

Kℓ. We also considered nonzero within-group context-context correlations for each group of

contexts. The correlation matrices W ℓ’s and C were specified as

W ℓ =

 (1− ρℓ) · IK(1)
ℓ

+ ρℓ · 1K(1)
ℓ

1⊤
K

(1)
ℓ

0

0 (1− ρℓ) · IK(2)
ℓ

+ ρℓ · 1K(2)
ℓ

1⊤
K

(2)
ℓ

 ,

C =

 r · 1
K

(1)
1

1⊤
K

(1)
2

0

0 r · 1
K

(2)
1

1⊤
K

(2)
2

 ,

(2.16)

where 1
K

(1)
ℓ

and 1
K

(2)
ℓ

were column vectors of ones with length K
(1)
ℓ and K

(2)
ℓ , respectively,

ρℓ was the pair-wise correlation coefficient for any two contexts within the ℓ-th data type,

and r was the parameter controlling the strength of cross-omics/between-data correlations

among shared/similar contexts.

After simulating the individual-level data, we obtained all Z-scores {zij,ℓ}’s by performing

a simple linear regression for each predictor and its simulated response variable. A similar

simulation framework could be used to generate Z-scores for three or more data types (L ≥

3).

2.4.2 X-ING improves power by borrowing information across different data

types and contexts

We conducted simulation studies to evaluate the performance of X-ING in comparison with

existing methods in a variety of scenarios. We first simulated individual-level data across L

omics data, with Kℓ contexts for each data ℓ, under various combinations of between- and

within-data correlations that represent variations in data-shared and -specific association

patterns on M tested units (see Methods). Each set of data has a sample size of Nℓ, and
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the proportion of variation in the simulated response variables that can be explained by the

predictors is θℓ. By performing a simple linear regression on each response-predictor pair,

we obtained L matrices of M ×Kℓ association statistics as input for the following analyses.

We compared X-ING with three existing methods: the multivariate adaptive shrinkage

(mash) [Urbut et al., 2019], multi-tissue eQTL (MT-eQTL) [Li et al., 2018], and Meta-

soft [Han and Eskin, 2012]. Some of the existing methods were proposed for different pur-

poses, and those methods can be adapted to the integrative analysis of summary data from

multiple contexts for comparison purposes. We also included two variations of the X-ING

models, X-INGstarting and X-INGsingle-omics, for comparison and illustration purposes. The

X-INGstarting is a starting model without the modeling of major data-shared patterns. It

imposed the same prior for γ·j,ℓ for all tested units in the j-th tissue from data ℓ, i.e., no

borrowing information across context and omics. The X-INGsingle-omics applies to only one

omics data type. It considers shared patterns across contexts but does not allow the joint

modeling of two or more omics data of different effect size distributions.

We first evaluated the selection performance (the predicted presence of nonzero effects)

using the area under the curve (AUC) of the receiver operating characteristic (ROC) for all

methods. We varied the sample size, within-data across-context correlation, between-data

correlation, and proportion of tested units that do not have context-shared information. In

all scenarios, X-ING outperformed other methods in terms of AUC. Not surprisingly, with

increasing sample sizes, the AUC of all six methods increased (Figure 2.2a). All methods ex-

cept for X-INGstarting (no borrowing information) could gradually gain power as within-data

correlation in Data 1 increased (Figure 2.2b), suggesting multivariate integrative methods

could improve power by borrowing information across contexts. The performance of the

single-omics variation, X-INGsingle-omics, was similar to that of the existing method for

single-omics data, mash [Urbut et al., 2019]. Mash and X-INGsingle-omics both allow only

cross-context/tissue integration but no borrowing information across data types. The former
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models effect sizes and the latter models the latent association status, and their performances

are similar. When considering two omics data types, Figure 2.2c showed that only X-ING

could gain power as the between-data correlation increases. This is because X-ING borrows

information across multi-omics data types. Allowing for multi-omics data integration is a

major innovation of X-ING compared with other methods. When the proportion of tested

units without context-shared information increased, Figure 2.2d showed that X-ING had

higher AUC than other methods, and the AUC of mash and Metasoft reduced substantially.

Since many disease/trait-relevant effects are context-specific and cell-type-specific [Umans

et al., 2021], we also evaluated the selection performance of detecting associations that were

shared across two to five contexts (Table 2.1, see Methods). X-ING achieved the high-

est overall and context-specific AUC compared to other methods. In the simulations of

sparse associations (i.e., when there are many zero effects in the data), X-ING outperformed

competing methods (Figure 2.3). When within- and between-data correlations were both

zeros, all methods achieved similar performance as there was no shared information across

contexts or data types (Figure 2.4). Figure 2.5 showed that by increasing the number of

contexts, X-ING gained improved AUC due to more shared information across contexts.

Moreover, X-ING performed better in data with varying percentages of variance explained

by the predictors (Figure 2.6). We then evaluated the estimation of effect sizes using the

root-mean-square error (RMSE) for both X-ING and mash, since only these two methods

provided the posterior mean estimates. As sample size increases, both X-ING and mash

gained improved RMSEs. The RMSE of X-ING was smaller than that of mash for data with

different sample sizes (Figure 2.7).

Figure 2.9 showed that X-ING was robust to weak correlations among predictors for

tested units (i.e., when tested units have moderately dependent effects). We also showed

that the performance of X-ING is robust to the choices of retained CCs and PCs in the CCA
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Method Overall AUC AUC on associations
true in two to five contexts

N1 = 400 N2 = 800 N3 = 1200 N1 = 400 N2 = 800 N3 = 1200

X-ING 0.823 0.881 0.904 0.856 0.914 0.933
X-INGsingle-omics 0.797 0.850 0.873 0.819 0.871 0.891

mash 0.787 0.827 0.844 0.792 0.814 0.821
MT-eQTL 0.760 0.816 0.851 0.755 0.808 0.843

X-INGstarting 0.769 0.829 0.856 0.769 0.827 0.854
Metasoft 0.702 0.772 0.802 0.745 0.833 0.864

Table 2.1: Comparison of methods on simulated data. We evaluate the AUC of X-ING and
competing methods in the analysis of three sets of statistics (L = 3). The overall AUC
is calculated based on the true association status for all tested effects. We also compare
the AUC for context-specific effects that have true nonzero effects in two to five cellular
contexts/tissues.

and PCA analysis within a certain range (Figure 2.8). When setting U ℓ = 0, the algorithm

does not borrow information across data types nor tissue types. When setting pℓ or qℓ to full

ranks, the model is over-parameterized. The low-rank approximation is useful in capturing

major patterns in the data and borrowing information across omics data types and contexts.

2.4.3 Sensitivity Analysis

We performed sensitivity analyses to evaluate the robustness of X-ING. We simulated data

with varying levels of pairwise correlation for SNPs. We simulated correlated SNPs with a

block-diagonal LD matrix. For each gene, we simulated 10 cis-SNPs for each block, with

a total of 50 blocks. Within the same block, the pairwise correlation among SNPs varied

from 0 to 0.4. This simulation mimics a real data analysis with input statistics being ef-

fects for candidate QTLs. The estimation of X-ING model assumes the examined SNPs

being independent. The simulation results show that weak correlation among SNPs did

not substantially hurt the performance of X-ING (Figure 2.9). In practice, we recommend

conducting LD pruning on the input data before applying X-ING. An r2 threshold of 0.1

is recommended. X-ING was robust to weak correlations among predictors for tested units
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(i.e., when tested units have moderately dependent effects).

We then evaluated the choice of the numbers of CCs and PCs retained for low-rank

approximation in the X-ING algorithm (Figure 2.8). Simulations were conducted with K1 =

40, K2 = 40, and the proportion of variance in the response variable that can be explained

by predictors (θℓ) varying from 0.1 to 0.2. When both pℓ and qℓ were set to zero, i.e.,

U ℓ = 0, the model reduced to the starting model with fixed context-specific priors and the

AUCs were substantially lower compared with those from the suggested #CC and #PC.

When setting U ℓ = 0, the algorithm does not borrow information across data types nor

tissue types. When setting pℓ or qℓ to full ranks with no constraint imposed on U ℓ, the

model is over-parameterized. In Figure 2.8, the AUCs are similar within a range near the

suggested #CC and #PC by PA, while it starts to decrease when choosing larger numbers

than suggested #CC and #PC, reflecting the impact of over-parameterization. Those results

suggest that the low-rank approximation is useful in capturing major patterns in the data

and borrowing information across omics data types and contexts.

2.5 Data applications

2.5.1 A multi-tissue cis-mQTL analysis integrating eQTL maps

The eGTEx project [eGTEx Project., 2017] generates DNA methylome data on subsets

of GTEx samples from nine tissue types to study the genetic regulation of DNAm and

expression across human tissues. Due to the limited DNAm tissue sample sizes, the detection

of mQTLs is underpowered compared with existing eQTL maps. Moreover, a large majority

of mQTLs lack functionality. To examine the genetic association patterns on DNAm together

with expression variation in a tissue-specific manner while improving the functionality of the

detected mQTLs, we applied X-ING to the cis-mQTL association statistics integrating eQTL

maps (L = 2) generated on nine tissues representing N = 367 and 829 samples, respectively,
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from the GTEx project (v8) [Consortium, 2020, Oliva et al., 2023]. The list of tissues and

tissue-specific sample sizes for mQTLs and eQTLs are provided in Table 2.3-2.4.

We obtained the sets of mQTLs from single-tissue mQTL analysis of eGTEx [Oliva et al.,

2023] including both lead and secondary mQTL variants for each CpG site within a 500 KB

cis-window size. We included 93,681 CpG sites and 159,186 unique mQTL variants, forming

204,220 unique SNP-CpG pairs. Each CpG site was assigned to a proximal gene with the

nearest transcription start site (TSS) [Mendioroz et al., 2020, Grand et al., 2021], forming

204,220 SNP-CpG-gene trios (M = 204, 220). We applied X-ING to the cis-eQTL and mQTL

association statistics generated on 28 and nine tissues (K1 = 28, K2 = 9). In Figure 2.17,

we showed that the major patterns/eigenvectors captured by X-ING can be interpreted as

the surrogate variables for tissue-tissue dependence due to similar cell type compositions.

At the 80% posterior probability cutoff (FDR [Storey and Tibshirani, 2003, Chen et al.,

2007]=0.031), among the 204,220 analyzed SNP-CpG pairs, we identified a total of 143,801

pairs with nonzero mQTL effects in at least two tissues. Among those 143,801 SNP-CpG

pairs (corresponding to 112,162 unique mQTL variants), 79,454 (58,158 unique variants)

also exhibited a nonzero association effect to its cis-gene expression in at least one tissue. In

other words, more than half of the reported mQTLs also have nonzero associations to their

cis-genes, suggesting joint genetic associations to both cis-DNAm and gene expression.

2.5.2 Trans-association enrichment informs disease/trait-relevant tissues

To examine the trans-association enrichment patterns among diseases and traits, we con-

ducted an integrative analysis using multi-tissue inter-chromosomal trans-e/mQTL associa-

tion statistics (L = 2). We first selected 80 diseases/traits from a total of 216 diseases/traits

and restricted the analysis to 40,466 GWAS SNPs associated (P < 5 × 10−8) with at least

one of those 80 diseases/traits. Those SNPs were generally in weak linkage disequilibrium

(LD) (Figure 2.18). We calculated the trans-eQTL association statistics in 28 GTEx tissues

33



(N ≥ 73; Table 2.3-2.4) and trans-mQTLs statistics in nine GTEx tissues (Table 2.3) us-

ing FastQTL [Ongen et al., 2016]. For each of the 80 selected diseases/traits, we applied

X-ING to integrate the multi-tissue trans-association statistics for expression (K1 = 28)

and DNAm (K2 = 9). At the 80% posterior probability cutoff, there were 644 to 15,490

SNP-gene-CpG site trios out of the examined trios for each selected disease/trait having

nonzero trans-expression associations in at least one out of the 28 examined eQTL tissues,

or having nonzero trans-methylation associations in at least one out of the nine examined

mQTL tissues. We further identified trans-QTL hotspots with nonzero trans-effects on at

least five genes/CpG sites. Further analysis showed that disease-associated hotspot regions

explained more phenotypic variation compared with trait-associated ones (Figure 2.12).

We examined the enrichment of trans-expression associations across 28 tissue types by

evaluating the scaled proportion of SNP-trans-gene pairs with trans-effects. Figure 2.10a

showed the heatmap of the scaled proportion of SNP-trans-gene pairs identified with trans-

associations for disease/trait-associated SNPs among the 28 tissues. As a comparison, Fig-

ure 2.10b showed the corresponding heatmap of the scaled proportion for cis-expression

associations. We observed a much stronger enrichment of trans-associations in many known

disease/trait-relevant tissue types. For example, we identified the brain amygdala and

prostate tissues as being enriched with trans-associations for Alzheimer’s disease and prostate

cancer, respectively [Prieto del Val et al., 2016, Thibodeau et al., 2015]. The strong enrich-

ment for trans-associations in many disease/trait-relevant tissues and the complementary

patterns to cis highlight the potential of leveraging trans-expression associations together

with cis in further identifying relevant tissues and cell types. It is consistent with the higher

enrichment for heritability in regions surrounding genes with highly tissue-specific expression

in disease-relevant tissue [Finucane et al., 2018].
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2.5.3 Replication of cis- and trans-associations identified by X-ING

We evaluated the replication rates of SNP-CpG pairs with nonzero effects identified by X-

ING. 119,401 out of 204,220 analyzed lead/secondary SNP-CpG pairs were also included in

the replication data from FUSION (Finland-United States Investigation of NIDDM Genet-

ics) skeletal muscle study [Taylor et al., 2019]. Among those 119,401 SNP-CpG pairs, 84,255

have nonzero effects in at least two tissues (posterior probability>0.8) in GTEx data. At

the P -value threshold of 6 × 10−7 (with Bonferroni correction) [McRae et al., 2018, Min

et al., 2021, Qi et al., 2018], 45.04% (53,780 out of 119,401) of the input SNP-CpG pairs

were replicated in the FUSION data (without applying X-ING). In contrast, 55.79% (47,010

out of 84,255) of the SNP-CpG pairs identified by X-ING with multi-tissue effects (in two

or more tissues) were replicated in FUSION. Moreover, we further categorized the examined

mQTLs as 1) single-tissue mQTLs only, 2) single-tissue mQTLs with co-occurring expres-

sion associations, 3) multi-tissue mQTLs only, and 4) multi-tissue mQTLs with co-occurring

expression associations. Table 2.2a shows the replication rates by tissue type for those four

types of mQTLs. Not surprisingly, multi-tissue mQTLs are more likely to be replicated.

It is worth noting that mQTLs with co-occurring expression associations have much higher

replication rates than those without. Similar replication results were observed in GoDMC

data (Table 2.2b). The replication results demonstrate that by integrating multi-omics asso-

ciation studies and borrowing information across data types, X-ING improves the detection,

replication, and functional interpretation of mQTLs.

We also evaluated the replication rates for trans-e/m associations identified by X-ING

among the nine tissues with both expression and DNAm data, using eQTLGen [Võsa et al.,

2021] and GoDMC [Min et al., 2021], respectively, as the replication studies. Among the

282 trans-expression associations identified by X-ING in the whole blood tissue from GTEx,

56 of them (19.9%) were replicated at the 5% FDR level in the whole-blood-sample-based

eQTLGen study. In contrast, the proportion of significant trans-expression associations
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Tissue
Total # identified
SNP-CpG pairs

(PP> 0.8)

Type of effects
Single-tissue,
no expression
association

Single-tissue,
with expression

association

Multi-tissue,
no expression
association

Multi-tissue,
with expression

association
Breast Mammary

Tissue 13,870 0.08 (18/233) 0.38 (18/47) 0.74 (3,259/4,399) 0.83 (7,619/9,191)

Colon Transverse 83,803 0.17 (1,013/6,047) 0.26 (955/3,710) 0.53 (16,532/31,140) 0.63 (26,949/42,906)

Kidney Cortex 13,690 0.39 (11/28) 0.40 (6/15) 0.64 (3,489/5,445) 0.76 (6,251/8,202)

Lung 74,282 0.09 (427/4,819) 0.19 (464/2,506) 0.54 (14,957/27,733) 0.63 (24,746/39,224)

Muscle Skeletal 11,313 0.44 (24/54) 0.75 (24/32) 0.82 (3,193/3,881) 0.91 (6,672/7,346)

Ovary 61,840 0.14 (922/6,431) 0.24 (1,067/4,047) 0.30 (11,658/21,215) 0.40 (19,660/30,147)

Prostate 51,125 0.12 (258/1,900) 0.27 (273/906) 0.32 (11,386/19,172) 0.42 (20,081/29,147)

Testis 9,631 0.11 (47/501) 0.16 (28/179) 0.33 (2,182/3,272) 0.41 (4,102/5,679)

Whole Blood 29,719 0.08 (34/442) 0.30 (33/114) 0.34 (6,327/10,869) 0.48 (12,638/18,294)

(a)

Tissue
Total # identified
SNP-CpG pairs

(PP> 0.8)

Type of effects
Single-tissue,
no expression
association

Single-tissue,
with expression

association

Multi-tissue,
no expression
association

Multi-tissue,
with expression

association
Breast Mammary

Tissue 24,583 0.07 (31/431) 0.26 (20/78) 0.31 (2,474/8,026) 0.45 (7,259/16,048)

Colon Transverse 143,566 0.18 (1,993/10,792) 0.31 (1,836/5,960) 0.31 (17,060/55,019) 0.41 (29,614/71,795)

Kidney Cortex 24,475 0.18 (10/55) 0.56 (14/25) 0.33 (3,088/9,412) 0.42 (6,255/14,983)

Lung 127,370 0.13 (1,182/8,820) 0.26 (1,003/3,836) 0.31 (15,359/48,930) 0.42 (27,524/65,784)

Muscle Skeletal 19,516 0.21 (16/77) 0.29 (14/48) 0.30 (2,020/6,837) 0.36 (4,572/12,554)

Ovary 105,088 0.13 (1,476/11,079) 0.23 (1,482/6,381) 0.30 (10,895/36,923) 0.40 (20,207/50,705)

Prostate 88,689 0.11 (388/3,421) 0.26 (394/1,513) 0.31 (10,751/34,421) 0.42 (20,708/49,334)

Testis 18,767 0.09 (86/962) 0.30 (96/323) 0.33 (2,123/6,495) 0.41 (4,475/10,987)

Whole Blood 52,558 0.09 (70/767) 0.29 (60/205) 0.34 (6,762/19,717) 0.47 (15,118/31,869)

(b)

Table 2.2: Replication rates in the (a) FUSION and (b) GoDMC data for SNP-CpG asso-
ciations identified by X-ING (posterior probability>0.8). Proportions and numbers of SNP-
CpG pairs identified in GTEx that are also significant in FUSION/GoDMC (P < 6× 10−7)
are listed. Those SNP-CpG pairs are divided into four groups based on the number of tissues
and the presence of associations with cis-genes.

among randomly selected SNP-trans-gene pairs in eQTLGen was 0.04%. Twenty-four of the

282 trans-eSNPs were trans-eSNPs in at least one another tissue besides blood and they were

all replicated in eQTLGen. Moreover, 139 out of the 282 were also cis-eQTLs in at least

one tissue, of which 44 were replicated in eQTLGen. The replication rate showed a 3.8-fold

enrichment compared to trans-eSNPs that were not cis-eQTL (P = 1 × 10−6; two-sided

Fisher’s exact test). We observed similar patterns for trans-methylation associations. At the

P -value threshold of 3×10−9 (by Bonferroni correction) [Min et al., 2021, Gaunt et al., 2016],

71 trans-methylation associations identified by X-ING were replicated in GoDMC, with a

7.4-fold enrichment (P < 1 × 10−16; two-sided Fisher’s exact test) compared to randomly
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selected SNP-trans-CpG pairs. Among the 71 replicated trans-methylation associations, 44

of them were identified in at least two tissues in GTEx. Moreover, all 71 replicated trans-

mSNPs were also cis-mQTLs in GTEx. Consistent with existing studies for cis-mediated

mechanism of trans-associations [Yang et al., 2021, 2017, Pierce et al., 2014], our results

suggest that trans-e/m associations with joint trans- and cis-e/mQTL effects are more likely

to be replicated.

2.5.4 Tissue-sharing patterns of trans-association and cis-mediated

trans-association effects

To further characterize the tissue-sharing patterns of trans-effects mediated by cis-gene/CpG

sites, we analyzed the cis- and trans-e/m association effects identified by X-ING in the nine

shared tissues. Out of the 19,003 SNP-trans-gene pairs with trans-associations in at least

one tissue, we first selected the pairs with cis-eQTLs. There were 7,479 analyzed trios of

SNP, cis-gene and trans-gene. Similarly, we selected 13,952 trios of SNP, cis-CpG site and

trans-CpG site out of 14,433 SNP-trans-CpG pairs. For each trio, we estimated the indirect

effect of a SNP on its trans-gene/CpG site via cis-gene/CpG site and the direct effect.

Figure 2.11a showed that the total effects of 5,934 (31.2%) SNP-trans-gene pairs and the

indirect trans-expression association effects through cis-gene of 2,160 (28.8%) SNP-cis-trans

trios were shared by magnitude in at least two tissues. Here effects shared by magnitude

refer to the effects with the same sign and within a factor of two of the strongest effect across

tissues. Our findings are consistent with previous reports of the tissue-sharing patterns of

indirect trans-association effects through cis-gene expression [Yang et al., 2021]. Moreover,

we found similar effect-sharing patterns for trans-methylation associations (Figure 2.11b).

There were 4,705 (32.6%) SNP-trans-CpG site pairs with shared trans-methylation associa-

tion effects in at least two tissues. 3,436 (24.7%) SNP-cis-trans trios shared similar indirect

trans-mQTL effects via cis-CpG site in at least two tissues. Our results suggest that many
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trans-associations and cis-mediated trans-association effects are shared in some but not all

tissue types. Proper multi-tissue analysis may enhance the power to detect them.

We plotted the negative log base 10 of the mediation P -values versus the percentage

of reduction in trans-effects after accounting for putative cis-mediators (Figure 2.13-2.14).

The percentage of reduction in trans-effects is also the ratio of indirect effect to total effect

and is expected to be in the range of 0 to 1. A negative reduction in trans-effects with a

significant mediation P -value suggests a potential false discovery of cis-mediation. Among

trios with significant cis-mediated trans-effects (FDR<0.05), trios identified as having multi-

tissue trans-effects are less likely to have negative reductions in trans-effects, compared to

trios identified as having single-tissue trans-effects in both e- and mQTL analyses. Those

results suggest that multi-tissue analyses may reduce false discoveries of cis-mediated trans-

association effects compared with single-tissue e/mQTL analyses.

2.5.5 Integrating spatial transcriptomic data with multi-tissue eQTLs reveals

spatially-defined molecular links underlying SCZ genetics

The X-ING method could also be applied to integrate broader and complementary sets of

summary statistics to enhance cross-omics cross-feature learning. Here we apply X-ING

to integrate differential expression statistics from spatial transcriptomic data with multi-

tissue eQTL statistics from GTEx. We detect the genes in cis-association with SCZ risk

loci and also show laminar-specific expression (i.e., differential expression across different

brain layers), accounting for the shared and data-specific patterns of the two sets of sum-

mary statistics [Maynard et al., 2021]. Additionally, our results reveal the enrichment of

laminar-specific expression of these genes in certain brain layers, offering valuable insights

into spatially defined mechanisms underlying SCZ genetics.

To examine the laminar-specific variations for genes in cis with SCZ loci, we performed

an integrative analysis of spatial differential transcriptomic statistics with multi-tissue eQTL
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statistics from GTEx brain tissues [Consortium, 2020] (L = 2). We first conducted spatial

differential expression analysis [Vu et al., 2016] to obtain test statistics across six layers and

white matter (WM) for each of the 12 samples (K1 = 7) from Lieber Institute for Brain De-

velopment (LIBD) in human dorsolateral prefrontal cortex (DLPFC). Here we tested whether

the expression of a gene in one layer differs from the other layers [Vu et al., 2016]. We ob-

tained the set of brain eQTL statistics from 13 GTEx brain tissues (K2 = 13). In total, we

jointly analyzed over 1.6 million SNP-gene pairs (M = 1.6 million) matched in the spatial

data from LIBD and the GTEx data. For SCZ, we included 8,962 SNP-gene pairs involving

527 SCZ risk SNPs and 3,184 genes in cis (1 MB) with an SCZ SNP. We performed X-ING

analysis for each of the 12 samples. At the 90% posterior probability cutoff (FDR = 0.035),

we identified genes differentially expressed in each specific layer in each sample and also

associated with SCZ risk loci in at least two GTEx brain tissues. Among the 229 genes in

cis-association with SCZ loci, a range of 9 to 41 genes exhibited laminar-specific expression

for each pair of samples and brain layer. Further examination of these genes revealed that

the laminar-specific expression of these SCZ-associated genes was enriched in layer 2 (L2;

P = 0.026), layer 5 (L5; P = 0.025), and WM (P = 0.070) (Figure 2.15). The significant

enrichment in L2 and L5 were reported by existing studies [Maynard et al., 2021], which

demonstrated that SCZ risk genes in L2 and L5 showed decreased expression in SCZ pa-

tients. Here we also identified WM being enriched with genes that show spatially differential

expression. By performing additional spatial registration of snRNA-seq datasets, Maynard

et al. [Maynard et al., 2021] reported preferential expression of oligodendrocyte subtypes in

WM, where oligodendrocyte has been reported to contribute to neuropsychiatric disorders

such as SCZ and autism spectrum disorder [Raabe et al., 2018, Galvez-Contreras et al.,

2020]. Figure 2.16 showed the significance of layer enrichment for differentially expressed

genes associated with autism spectrum disorder (ASD) risk loci in at least two GTEx brain

tissues. There was an enrichment of differentially expressed genes in L2 (P = 0.009), L5

39



(P = 0.030), L6 (P = 0.028) and WM (P = 0.020) for cis-genes associated with ASD risk

loci.

2.5.6 X-ING captures biologically meaningful features

In the multi-tissue mQTL (9 tissues) analysis integrating eQTL (28 tissues) maps, we es-

timated the sample-averaged cell-type fractions using CIBERSORTxNewman et al. [2019]

and EpiDISHZheng et al. [2018] from expression and DNA methylation data, respectively.

We then calculated the absolute correlations between the eigenvectors from the modula-

tion matrices of X-ING (U ℓC ’s for eQTL and mQTL data) and sample-averaged cell-type

fractions estimated from individual-level data across tissues Oliva et al. [2023]. We showed

that the eigenvectors are highly correlated with multiple major cell types (Figure 2.17). In

other words, the major patterns/eigenvectors captured by PCA (similarly for CCA) can be

interpreted as the surrogate variables for tissue-tissue dependence due to similar cell-type

compositions. Similar conclusions have been reported by GTEx and other QTL consortia.

In GTEx, PEER factors derived from expression data (similar to PCs) are highly correlated

with the enrichment scores of the major cell types estimatedKim-Hellmuth et al. [2020],

Consortium [2020].

2.5.7 Disease-specific trans-e/mQTL hotspots explain more phenotypic

variation than trait-associated ones

For the 80 selected diseases/traits, at the 80% posterior probability cutoff, there were 644 to

15,490 SNP-gene-CpG site trios out of the examined disease/trait-specific trios with nonzero

genetic effects on trans-gene identified in at least one out of the 28 examined eQTL tissues,

or having nonzero genetic effects on trans-CpG site in at least one out of the nine examined

mQTL tissues. Analyzed SNPs were generally in weak LD (Figure 2.18).

We further studied SNPs with regulatory/association trans-effects in multiple (≥ 5)
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genes/CpG sites, i.e., trans-e/mQTL hotspots, to examine their association patterns and

contributions to disease/trait heritability. For each disease/trait, we first estimated the

SNP-based heritability based on all SNPs, denoted as h2, using LD score regression [Bulik-

Sullivan et al., 2015]. We used genotype data from Caucasian samples in the 1000 Genomes

Project as the reference data. Similarly, we re-evaluated the SNP-based heritability, h2r , after

removing T identified trans-hotspots and their neighboring SNPs (within ±1 MB). Then the

percentage of change in heritability per hotspot region was evaluated as

h2 − h2r
h2

· 1
T

× 100%.

Figure 2.12 shows the violin plots for the percentage of change in heritability per hotspot

region. The average percentage of change in heritability per trans-eQTL hotspot region

was 1.82% for the 31 examined diseases and 0.84% for the 21 examined traits, and the

corresponding average percentage of change attributed to trans-mQTL hotspot regions was

0.73% and 0.36% for diseases and traits, respectively. Disease-associated hotspot regions

explained more phenotypic variation compared with trait-associated ones, consistent with

their relatively higher contributions to expression difference and their higher fitness burdens

Kirsten et al. [2015].

2.6 Discussion

In this work, we propose X-ING as a general framework for the cross-integration of sum-

mary statistics from multi-omics data each with multiple cellular contexts. X-ING takes as

input the summary statistic matrices from L data types and models each input statistic as a

product of Gaussian and latent binary association status. The modeling of L latent binary

matrices allows the cross-integration of different data types of different effect distributions,

and X-ING captures omics-shared and context-shared association patterns. This is a major
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innovation compared with existing multi-context/tissue methods analyzing only one data

type at a time. Additionally, X-ING allows for different levels of sparsity in each context,

potential sample overlapping, and effect heterogeneity. With simulation studies, we demon-

strate that X-ING improves the estimation of association probabilities and effect sizes in

various simulated settings by borrowing strengths across different data types and contexts.

We applied X-ING to detect multi-tissue cis-mQTLs integrating eQTL maps, with a

focus on cis-mQTLs with co-occurring associations in other omics data and contexts. We

examined trans-e/m association patterns across multiple tissues from GTEx, with a focus

on the disease/trait-associated SNPs. The cis-mQTLs and trans-e/m associations identified

by X-ING were replicable, especially for those with effects identified in multiple tissues or

omics data types. The enrichment of trans-associations in tissue types is informative in

suggesting the disease/trait relevance of tissues. We also characterized the tissue-sharing

patterns of total effects and indirect effects of trans-association through cis-mediators. In

another analysis, we illustrate the broader application of X-ING by integrating spatially

differential expression statistics from spatial transcriptomic data with multi-tissue eQTL

statistics from 13 GTEx brain tissues. We highlighted the spatial heterogeneity in expression

variation of many SCZ risk-associated genes and provided new insights into studying the

spatially defined mechanisms underlying SCZ genetics.

There are some limitations and caveats of current work. First, the detected joint associ-

ations across multi-omics data or in multiple cellular contexts are not evidence of causation.

X-ING does not perform colocalization analysis. Though the findings of X-ING may provide

insights of potential connected relationships and mechanisms, it should be interpreted as

associations. Second, the cross-integrative methods are not powerful in detecting effects and

associations that are specific to only one omics data type in only one context. For those

omics- and context-specific effects, existing multivariate methods may not improve power

and context-specific sample size is still the major limiting factor. Third, X-ING treats the
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M tested units as independent in the estimation. When analyzing published disease/trait-

associated SNPs or single-tissue QTLs, most of them are uncorrelated or in weak LD. In

general, we recommend applying X-ING to tested units with at most moderate dependence.

Last but not least, X-ING does not allow missingness in the input statistics, and a naive

imputation may facilitate the analysis but may induce biases if there is substantial missing-

ness.

In future work, X-ING can be improved with a more efficient and selective data integra-

tion, when the number of available sets of summary statistics is high, e.g., L ≥ 5 and some

Kℓ ≥ 50. Another potential area of future development is the integration of association

statistics with mediation and causal estimates from multiple studies to reduce confounding

and spurious associations.

Expression Methylation
Breast Mammary Tissue 396 49

Colon Transverse 368 189
Kidney Cortex 73 47

Lung 515 190
Muscle Skeletal 706 42

Ovary 167 140
Prostate 221 105
Testis 322 47

Whole Blood 670 47

Table 2.3: Tissues and e/mQTL analysis sample sizes of the nine tissues with both DNA
methylation and expression data from GTEx.
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Tissue Number of samples
with expression data

Artery Aorta 387
Artery Coronary 213

Artery Tibial 584
Brain Amygdala 129

Brain Anterior cingulate cortex (BA24) 147
Brain Caudate (basal ganglia) 194
Brain Cerebellar Hemisphere 175

Brain Cerebellum 209
Brain Cortex 205

Brain Frontal Cortex (BA9) 175
Brain Hippocampus 165
Brain Hypothalamus 170

Brain Nucleus accumbens (basal ganglia) 202
Brain Putamen (basal ganglia) 170
Brain Spinal cord (cervical c-1) 126

Brain Substantia nigra 114
Colon Sigmoid 318

Heart Atrial Appendage 372
Heart Left Ventricle 386

Table 2.4: Tissues and tissue sample sizes of the other 19 tissues with only expression data
used in cis- and trans-e/mQTL analyses of GTEx data.
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Figure 2.1: Illustrations of the integrative analysis of multi-tissue e/mQTLs and the X-ING algorithm.
(a) An illustration of the multi-tissue e/mQTL integrative analysis. A total of M trios are tested, each
consisting of a SNP, a cis-gene, and a cis-CpG site. eQTL data are from K1 tissues and mQTL data
are from K2 tissues. (b) Existing multi-tissue QTL methods analyze each omics data type separately or
study the co-occurring patterns of associations tissue by tissue. (c)The X-ING integrative analysis jointly
analyzes multi-tissue eQTL and mQTL association statistics, borrows strengths across omics and tissue
types, and captures association patterns that are omics-shared or tissue-shared. (d) An illustration of the
X-ING algorithm via the multi-tissue e/mQTL analysis: X-ING takes as input L = 2 matrices of Z-statistics
from eQTL and mQTL studies. It models the latent association status for each input statistic. Via a logit
function, X-ING links the latent association status with a continuous modulation matrix for each data type.
By performing CCA and PCA on the modulation matrices for e/mQTL data, X-ING captures the low-rank
data-shared and data-specific major patterns. X-ING outputs the posterior probability and the posterior
mean of association for each input statistic, accounting for those major patterns.
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Figure 2.2: Comparison of methods on simulated data. (a) AUC for detecting the presence
of nonzero effects on Data 1 with a sample size of Data 1 varying from 400 to 1200. We
set ρ1 = ρ2 = 0.5, r = 0.3 and θ1 = θ2 = 0.3. (b) AUC on Data 1 with within-omics
cross-context/tissue correlation, ρ1, varying from 0.3 to 0.65. N1 = N2 = 800, r = 0.2 and
θ1 = θ2 = 0.3. (c) AUC on Data 1 with cross-omics tissue-tissue correlation, r, varying from
0.1 to 0.3. N1 = N2 = 400, ρ1 = ρ2 = 0.4. (d) AUC on Data 1 with the proportion of tested
units that do not have context-shared information varying from 0 to 0.5. N1 = N2 = 400,
ρ1 = ρ2 = 0.4, r = 0.2 and θ1 = θ2 = 0.3.
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Figure 2.3: ROC curves for detecting nonzero associations in sparse data, with τℓ = 0.02.
Here N1 = N2 = 1200, ρ1 = ρ2 = 0.4, r = 0.3 and the proportion of phenotypic variation
explained by predictors for each data type was 0.2.
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Figure 2.4: ROC curves for detecting nonzero associations when input summary statistics
were from independent contexts with no information/effect sharing (ρ1 = ρ2 = r = 0). Here
N1 = N2 = 1200 and the proportion of phenotypic variation explained by predictors was
0.2. When there was no information/effect sharing, all methods perform similarly.
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Figure 2.5: Comparison of AUC between X-ING and mash on Data 1 and 2 with varying
number of contexts for omics Data 2. K2 varied from 10 to 40.
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Figure 2.6: Comparison of methods on simulated data. (a) AUC on Data 1 with unstructured
effects. The proportion of variation explained by predictors θ1 varied from 0.15 to 0.45. The
simulated true effects were unstructured, i.e., true effects were independently generated. (b)
AUC on Data 1 with structured effects. The proportion of phenotypic variation explained
by predictors θ1 varied from 0.15 to 0.45. The simulated true effects were structured, i.e.,
correlated for those with true non-null association. (c) AUC on Data 1 with unstructured
effects. The proportion of phenotypic variation explained by predictors was fixed as 0.2 for
the first 7 contexts while that of the left 3 contexts ranged from 0.05 to 0.3.
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Figure 2.7: Comparison of RMSEs for posterior means estimated by X-ING and mash on
true non-null effects. The sample size N1 varied from 50 to 1200.
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Figure 2.8: Comparison of AUCs using X-ING with different choices of (a) #CC and (b)
#PC. The low-rank approximation (i.e., choosing a small but nonzero number of #CC and
#PC) is necessary, and X-ING is robust to the choice of #CC and #PC within a certain
range.
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Figure 2.9: Comparison of AUCs using X-ING for detecting nonzero effects. Simulated data
were generated with varying levels of pairwise correlation for SNPs within the same block.
Here θℓ represents the variance in expression that can be explained by the SNPs.
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Figure 2.10: Heatmaps showing the scaled proportions of (a) pairs of SNP and trans-gene
with trans-association effects and (b) pairs of SNP and cis-gene with cis-association effects
identified by X-ING among disease/trait-associated SNPs for 35 selected diseases/traits (y-
axis). Red represents an enrichment and blue indicates a depletion of associations. We label
the tissue with the highest level of trans-association enrichment for each disease/trait using
solid lines. The tissue with the second highest enrichment in trans-association is labeled
with dashed lines.
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Figure 2.11: Tissue-sharing patterns of trans-association effects and cis-mediated trans-
association effects. (a) Among the 19,003 selected SNP-trans-gene pairs, the total trans-
eQTL effects of 5,934 (31.2%; purple) pairs are shared in at least two tissues. Among the
7,479 analyzed trios of SNP, cis-gene and trans-gene, the indirect trans-eQTL effects through
cis-gene of 2,160 (28.8%; blue) trios are shared in at least two tissues. (b) Among the 14,433
SNP-trans-CpG pairs, 4,705 (32.6%; purple) pairs have shared trans-mQTL effects in at
least two tissues. Among the 13,952 trios of SNP, cis-CpG site and trans-CpG site, 3,436
(24.7%; blue) trios share similar indirect trans-mQTL effects via cis-CpG site in at least two
tissues. Note that tissue-shared total/indirect effects refer to the effects with the same sign
and within a factor of two of the strongest effect across tissues. The gradient color in each
bar represents the number of tissues with shared effects.
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Figure 2.12: (a) The changes in estimated SNP-based heritability per hotspot region for each
disease/trait after removing the trans-eQTL hotspot regions. The average change for the 31
examined diseases (orange) was 1.82%. The average change for the 21 examined traits (blue)
was 0.84%. The maximum change was 7.54% for diseases and was 3.83% for traits. (b) The
changes in heritability attributed to trans-mQTL hotspot regions. The average changes were
0.72% and 0.35% for diseases (orange) and traits (blue), respectively. The maximum change
was 3.85% for diseases and was 0.87% for traits.
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Figure 2.13: Reduction in effect of SNP on trans-gene (x-axis) after accounting for cis-gene
versus mediation P -values (y-axis; in negative log base of 10). The mediation P -values were
calculated for (a) SNP-cis-trans trios identified as having single-tissue trans-effects, and (b)
trios identified as having multi-tissue trans-effects. Trios identified as having single-tissue
trans-effects with significant mediation effects (FDR<0.05) are in blue. Trios identified as
having multi-tissue trans-effects with significant mediation effects (FDR<0.05) are in orange.
Trios with insignificant mediation effects are in grey. Here P -values are truncated at 10−10.
Reduction percentage in trans-effects is given by (βtotal−βdirect)/βtotal×100%, where βtotal
is the total trans-effect, and βdirect is the direct trans-effect after adjusting for cis-gene. For
trios identified as having single-tissue trans-effects, 23 out of 149 (15.4%) with mediation
effect (FDR< 0.05) showed negative reductions, while for trios identified as having multi-
tissue trans-effects, 5 out of 226 trios (2.2%) showed negative reductions.
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Figure 2.14: Reduction in effect of SNP on trans-CpG site (x-axis) after accounting for
cis-CpG site versus mediation P -values (y-axis; in negative log base of 10). The mediation
P -values were calculated for (a) SNP-cis-trans trios identified as having tissue-specific trans-
effects, and (b) trios identified as having multi-tissue trans-effects. Trios identified as having
single-tissue trans-effects and having significant mediation effects (FDR<0.05) are in blue.
Trios identified as having multi-tissue trans-mQTLs and having significant mediation effects
(FDR<0.05) are in orange. Trios with insignificant mediation effects are in grey. Here
P -values are truncated at 10−10. For trios identified as having tissue-specific trans-effects
in (a), 41 out of 165 trios (24.8%) with significant mediation effect (FDR< 0.05) showed
negative reductions, while for trios identified as having multi-tissue trans-effects, 4 out of
127 trios (3.1%) showed negative reductions.

54



La
ye

r 2

La
ye

r 5 WM

La
ye

r 1

La
ye

r 3

La
ye

r 4

La
ye

r 6

Layer

Sa
m

pl
e

La
ye

r 2

La
ye

r 5 WM

La
ye

r 1

La
ye

r 3

La
ye

r 4

La
ye

r 6

Layer

Sa
m

pl
e

−0.02

0.00

0.02

Difference

* * .

Figure 2.15: Heatmap showing the enrichment of layer-specific differentially expressed genes
among disease risk-associated genes, compared with the proportions of layer-specific differ-
entially expressed genes across the genome. The color in each cell indicates the difference
between the two proportions for each sample and layer. Red represents an enrichment of
differentially expressed genes in a specific sample and layer, and white represents a depletion
of differentially expressed genes. Gray cells indicate missing values (no distinct layer infor-
mation). There is an enrichment of differentially expressed genes in layer 2 (P = 0.026),
layer 5 (P = 0.025) and white matter (P = 0.070) for cis-genes associated with SCZ risk
loci.
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Figure 2.16: Enrichment heatmap of layer-specific differentially expressed genes among ASD
risk-associated genes with the proportions of layer-specific differentially expressed genes
across the genome. Color in each cell indicates the difference between the two proportions
for each sample and layer. Red represents an enrichment of differentially expressed genes in
specific samples and layers, and white represents a depletion of differentially expressed genes.
Grey cells indicate missing values (no distinct layer information). There is an enrichment of
differentially expressed genes in layer 2 (P = 0.009), layer 5 (P = 0.030), layer 6 (P = 0.028)
and white matter (P = 0.020) for cis-genes associated with ASD risk loci.
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Figure 2.17: Absolute values of correlations between the estimated sample-averaged cell-
type fractions for the listed cell types and its most correlated PC. The significance of the
correlations is labeled. Cell types that show significant correlations with at least one PC
in both eQTL and mQTL data are in purple. The sample-averaged cell-type fractions are
derived from (a) expression data using CIBERSORTx and (b) DNA methylation data using
EpiDISH.
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Figure 2.18: Proportion of risk SNPs that are in LD for the 80 diseases/traits. Here the
threshold of r2 varied from 0.1 to 0.7 with fixed window size at 25KB.
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CHAPTER 3

AN INTEGRATIVE MULTI-CONTEXT MENDELIAN

RANDOMIZATION METHOD FOR IDENTIFYING RISK

GENES ACROSS HUMAN TISSUES

3.1 Attributions

Dr. Lin Chen conceived the project. Drs. Lin Chen and Fan Yang contributed to the

development of the methods and the writing of the manuscript. Ke Xu contributed to

the development of the estimation algorithm. All of the collaborators provided valuable

suggestions for the development of the methods and the data analyses.

3.2 Introduction

Mendelian randomization (MR) examines the causal relationships between risk exposures

and complex disease outcomes, using genetic variants as instrumental variables (IVs) [Chen

et al., 2007, Lawlor et al., 2008, Schadt et al., 2005, Davey Smith and Ebrahim, 2003]. With

the rapidly growing availability of summary statistics from genome-wide association studies

(GWASs), two-sample MR leveraging two sets of GWAS summary statistics as input has

achieved many successes in assessing the causal effects of complex traits as exposures for

diseases [Burgess et al., 2013, Bowden et al., 2015, Zhao et al., 2020, Cheng et al., 2022,

Wang et al., 2021, Xue et al., 2021, Morrison et al., 2020]. Recently, transcriptome-wide MR

(TWMR) considers gene expression as risk exposure and leverages expression quantitative

trait loci (eQTLs) and GWAS summary statistics to map risk genes [Gleason et al., 2021,

Richardson et al., 2020, Barfield et al., 2018, Zhou et al., 2020]. Unlike transcriptome-wide

association studies (TWAS) [Shi et al., 2020, Hu et al., 2019], TWMR focuses on causal

assessment. Comparing with colocalization analysis [Oliva et al., 2023, Giambartolomei
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et al., 2018, Guo et al., 2015, Foley et al., 2021, Wen et al., 2017], MR offers the flexibility

to adjust for known confounders [Sanderson et al., 2019, Anderson et al., 2020], consider

joint exposures [Burgess and Thompson, 2015, Rees et al., 2017, Grant and Burgess, 2021,

Lin et al., 2023], and allow unmeasured confounders under appropriate assumptions [Cheng

et al., 2022, Wang et al., 2021, Xue et al., 2021, Morrison et al., 2020].

While MR offers valuable insights, the application of conventional MR methods in TWMR

analysis for mapping risk genes comes with new challenges [Gleason et al., 2021, Yang et al.,

2017, Pierce et al., 2018, Verbanck et al., 2018, Gleason et al., 2020]. A notable issue is the

limited number of eQTLs as IVs [Gleason et al., 2020, Consortium, 2020], with cis-eQTLs

being generally correlated [Consortium, 2020]. Furthermore, disease-associated eQTLs tend

to have tissue-specific effects [Umans et al., 2021], while the disease-relevant tissue types

are often unknown [Shang et al., 2020, Finucane et al., 2018]. This can lead to inconsistent

IV effects across GWAS and eQTL samples, violating core IV assumptions [Burgess et al.,

2013, 2015, Pierce and Burgess, 2013]. These issues motivate us to consider multiple tissues

simultaneously. Nevertheless, in multi-tissue MR analysis, the causal effects of genes on

diseases are often tissue-specific and sparse [Hekselman and Yeger-Lotem, 2020, Ongen

et al., 2017, Feng et al., 2021], and thus the estimation of tissue-specific causal effects with

a limited number of eQTLs/IVs is challenging.

Recognizing these challenges and opportunities, we propose a multi-context multivariable

integrative Mendelian randomization method – mintMR, specifically designed for mapping

gene expression and molecular traits as risk exposures. For each gene, we perform a multi-

tissue MR analysis using eQTLs with non-zero and sign-consistent effects in more than one

tissue as IVs, thereby improving the IV consistency. Our method improves the estimation

of tissue-specific causal effects of all genes by simultaneously modeling the latent tissue

indicators of disease relevance for multiple gene regions, jointly learning the major/low-rank

patterns of latent indicators/probabilities via multi-view learning techniques, and then using
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the major patterns to estimate and update the probability of non-zero effects. The rationale

is that risk genes for a disease often show non-zero effects in similar or related tissues, [Umans

et al., 2021, Finucane et al., 2018] and by jointly learning the major patterns across genes,

one can gain improved estimation of tissue-relevance probabilities and further use them

to estimate the tissue-specific causal effects for each gene. The joint learning of disease-

relevance of latent tissue indicators improves the estimation of sparse tissue-specific causal

effects for all genes. Our algorithm iterates between estimating multi-tissue MR models

for each gene and jointly learning the latent patterns and probabilities of non-zero causal

effects for all genes until the maximum iteration is reached. Our MR framework considers

cis gene expression and DNA methylation (DNAm) as joint exposures. Given the frequent

co-occurrence of eQTLs and mQTLs, [Pierce et al., 2018] the joint consideration of DNAm

with gene expression is crucial for accurately mapping causal genes. If the causal DNAm

is associated with gene expression and cis-eQTLs selected as IVs are also associated with

DNAm, the DNAm would be a confounder being associated with IV, and its omission could

lead to biased causal inference. By jointly assessing the causal effects of gene expression and

DNAm, we demonstrate that the proposed method controls genome-wide inflation, improves

the power, and offers valuable insights into disease-relevant tissues and mechanisms. Our

mintMR approach uniquely tackles challenges in mapping molecular traits as risk exposures

via MR, jointly learns the low-rank patterns in the probabilities of disease relevance across

many genes, and thereby enhances the estimation of sparse tissue-specific causal effects.

3.3 Methods

3.3.1 A starting model for a single gene region

We start with a multi-tissue MR model for studying the gene expression of a single gene from

multiple tissues as the exposure and a complex disease as the outcome. We consider an eQTL
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i (i = 1, ..., Ig) as an IV for the expression of a gene indexed by g. Let γgik (k = 1, ..., K)

denote the true marginal effect of the SNP i on the gene g in tissue k. Let Γgi denote the true

marginal association between SNP i and the disease outcome of interest, and the superscript

g indicates that the SNP i is an IV for gene g. Denote
{
γ̂gik, ŝγgik

}
as the estimated SNP-

gene association and its standard error for SNP i and gene g in tissue k, and
{
Γ̂
g
i , ŝΓg

i

}
as

the estimated effect of SNP i on the outcome and its standard error. We have the model for

SNP i:



Γ̂
g
i

γ̂gi1
...

γ̂gik


∼ N





Γ
g
i

γgi1
...

γgik


, ŜgiCŜgi


, (3.1)

where C is the tissue-tissue correlation matrix due to sample overlap and is often estimated

apriori [Urbut et al., 2019], Ŝgi = diag(ŝΓg
i
, ŝγgi1 , · · · , ŝγgiK ) is the standard error estimate

from GWAS and multi-tissue eQTL studies.

We further assume the true causal relationship between GWAS and eQTL effects, Γgi and

γgik’s, is linear and is given by

Γ
g
i = α

g
i +

K∑
k=1

ηgk · βgkγgik, (3.2)

where βgk is the causal effect of interest for gene g in tissue k. We introduce ηgk as a

latent indicator for disease relevance of tissue, and ηgk = 1 if βgk ̸= 0. We assume ηgk ∼

Bernoulli(πgk). The effect of gene expression levels on the disease outcome is often sparse

and varies across contexts/tissues/cell types. The effect ηgk · βgk is the direct effect of the

gene g in tissue k on the disease outcome not mediated via other exposures (including the

gene expression in other tissues). When estimating the latent variables and the causal effects,
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the estimated probability of non-zero for the latent indicator can be viewed as a weight on

the relevance of tissue types or the proportion of disease-relevant cell types in the current

tissues. Without modeling latent disease-relevance tissue indicators, all tissues in the model

are weighted equally. Here the true IV-to-exposure effect follows γgik ∼ N (0, σ2γg), and

α
g
i ∼ N (0, σ2αg) is the uncorrelated horizontal pleiotropic effect (green arrow in Figure 3.1a)

when IV affects outcome not through exposure and IV is not associated with confounder.

Additionally, we consider a multivariable MR (MVMR) framework for a set of L (l =

1, ..., L) molecular traits as exposures, each from Kl contexts/tissues. For example, in our

motivating application, we jointly consider a gene expression and a CpG site from multiple

tissues as the exposures, L = 2. Let SNP i be a cis-molecular QTL (xQTLs) for gene g, and

γgik,l ∼ N (0, σ2γg,l) (k = 1, ..., Kl) denote the marginal effect of SNP i on the l-th molecular

exposure in tissue k. Extending model (3.2), we assume the following causal relationship

holds between the marginal effect of the SNP i on the outcome, i.e., Γgi , and the marginal

effects of the SNP i on exposures, i.e., γgik,l’s:

Γ
g
i = α

g
i +

K1∑
k=1

ηgk,l · βgk,lγgik,l + · · ·+
KL∑
k=1

ηgk,L · βgk,Lγgik,L. (3.3)

In model (3.3), ηgk,l ·βgk,l describes the direct effect of exposure l in tissue k on the outcome

not operating through the exposure in other tissues nor through other exposures (l′ ̸= l).

Here similar to model (3.2), we assume ηgk,l ∼ Bernoulli(πgk,l) and α
g
i ∼ N

(
0, σ2αg

)
. The

MVMR model allows the joint modeling of correlated cis-molecular traits in the gene regions

to identify the risk factors and elucidate the mechanisms. In practice, since often there are

only a limited number of xQTLs as IVs, the causal effects (and the latent indicators) in the

above single-gene models (3.2) and (3.3) may not be statistically identifiable.
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3.3.2 The proposed mintMR model for jointly learning the disease-relevance

of tissue indicators across G gene-CpG pairs

Common eQTLs are often weakly selected and disease-associated genetic variants typically

influence downstream genes with effects being highly context-specific [Umans et al., 2021].

When multiple genes are causally affecting diseases in a pathway or gene set, they often

have effects specific to certain disease-associated tissues and cell types. Furthermore, the en-

richment of disease-associated gene expression has been successfully used to identify disease-

relevant tissues and cell types [Finucane et al., 2018]. These observations motivate us to

jointly learn the patterns of disease-relevance indicators/probabilities across many genes,

especially considering the sparse nature of disease-relevant causal effects.

We propose a joint MVMR model across G gene-CpG pairs to estimate the causal ef-

fects for each gene and CpG in each tissue and jointly learn the major patterns of latent

disease-relevance tissue indicators, particularly in scenarios where these effects are sparse.

As illustrated in Figure 3.1b, we consider multi-tissue expression and DNAm of the gene-

CpG pairs from the g-th gene region (g = 1, · · · , G) and study their effects on the outcome.

While the direct effects βgk,l’s may vary in magnitude and direction, there could still be

concerted patterns among the true non-zero causal effects and their effect operating con-

texts/tissues. The proposed mintMR model works by iteratively estimating the starting

model (3.3) for each gene-CpG pair (one red box in Figure 3.1b) and collectively capturing

the low-rank (major) patterns of non-zero causal effects across G gene regions for updating

the tissue-relevance probabilities/weights until the maximum iteration is reached. The re-

sulting estimates provide not only the causal effect for each gene and CpG site, but also the

estimated probability of disease relevance for each gene-tissue or CpG-tissue pair account-

ing for shared patterns. A major innovation of our model is the use of multi-view learning

methods to capture the low-rank patterns shared across gene regions and omics-data types.

The details of the estimation are provided in Algorithm 2.
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To learn the low-rank patterns of disease-relevance (non-zero causal effects) across genes,

molecular exposures, and tissue types, one may employ multi-view learning strategies such

as co-training [Ma et al., 2020], multiple kernel learning [Liu et al., 2023], and canonical

correlation analysis (CCA) [Wang et al., 2015, Li et al., 2020]. For each gene-CpG pair, we

have model (3.3). We model the latent disease-relevance tissue indicators for all G gene-

CpG-tissue trios, assuming the latent indicator ηgk,l ∼ Bernoulli(πgk,l). As illustrated in

Figure 3.1b, we form L latent disease-relevance indicator matrices for L molecular exposures,

ηl = {ηgk,l} ∈ RG×Kl for expression and DNAm (L = 2) in our motivating application. We

introduce a continuous modulation matrix for each exposure l, U l = {Ugk,l} ∈ RG×Kl , and

Ugk,l = log
Pr
(
ηgk,l = 1 | U l, u0k,l

)
Pr
(
ηgk,l = 0 | U l, u0k,l

) − u0k,l. (3.4)

Here U l modulates the probability of the latent binary association status, u0k,l is the tissue-

specific intercept, controlling the sparsity of non-zero effects in the k-th tissue of the l-th type

of molecular exposure. For each gene (g = 1, · · · , G), we estimate model (3.3) separately

and then jointly model the L modulation matrices. We approximate the modulation ma-

trices, U l’s, with low-rank matrices Ũ l’s capturing the major patterns of disease-relevance

across gene regions, molecular exposures, and tissue types. The mintMR model uses these

approximated low-rank matrices Ũ l’s to estimate the disease-relevance probability for each

gene/CpG in each tissue without over-parameterization. If there is no pattern shared across

gene regions/molecular exposures/tissues, Ugk,l = 0,∀g, k, l, and model (3.4) is reduced to

logit
(
πgk,l

)
= u0k,l, i.e., only tissue-specific prior being imposed for the indicators across

exposures.

More specifically, in this work, we capture the major patterns of disease relevance across

all genes as the sum of major patterns shared across molecular exposures (expression and
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Figure 3.1: Illustrations of the multi-context multivariable integrative Mendelian randomization method.
(a) The causal diagram of the multivariable MR model. When assessing the effect of gene expression on
outcome, if a correlated exposure (e.g., DNA methylation; shaded) is not considered in the model, it will serve
as a confounder and bias the inference (orange line). The green line represents the uncorrelated horizontal
pleiotropic effect. (b) An illustration of the mintMR framework for analyzing multiple gene-CpG pairs from
G gene regions. MintMR takes as input G×L (L = 2 here) sets of IV-to-exposure effects and standard error
matrices from multi-tissue eQTL and mQTL studies, respectively. It models the latent status for each causal
effect. Via a logit function, mintMR links the latent status of the causal effects with a continuous modulation
matrix. By performing multi-view learning on the modulation matrices, mintMR captures the low-rank data-
shared and data-specific major patterns and uses them to estimate the disease-relevant probabilities. By
iterating between performing MR for each gene region and estimating the disease-relevant probabilities for
all genes, mintMR improves the estimation and inference of sparse causal effects for all genes.
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DNAm) and major tissue-sharing patterns specific to each data type. We have

Ugk,l ≈ Ũgk,l = UC
gk,l + UR

gk,l. (3.5)

The matrices UC
··,l, l = 1, ..., L represent the common major structures shared across the L

latent tissue-relevance indicator matrices. We estimate UC
··,l by applying generalized CCA

on the matrices {logit
(
πgk,l

)
−u0k,l}G×Kl . Furthermore, the UR

··,l, l = 1, ..., L matrices cap-

ture omics data-specific tissue-sharing patterns. We perform separate principal component

analysis (PCA) on each residual matrix {logit
(
πgk,l

)
− UC

gk,l − u0k,l}G×Kl to obtain the

low-rank patterns in each omics exposure data type, UR
··,l. Alternative multi-view learning

methods could be used to capture different types of desirable data patterns and obtain other

approximated matrices [Ma et al., 2020, Liu et al., 2023, Wang et al., 2015, Li et al., 2020].

The proposed mintMR algorithm iterates between estimating the causal effects in the single-

gene model (3.3) for each of the G gene regions and jointly learning/estimating the latent

disease-relevance indicators/probabilities via Gibbs sampling until the maximum iteration is

reached (see Algorithm 2 for details).

Accounting for LD

When studying gene expression and DNAm as joint molecular exposures, the number of

e/mQTLs as IVs is generally limited. Applying a stringent LD clumping threshold would

lose many IVs and hurt power. Instead of assuming independent IVs as in most existing

multivariable MR methods [Lin et al., 2023], we allow IVs to be correlated. Assuming non-

overlapping samples, we model the estimated effect sizes by accounting for the correlation
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among IVs i = 1, ..., Ig:


Γ̂
g
1
...

Γ̂
g
Ig

 ∼ N
(
ŜΓgR̂gŜ−1

ΓgΓ
g, ŜΓgR̂gŜΓg

)
, and


γ̂g1k,l

...

γ̂gIgk,l

 ∼ N
(
Ŝγgk,lR̂

gŜ−1
γgk,l

γgk,l, Ŝγgk,lR̂
gŜγgk,l

)
, l = 1, ..., L, k = 1, ..., Kl,

(3.6)

where R̂g is the correlation matrix of the Ig number of IVs for the g-th set of exposures,

ŜΓg = diag(ŝΓg
1
, · · · , ŝΓg

Ig
), and Ŝγgk,l = diag(ŝγg1k,l , · · · , ŝγgIgk,l). We provided details of

the Gibbs sampling algorithm of mintMR accounting for both LD and sample overlap in the

following section.

3.3.3 The Gibbs sampling algorithms for mintMR

In this section, we provide the details of the Gibbs sampler used in the mintMR estimation

algorithm.
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The algorithm for independent SNPs

For the g-th set of exposures, we propose the following Bayesian hierarchical model for

independent SNPs and non-overlapping samples.

γ̂gik,l | γgik,l, ŝ2Γgi
∼ N (γgik,l, ŝ

2
γgik,l

), Γ̂
g
i | Γgi , ŝ

2
Γ
g
i
∼ N (Γ

g
i , ŝ

2
Γ
g
i
),

γgik,l

∣∣∣σ2γg,l ∼ N
(
0, σ2γg,l

)
, Γ

g
i

∣∣∣ βg·,·, γgi·,·, ηg·,·, σ2αg ∼ N

 L∑
l=1

Kl∑
k=1

ηgk,lβgk,lγgik,l, σ
2
αg

 ,

βgk,l | σ2βg,l ∼ N
(
0, σ2βg,l

)
, α

g
i | σ2αg ∼ N

(
0, σ2αg

)
σ2βg,l

∼ IG
(
aβ , bβ

)
, σ2γg,l ∼ IG

(
aγ , bγ

)
, σ2αg ∼ IG (aα, bα) ,

ηgk,l | πgk,l ∼ π
ηgk,l
gk,l (1− πgk,l)

1−ηgk,l , πgk,l ∼ Beta(aπ, bπ),

where i = 1, 2 · · · , Ig, k = 1, 2 · · · , Kl, and l = 1, · · · , L.

Denote Γ̂
g
= [Γ̂

g
1, · · · , Γ̂

g
Ig
]⊤, γ̂gk,l = [γ̂g1k,l, · · · , γ̂gIgk,l]

⊤, Γg = [Γ
g
1, · · · ,Γ

g
Ig
]⊤, and

γgk,l = [γg1k,l, · · · , γgIgk,l]
⊤, the posterior likelihood is in the form of

L(Θg) ∝
G∏

g=1

p
(
Γg,γg1,1, · · · ,γgKL,L,βg, σ

2
Γg , σ2αg ,ηg,πg | Γ̂g

, γ̂g·,·
)

=
G∏

g=1


Ig∏
i=1

p(Γ̂gi |αgi + L∑
l=1

Kl∑
k=1

βgk,lηgk,lγgik,l, ŝΓg
i
)

L∏
l=1

Kl∏
k=1

p(γ̂gik,l|γgik,l, ŝγgik,l)p(γgik,l | σ
2
γg,l

)


G∏

g=1

p(σ2αg
)

Ig∏
i=1

p(α
g
i | σ2αg

)




G∏
g=1

L∏
l=1

p(σ2γg,l)


G∏

g=1

L∏
l=1

p(σ2βg,l
)

Kl∏
k=1

p(βgk,l | σ2βg,l)




G∏
g=1

L∏
l=1

Kl∏
k=1

p(ηgk,l | πgk,l)p(πgk,l)

.

Here p(Γ̂
g
i |α

g
i +

∑L
l=1

∑Kl
k=1 βgk,lηgk,lγgik,l, ŝΓg

i
) = p(Γ̂

g
i |Γ

g
i , ŝΓg

i
).

The conditional posterior distribution of each Γ
g
i given the other parameters in the model
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is

Γ
g
i | Γ̂gi , ŝΓgi

, γgi·,·, βg·,·, ηg·,·, σ2αg ∼ N
(
µ̃gi0, σ̃

2
gi0

)
,

where

− 1

2σ̃2gi0
= −1

2

 1

ŝ2
Γ
g
i

+
1

σ2αg

 ,

µ̃gi0

σ̃2gi0
=

Γ̂
g
i

ŝ2
Γg
i

+

∑L
l=1

∑Kl
k=1 ηgk,lβgk,lγgik,l

σ2αg

.

The conditional distribution for each element γgik,l comes from a normal distribution with

γgik,l | γ̂gik,l, ŝγgik,l , Γ
g
i , γgi·,·, βg·,·, ηg·,·, σ2γg,l , σ2αg ∼ N

(
µ̃gik,l, σ̃

2
gik,l

)
,

where

− 1

2σ̃2gik,l
= −1

2

(
1

ŝ2γgik,l
+

ηgk,lβ
2
gk,l

σ2αg

+
1

σ2γg,l

)
,

µ̃gik,l

σ̃2gik,l
=

γ̂gik,l

ŝ2γgik,l
+

ηgk,lβgk,l

(
Γ
g
i −

∑
(k′,l′) ̸=(k,l) βgk′,l′ηgk′,l′γgik′,l′

)
σ2αg

.

The conditional posterior distributions of βgk,l are from normal distributions,

βgk,l | Γ
g
i , γgi·,·, ηg·,·, σ2αg , σ2βg,l

∼
(
1− ηgk,l

)
N
(
0, σ2βg,l

)
+ ηgk,lN

(
µβgk,l , σ

2
βgk,l

)
, (3.7)
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where

− 1

2σ2βgk,l

= −1

2

ηgk,l
∑Ig

i=1 γ
2
gik,l

σ2αg

+
1

σ2βg,l

 ,

µβgk,l

σ2βgk,l

=

∑Ig
i=1

(
Γ
g
i −

∑
(k′,l′)̸=(k,l) βgk′,l′ηgk′,l′γgik′,l′

)
γgik,l

σ2αg

.

Conditioning on the data and the other parameters in the model, the conditional posterior

distribution of σ2βg,l is inverse-gamma,

σ2βg,l
| βg·,l, aβ , bβ ∼ IG

aβ +
Kl

2
, bβ +

1

2

Kl∑
k=1

β2gk,l

 . (3.8)

The conditional posterior distribution of σ2γg,l is also inverse-gamma,

σ2γg,l | γg··,l, aγ , bγ ∼ IG

aγ +
IgKl

2
, bγ +

1

2

Kl∑
k=1

γ⊤
gk,lγgk,l

 . (3.9)

The conditional posterior distribution of σ2αg is also inverse-gamma,

σ2αg | Γg· , γg··,·, ηg·,·, βg·,·, aα, bα

∼IG

aα +
Ig
2
, bα +

1

2

Γg −
L∑
l=1

Kl∑
k=1

ηgk,lβgk,lγgk,l

⊤Γg −
L∑
l=1

Kl∑
k=1

ηgk,lβgk,lγgk,l


 .

(3.10)

The conditional posterior of πgk,l is a Beta distribution:

πgk,l | ηgk,l, aπ, bπ ∼ Beta
(
aπ + ηgk,l, bπ + 1− ηgk,l

)
. (3.11)
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The conditional probability of ηg,l given Γg can be written using Bayes’ theorem:

Pr
(
ηgk,l = 1 | Γg) = Pr

(
ηgk,l = 1

)
p
(
Γg | ηgk,l = 1

)
Pr
(
ηgk,l = 0

)
p
(
Γg | ηgk,l = 0

)
+ Pr

(
ηgk,l = 1

)
p
(
Γg | ηgk,l = 1

) ,(3.12)

where

p
(
Γg | ηgk,l = 1

)
=

1

σαg
√
2π

exp

− 1

2σ2αg

Γg − βgk,lγgk,l −
∑

(k′,l′) ̸=(k,l)

ηgk′,l′βgk′,l′γgk′,l′

⊤Γg − βgk,lγgk,l −
∑

(k′,l′)̸=(k,l)

ηgk′,l′βgk′,l′γgk′,l′


 ,

p
(
Γg | ηgk,l = 0

)
=

1

σαg
√
2π

exp

− 1

2σ2αg

Γg −
∑

(k′,l′)̸=(k,l)

ηgk′,l′βgk′,l′γgk′,l′

⊤Γg −
∑

(k′,l′)̸=(k,l)

ηgk′,l′βgk′,l′γgk′,l′


 .

For the l-th exposure, we apply the CCA (when L = 2) or GCCA (when L > 2)

to the standardized modulation matrices U l =
{
logit(πgk,l)− u0k,l

}G×Kl , l = 1, · · · , L.

CCA/GCCA aims to maximize the pair-wise correlation between linear combinations of

U l’s. Suppose we have rank-p approximation for U l, the corresponding canonical weight

matrices Al =
[
a1l , . . . ,a

p
l

]
can be estimated. Then, for each data type l, the estimated

low-rank matrix UC
l = U lAlA

†
l with rank

(
UC

l

)
= p, where † refers to the Moore-Penrose

pseudo-inverse.

To further capture the low-rank patterns in each molecular exposure data type, we per-

form a PCA on the residual matrix after subtracting UC
l from U l. Specifically, we first

standardize the U res
l ’s with mean zero and unit variance. We calculate a truncated Singu-

lar Value Decomposition (SVD) and keep the top ql largest singular values to approximate

U res
l . The rank-ql approximation of U res

l is denoted as UR
l . UR

l ’s capture the associa-

tion patterns shared among and specific to different cellular contexts (tissues). Accounting

for omic-shared
(
UC

l

)
and tissue-shared

(
UR

l

)
patterns, we further update πgk,l’s with

πgk,l = 1/
(
1 + exp

(
−UC

gk,l − UR
gk,l − u0k,l

))
(Algorithm 2).
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The algorithm for correlated SNPs

For correlated SNPs, we consider the following model for the g-th set of exposures:

Γ̂
g ∼ N

(
ŜΓgR̂gŜ−1

ΓgΓ
g, ŜΓgR̂gŜΓg

)
,

γ̂gk,l ∼ N
(
Ŝγgk,lR̂

gŜ−1
γgk,l

γgk,l, Ŝγgk,lR̂
gŜγgk,l

)
,

(3.13)

where R̂g is the correlation matrix of the Ig number of IVs for the g-th set of exposures,

Γ̂
g
= [Γ̂

g
1, · · · , Γ̂

g
Ig
]⊤, γ̂gk,l = [γ̂g1k,l, · · · , γ̂gIgk,l]

⊤, ŜΓg = diag(ŝΓg
1
, · · · , ŝΓg

Ig
), and Ŝγgk,l =

diag(ŝγg1k,l , · · · , ŝγgIgk,l). The conditional posterior distribution of each Γ
g
i given the other

parameters in the model is

Γ
g
i | Γ̂gi , ŝΓgi

, γgi·,·, βg·,·, ηg·,·, σ2αg , R̂
g
·· ∼ N

(
µ̃gi0, σ̃

2
gi0

)
,

where

− 1

2σ̃2gi0
= −1

2

 1

ŝ2
Γg
i

+
1

σ2αg

 ,

µ̃gi0

σ̃2gi0
=

Γ̂
g
i

ŝ2
Γ
g
i

−
∑
j ̸=i

R̂
g
ijΓ

g
j

ŝΓg
j

 1

ŝΓgi

+

∑L
l=1

∑Kl
k=1 ηgk,lβgk,lγgik,l

σ2αg

.

Here R̂g is the estimated correlation matrix among all selected IVs of exposure set g. Con-

ditioning on other parameters, the distribution for each element γgik,l comes from a normal

distribution with

γgik,l | γ̂gik,l, ŝγgik,l , Γ
g
i , γg·k,l, βg·,·, ηg·,·, σ2γg,l , σ2αg , R̂

g
·· ∼ N

(
µ̃gik,l, σ̃

2
gik,l

)
,
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where

− 1

2σ̃2gik,l
= −1

2

(
1

ŝ2γgik,l
+

ηgk,lβ
2
gk,l

σ2αg

+
1

σ2γg

)
,

µ̃gik,l

σ̃2gik,l
=

γ̂gik,l

ŝ2γgik,l
−
∑
j ̸=i

(
R̂
g
ijγgjk,l

ŝγgjk,l

)
1

ŝγgik,l
+

ηgk,lβgk,l

(
Γ
g
i −

∑
(k′,l′) ̸=(k,l) βgk′,l′ηgk′,l′γgik′,l′

)
σ2αg

.

The updates for the remaining parameters are the same as in (3.7)-(3.11).

The algorithm accounting for sample overlap

We further consider sample overlap among tissues, molecular traits, and complex traits. We

could rewrite the distribution for the summary statistics in (3.13) as the following matrix

normal distribution for Z-scoreŜ−1
Γg Γ̂

g
, Ŝ−1

γg1,1
γ̂g1,1, · · · , Ŝ−1

γgK1,1
γ̂gK1,1︸ ︷︷ ︸

Exposure 1, context 1-K1

, · · · , Ŝ−1
γg1,L

γ̂g1,L, · · · , Ŝ−1
γgKL,L

γ̂gKL,L︸ ︷︷ ︸
Exposure L, context 1-KL


∼MN

([
R̂gŜ−1

ΓgΓ
g, R̂gŜ−1

γg1,1
γg1,1, · · · , R̂gŜ−1

γgKL,L
γgKL,L

]
, R̂g, Ĉ

)
,

where Ĉ ∈ R(1+
∑L

l=1Kl)×(1+
∑L

l=1Kl) is the correlation matrix that accounts for sample

overlap among outcome and the
∑L

l=1Kl contexts of the L exposures. The matrix Ĉ

can be estimated separately using summary statistics among independent variants with no

associations to either exposure or outcome diseases/traits. Equivalently, it can be written

as a multivariate normal distribution as:



Γ̂
g

γ̂g1,1

...

γ̂gKL,L


∼ N





ŜΓgR̂gŜ−1
ΓgΓg

Ŝγg1,1
R̂gŜ−1

γg1,1
γg1,1

...

ŜγgKL,L
R̂gŜ−1

γgKL,L
γgKL,L


,



ŜΓg 0 · · · 0

0 Ŝγg1,1
· · · 0

...
... . . . ...

0 0 · · · ŜγgKL,L


(
Ĉ ⊗ R̂g

)


ŜΓg 0 · · · 0

0 Ŝγg1,1
· · · 0

...
... . . . ...

0 0 · · · ŜγgKL,L




.
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We denote Λ = {λij} = Ĉ
−1

(i, j = 0, 1, · · · ,
∑L

l=1Kl). For simplicity, in following equa-

tions we use λ0k,l = λ0(k+
∑

t<l Kt). It represents the value in Λ for the sample over-

lap between the outcome and the k-th context of the l-th exposure. We use λkk′,ll′ =

λ(k+
∑

t<l Kt)(k′+
∑

t<l′ Kt). It represents the value in Λ for the sample overlap between the

k-th context of the l-th exposure and the k′-th context of the l′-th exposure. Through some

derivations, the conditional posterior distribution of each Γ
g
i given the other parameters in

the model is

Γ
g
i | Γ̂g· , γ̂g··,·, γg··,·, ŝΓg·

, ŝγg··,· , βg·,·, ηg·,·, σ2αg , R̂
g
··, λ··,·· ∼ N

(
µ̃gi0, σ̃

2
gi0

)
, (3.14)

where

− 1

2σ̃2gi0
=− 1

2

λ00

ŝ2
Γ
g
i

+
1

σ2αg


µ̃gi0

σ̃2gi0
=λ00

 Γ̂
g
i

ŝ2
Γg
i

−
∑
j ̸=i

R̂
g
ijΓ

g
j

ŝΓg
j

 1

ŝΓg
i

+
L∑
l=1

Kl∑
k=1

γ̂gik,l
ŝγgik,l

·
λ0k,l
ŝΓg

i

−
L∑
l=1

Kl∑
k=1

Ig∑
j=1

R̂
g
ijγgjk,l

ŝγgjk,l
·
λ0k,l
ŝΓg

i

+

∑L
l=1

∑Kl
k=1 ηgk,lβgk,lγgik,l

σ2αg

.

The conditional distribution for each element γgik,l comes from a normal distribution with

γgik,l | Γ̂
g
· , Γ

g
· , γ̂g··,·, ŝΓg

·
, ŝγg··,· , βg·,·, ηg·,·, σ2αg , R̂

g
··, λ··,·· ∼ N

(
µ̃gik,l, σ̃

2
gik,l

)
, (3.15)
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where

− 1

2σ̃2gik,l
=−1

2

(
λkk,ll

ŝ2γgik,l
+

ηgk,lβ
2
gk,l

σ2αg

+
1

σ2γg,l

)
,

µ̃gik,l

σ̃2gik,l
=

Γ̂
g
i

ŝΓg
i

·
λ0k,l
ŝγgik,l

+
L∑

l′=1

Kl∑
k′=1

γ̂gik′,l′

ŝγgik′,l′
·
λkk′,ll′

ŝγgik,l

−
Ig∑
j=1

R̂
g
ijΓ

g
j

ŝΓgj

·
λ0k,l
ŝγgik,l

−
∑
j ̸=i

(
R̂
g
ijγgjk,l

ŝγgjk,l

)
λkk,ll
ŝγgik,l

−
∑

(k′,l′)̸=(k,l)

Ig∑
i′=1

R̂
g
ii′γgi′k′,l′

ŝγgi′k′,l′
·
λkk′,ll′

ŝγgik,l

+
ηgk,lβgk,l

(
Γ
g
i −

∑
(k′,l′) ̸=(k,l) βgk′,l′ηgk′,l′γgik′,l′

)
σ2αg

.

The updates for the remaining parameters are the same as in (3.7)-(3.11).

3.4 Simulations

3.4.1 Data generation

In the simulation studies discussed in the main text, we simulated individual-level data for

Ny individuals in the GWAS study of outcome and Nx
gk,l individuals for tissue k of exposure

l in the multi-tissue QTL studies. In most simulations, we set Ny = 50, 000 and Nx
gk,l = 500.

We simulated an Ny × Ig genotype matrix Qg for each gene-CpG pair g with Ig = 15. The

minor allele frequency (MAF) of each SNP follows Unif(0.05, 0.5). The correlation between

SNPs i and j is rij = r|i−j|, where r = 0 in most simulations. To be consistent with the

prevalent pleiotropy in TWMR analysis [Yang et al., 2017], all generated SNPs have a direct

effect on the complex trait not via gene expression or DNA methylation. We also generated

a G×Kl matrix of binary indicators ηl for each exposure l, where ηgk,l ∼ Bernoulli(πgk,l).

We simulated the outcome in the GWAS study according to the following data generation
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Algorithm 2 The Gibbs sampling algorithm for mintMR model

1: Input data: γ̂gik,l, ŝγgik,l , Γ̂g
i , ŝΓg

i
, R̂

g
∈ RIg×Ig , Ĉ ∈ R

∑
l Kl×

∑
l Kl , p ∈ Z+, ql ∈ Z+, for

g = 1, · · · , G, l = 1, · · · , L, i = 1, · · · , Ig, k = 1, · · · ,Kl.
2: Initialize parameters: Γg

i , γgik,l, σ
2
βg,l

, σ2
γg,l

, σ2
αg , Ugik,l, and specify u0k,l, for g = 1, · · · , G, l =

1, · · · , L, i = 1, · · · , Ig, k = 1, · · · ,Kl. This can be either user-specified or obtained by running
the Gibbs Sampling algorithm for the starting model by skipping steps 16-28.

3: for each iteration do
4: for g = 1 to G do
5: for i = 1 to Ig do
6: Sample Γg

i using (3.14).
7: for l = 1 to L do
8: for k = 1 to Kl do
9: Sample γgik,l using (3.15).

10: for l = 1 to L do



Model for
single gene region

11: for k = 1 to Kl do
12: Sample βgk,l using (3.7).
13: Sample πgk,l using (3.11).
14: Sample ηgk,l using (3.12).
15: Sample σ2

βg,l
, σ2

γg,l
, σ2

αg using (3.9) and (3.10).

16: for l = 1 to L do



Iterate
17: U l =

{
log

πgk,l

1−πgk,l
− u0k,l, 1 ≤ g ≤ G, 1 ≤ k ≤ Kl

}
18: Perform a CCA on the L standardized U l’s.
19: for l = 1 to L do
20: Get the coefficient matrices Al’s based on the top p
21: canonical coefficients. UC

l = U lAlA
†
l .

22: Calculate the residual matrix: U res
l = U l −UC

l .



Multi-view
learning across
G regions23: Perform a PCA on each U res

l using SVD and get the
24: low-rank approximation matrix UR

l .
25: for g = 1 to G do
26: for l = 1 to L do
27: for k = 1, . . . ,Kl do
28: πgk,l =

1
1+exp (−UC

gk,l−UR
gk,l−u0k,l)

.

29: Until the maximum iteration is reached.
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models:

Xgk,l = Qgµ
x
gk,l + µzxgk,lZg + εgk,l, (3.16)

Y =
G∑

g=1

L∑
l=1

Kl∑
k=1

ηgk,l · βgk,lXgk,l +
G∑

g=1

Qgµ
y
g +

G∑
g=1

µ
zy
g Zg + ε. (3.17)

In model (3.16), the vector Xgk,l, of length Ny, corresponds to the values of exposure l in

tissue k for the gene-CpG pair indexed by g. µx
gk,l = [µxg1k,l, · · · , µ

x
gIgk,l

]⊤ is the QTL effect

of eSNPs. For the i-th SNP, we sampled µx
gi·,· = [µxgi1,1, · · · , µ

x
giKL,L

]⊤ from N (0,Σµx),

where the diagonal elements of Σµx are set to 0.3 and the off-diagonal elements are fixed

at 0.03, indicating a correlation coefficient of 0.1 across exposures and tissues. Zg is a

vector of a latent confounder sampled from N (0, 1); µzxgk,l ∼ N (0, 0.1) is the effect of the

confounder on exposures; εgk,l is the error term sampled from N (0, σ2ex), with errors from

different exposures and tissues being correlated with a coefficient of 0.1. In model (3.17),

Y is a vector of a continuous trait; βgk,l ∼ N (0, σ2β) is the effect of exposure l in tissue

k of the g-th gene-CpG pair on the outcome; ηgk,l is an binary effect indicator following

Bernoulli(πgk,l); µ
y
g ∼ N (0,Σµy) is the vector of direct effects of SNPs on Y , with Σµy

being a diagonal matrix; µzyg ∼ N (0, 0.1) is the effect of the confounder on the outcome; and

ε ∼ N (0, σ2ey).

We generated the QTL data based on the following model:

X̃gk,l = Q̃g

(
µx
gk,l ◦ δgk,l

)
+ µzxgk,lZ̃g + ε̃gk,l, (3.18)

where X̃gk,l is a vector of length Nx
gk,l, representing the value of exposure l in tissue k from

the QTL study; Q̃g is a Nx
gk,l × Ig genotype matrix of the Ig eSNPs in the QTL study;

δgk,l is a vector of Ig Bernoulli variables for eSNPs, where δgk,l = 1 indicates that the eSNP

shares consistent QTL effects between the k-th tissue of the QTL study and the GWAS
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study. In most simulations, Pr(δgk,l = 1) = 0.8. The operator ◦ is the Hadamard product

operator. With the simulated individual-level data, we calculated the marginal QTL and

GWAS summary statistics as the input for the MR analyses.

3.4.2 MintMR improves estimation of sparse effects across genes via

multi-view learning

We conducted simulation studies to evaluate the performance of mintMR in comparison with

existing univariable MR (UVMR) and MVMR methods in various scenarios.

We simulated individual-level data for the GWAS study of outcome and multi-tissue QTL

studies for each exposure. We simulated a genotype matrix for each gene-CpG pair g, with

all generated SNPs having uncorrelated horizontal pleiotropy (UHP) effects on the simulated

outcome not via exposures. We varied the proportion of the variance in the outcome that

can be explained by these UHP effects. We then generated matrices of disease-relevance

tissue indicators ηl’s, where ηgk,l ∼ Bernoulli(πgk,l). Outcome variables in the GWAS study

were simulated according to the data generation models in (3.17). QTL data were simulated

based on the model (3.18). With generated individual-level data, we calculated the marginal

QTL and GWAS summary statistics as the input for MR analyses.

Most existing MR methods were developed to analyze complex traits as exposure. In

TWMR, the number of cis-eQTLs as IVs for gene expression as exposure is generally much

smaller than the number of IVs in conventional MR analyses. Our simulation studies show

that the limited number of IVs poses a challenge for existing MR methods. We compared

mintMR with existing multivariable methods, including MVMR-IVW [Burgess and Thomp-

son, 2015], MVMR-Egger [Rees et al., 2017], MVMR-Lasso [Grant and Burgess, 2021],

MVMR-Median [Grant and Burgess, 2021], MVMR-Robust [Grant and Burgess, 2021] and

MVcML [Lin et al., 2023]. In addition, we included IVW with cross-tissue IVs and IV effects

being estimated based on a meta-analysis of multiple tissue types (termed as “IVW+metaIV"
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below) and MR-Egger in the comparison. Among those competing methods, IVW and

MVMR-IVW do not allow invalid IVs [Slob and Burgess, 2020, Burgess and Thompson,

2015]; MR-Egger and MVMR-Egger require Instrument Strength Independent of Direct Ef-

fect (InSIDE) assumption [Bowden et al., 2015, Rees et al., 2017]; MVMR-Median assumes

the majority of IVs are valid [Grant and Burgess, 2021]; MVMR-Lasso and MVMR-Robust

are robust to outliers (few invalid IVs) [Grant and Burgess, 2021]; and MVcML requires

plurality condition where the valid IVs form the largest group to give the causal parame-

ter estimate [Lin et al., 2023]. All existing UVMR and MVMR methods are developed for

using complex traits as exposures. Here we adapted them to TWMR with molecular traits

as exposures for comparison purposes. Moreover, we compared the proposed mintMR with

its two variations: mintMRoracle is a variation of mintMR where the true latent disease-

relevance indicator is known, and it provides the optimal performance of mintMR, which

in practice cannot be achieved without further information on disease-relevance indicators;

and mintMRsingle-gene performs the starting model (3.3) for each single gene region sepa-

rately without the joint learning of shared patterns, and its comparison to the proposed

mintMR illustrates the improvement gained by jointly learning low-rank disease-relevance

patterns across multiple gene regions, tissues, and molecular exposures. We applied compet-

ing MVMR methods with multiple tissues of both simulated expression and DNA methyla-

tion as exposures and applied MR-Egger with a single tissue of gene expression as exposure

to evaluate their performance. We presented the comparison of type I error rates and powers

of the proposed mintMR versus competing methods at the p-value threshold of 0.05. To eval-

uate the estimation of effect sizes, we also compared the root-mean-square errors (RMSEs)

of all methods.

For each simulation, we generated G = 50 pairs of genes and CpGs (L = 2) from 5

tissues (Kl = 5, l = 1, 2), each with 500 samples. We generated 15 IVs for each gene-CpG

pair and included IVs with p-value< 0.01 in at least one tissue. We simulated two types
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of causal effects of genes on outcomes. In the first setting (Table 3.1a), we simulated genes

having effects on outcome in multiple tissues, with effect indicators ηgk,l’s having the same

probability (πgk,l = 0.05) across all tissues. In the second setting (Table 3.1b), 15% of the

genes have non-zero effects on outcome in one tissue (πgk,l = 0.15). In each of the rest

tissues, 3% of the genes have non-zero effects with πgk′,l = 0.03. We varied the proportion of

the variation in the outcome explained by UHP effects of the
∑G

g=1 Ig IVs of all G genes from

0.05 to 0.15. As shown in both Table 3.1a and Table 3.1b, when the number of IVs was limited

and all IVs had UHP [Morrison et al., 2020], the proposed mintMR model could control type

I error rate. Most competing methods, including mintMRsingle-gene, suffered from inflated

type I error rates. Most of the competing methods showed increases in type I error rates

when UHP effects increased. MVMR-Robust had reasonable control of type I error rates but

suffered from low power. When the proportion of the variation in the outcome explained by

UHP effects increased, the powers of all methods decreased. The proposed mintMR method

had comparable power to the oracle method, mintMRoracle. These simulation results, in

particular the comparisons of mintMR with mintMRoracle and mintMRsingle-gene, suggested

that multi-view learning of shared patterns across multiple genes can effectively improve the

estimation of latent disease-relevant probabilities, which leads to the improved estimation of

the causal effects of interest. In Table 3.2, we showed that mintMR had the smallest RMSE

among all the methods. In both settings, the multi-view learning of low-rank patterns of

causal effects improved the power and precision when the number of IVs was limited.

In Table 3.3, we compared these methods in different scenarios. In Table 3.3a, we in-

creased the number of IVs from 15, 25, to 100. When the number of IVs increased, all

competing methods could better control the type I error rates. When the number of IVs was

100, all MVMR methods had reasonable control of the type I error rates. The power and

RMSE (Table 3.4) of all competing MVMR methods were similar to the proposed mintMR

and mintMR single-gene version. The univariable MR methods IVW and Egger still had
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slightly inflated type I error rates and low power due to the omission of correlated expo-

sures. These competing methods were proposed for analyzing complex traits as exposures,

and the number of IVs in conventional MR analyses is usually much larger than the number

of cis-QTLs as IVs in TWMR analyses. In other words, while existing MR methods work

effectively for complex trait exposures, they may not perform as well in TWMR analyses,

and our proposed mintMR was tailored for analyzing molecular traits as exposures from

multiple contexts/tissues. In Table 3.3b, we varied the probability of QTL effect sharing.

When the probability decreased, eQTL/IV effects became more context/tissue-specific and

the consistency of IV effects decreased. Table 3.3b showed that when the consistency of QTL

effects across the QTL and GWAS sample decreased, power was reduced for all methods due

to the inclusion of many inconsistent IVs. Conversely, the power improved when more QTLs

with tissue-shared effects were selected as IVs. This simulation underscores the importance

of considering multiple tissues and selecting QTLs with consistent effects across more than

one tissue as IVs. In Table 3.3c, we varied the number of tissues for each exposure. When

the number of tissues increased, mintMR showed improved power as more IVs were included.

In Table 3.5, we showed that mintMR had the smallest RMSEs when varying the consis-

tency of QTL effect and the number of tissues. In Table 3.6, we increased the sample size

from 500 to 10,000 for each tissue type in the presence of UHP. The larger tissue sample

size improved the estimation of the IV-to-exposure effects, while also making the impacts of

invalid IVs stronger. The performance of competing methods was similar for different sample

sizes. In Table 3.7, we varied the causal effect size, the proposed mintMR method controlled

the type I error rate and showed improved power compared with other methods. MintMR

had the smallest RMSEs on data with varied sample sizes and effect sizes (Table 3.9). In

addition, we simulated correlated IVs with genetic correlation up to 0.5. When the IVs were

correlated and the numbers of IVs were limited, the proposed mintMR could still control the

type I error rate and showed reasonable power (Table 3.8).
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3.5 Data analysis: Identifying trait/disease risk-associated genes

via mintMR

We applied the proposed mintMR method to map risk genes for 35 complex traits and

diseases, including 14 immunological traits, 6 metabolic traits, 2 neurological diseases, 2

cardiovascular traits, 7 psychiatric diseases and traits, and 4 other traits. We used GWAS

statistics as the IV-to-outcome statistics. Details of the GWAS statistics can be found

in Table S11. We used multi-tissue eQTL and mQTL summary statistics as the IV-to-

exposure statistics. For eQTLs, we obtained the summary statistics for blood tissue from

the eQTLGen consortium [Võsa et al., 2021] (N = 31, 684), for muscle tissue (N = 706), lung

tissue (N = 515) and brain cerebellum tissue (N = 209) from version 8 of the Genotype-

Tissue Expressions (GTEx) project [Consortium, 2020], and for brain dorsolateral prefrontal

cortex tissue from the Religious Orders Study and Memory and Aging Project (ROSMAP;

N = 560) [Bennett et al., 2018]. For mQTLs, we obtained the summary statistics for lung

tissue from GTEx [Oliva et al., 2023] (N = 190), skeletal muscle tissue from FUSION [Taylor

et al., 2019] (N = 265), and blood tissue (N = 1, 366) from Brisbane Systems Genetics Study

(BSGS) [McRae et al., 2014, Powell et al., 2012] plus Lothian Birth Cohorts (LBC) [Deary

et al., 2012]. For each gene, we selected the proximal CpG site (within 100 KB of TSS)

that explained the most variation in expression. For each gene-CpG pair, we selected the

cis-eSNPs or mSNPs with non-zero and sign-consistent eQTL or mQTL effects in at least two

tissues (P ≤ 0.005). We performed LD clumping at the r2 threshold of 0.01. We restricted

our analysis to genes with at least 10 IVs overall and at least one IV for each tissue.

We applied mintMR to each of the 35 complex traits and diseases, with an average of

3,440 genes examined for each trait/disease. At the false discovery rate (FDR) of 0.05, we

identified the genes and CpG sites showing significant effects in at least two tissues for each

examined trait/disease. See Table 3.12 for a list of examined traits/diseases, the number of

genes studied, and the number of detected genes and CpG sites. In Table 3.11, we evaluated
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the genome-wide inflation factor [Devlin and Roeder, 1999] with and without accounting for

DNAm, based on the p-value distributions of gene expression in each tissue. By accounting

for the most correlated cis-CpG site, genome-wide inflation is substantially reduced for all

examined traits and diseases. An important message from our analysis result is that in

mapping the expression of risk genes, cis-DNAm can be a major confounder if not accounted

for. Existing studies showed that cis DNAm frequently correlates with cis expression and

cis-eQTLs often co-occur with cis-mQTLs [Pierce et al., 2018]. If a cis-e/mQTL or a variant

in LD with it is selected as an IV and cis-DNAm is not accounted for, the causal inference

can be compromised due to the IVs being correlated with the confounder. In Table 3.10, we

showed that mintMR had lower inflation factors than MVMR-Lasso, MVMR-Median, and

MVMR-IVW. The inflation factors of mintMR and MVMR-Robust are comparable. Due to

the prevalent pleiotropy in TWMR analysis, MVMR-Egger and MVMR-Robust are expected

to have lower power than the other examined methods [Lin et al., 2023, Grant and Burgess,

2021]. Simulation showed that MVMR-Egger and MVMR-Robust have much lower power

than mintMR when UHP is prevalent. We also note that there is remaining mild inflation

in the p-values. It suggests that there are additional factors and potential IV-associated

confounders that have not been fully accounted for in the analyses. This could be at least

partially due to, for example, secondary cis-CpG sites, and other correlated and co-expressed

cis genes in the region. The proposed mintMR model is a multivariable MR framework and

it can be applied to jointly consider one or more cis gene expression and multiple CpG sites.

In Figure 3.2a, we showed the quantile-quantile (QQ) plot of negative log base 10 of

p-values for gene expression effects on hypertension in the blood tissue. The genome-wide

inflation factor decreased from 1.88 to 1.25 after accounting for DNAm. In the 5q31-32 region,

we identified four genes (HSPA4, HARS2, KIAA0141, and ARHGEF37 ) showing significant

effects on hypertension (FDR< 0.05) without accounting for DNAm. After adjusting for the
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most correlated cis-CpG site, only the expression of HSPA4 still showed a significant effect

(Figure 3.2b). HSPA4 is a member of the heat shock protein 70 family, which is known

to be involved in the pathogenesis of hypertension [Mohamed et al., 2012, Rodriguez-Iturbe

et al., 2023]. We further conducted a colocalization analysis, and only the gene HSPA4

showed a high probability of colocalization with hypertension (PP4= 0.95) (Figure 3.2c).

Additionally, we examined all the significant genes identified for hypertension at the FDR

level of 0.05 in at least two tissues. Out of the 57 identified genes, 49 were analyzed in

a TWAS [Gamazon et al., 2019]. Among these, 15 genes (30.6%) were also significant in

the TWAS analysis (P < 0.005), a proportion much higher than that observed among

all genes examined (14.2%). Moreover, 6 out of these 49 genes (12.2%) were supported

by colocalization analyses (PP4> 0.7), a much higher proportion than all genes examined

(2.3%).

We further conducted pathway analyses on the significant genes and proximal genes

correlated with significant CpGs identified for each of the 35 traits and diseases, utilizing

the Reactome [Fabregat et al., 2018] and Gene Ontology [Ashburner et al., 2000] database.

We detected the significantly enriched biological pathways for each trait/disease, as shown

in Figure 3.3. Our results revealed many enriched pathways being shared among related

traits, suggesting shared mechanisms. Lipid-related pathways, including lipid localization

and transport, are implied for Alzheimer’s disease, monocyte count lymphocyte count, and

platelet count. As the basic component of cell membranes, lipids play an important role in

brain function. Impaired homeostasis of lipids is known to be related to neurologic disor-

ders [Kao et al., 2020, Di Paolo and Kim, 2011, Li et al., 2022]. Monocytes, lymphocytes, and

platelets are key components of the immune system [Schluter et al., 2020, Shi and Pamer,

2011, Scherlinger et al., 2023], and the fact that these traits share common enriched pathways

with Alzheimer’s disease suggests that inflammation and immune response play a significant

role in Alzheimer’s disease. [Heppner et al., 2015, Heneka et al., 2015]
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3.6 Discussion

In this work, we propose an integrative multi-context Mendelian randomization method,

mintMR, for addressing unique challenges in TWMR analysis. MintMR performs a multi-

tissue MR analysis using QTLs as IVs for each gene region. It improves the estimation

of tissue-specific causal effects of all genes by simultaneously modeling the latent disease-

relevance context/tissue indicators for multiple gene regions, jointly learning the low-rank

patterns of latent indicators/probabilities via multi-view learning techniques, and then using

the major patterns to update the probability of non-zero effects. The joint learning of

disease-relevance of latent tissue indicators improves the estimation of sparse tissue-specific

causal effects for all genes. By selecting cross-tissue QTLs as IVs and considering both gene

expression and DNAm as joint exposures, mintMR improves IV consistency and reduces

confounding due to correlated cis molecular traits when mapping causal genes. Simulations

show that mintMR can control the type I error rates and has good powers in various settings,

even when there are a limited number of QTLs as IVs and the causal effects are sparse.

We applied mintMR to map risk genes for 35 complex traits and diseases, leveraging QTL

summary statistics from multiple tissues of different studies and GWAS summary statistics.

Our results showed a reasonable control of genome-wide inflation for the examined traits and

diseases, demonstrating the feasibility of leveraging multi-tissue QTLs and jointly learning

disease-relevance probabilities across multiple gene regions in improving causal identification.

Our results also suggested DNAm being a major confounder in mapping risk genes. By

accounting for cis DNAm, genome-wide inflation for TWMR analyses was substantially

reduced. Our analysis and results demonstrated that mintMR could offer valuable insights

into disease-relevant tissues and the underlying mechanisms.

There are several limitations of our work. First, mintMR does not allow IV to be as-

sociated with unmeasured confounders. As a multivariable MR framework, mintMR allows

the adjustment and joint modeling of correlated molecular traits (confounders) as joint ex-
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posures. Simulation studies show that mintMR is robust to mild violations of the InSIDE

assumption. In the TWMR analysis of 35 traits and diseases, we noted some remaining

mild genome-wide inflation after modeling the most correlated cis-CpG sites. In future anal-

yses, additional correlated cis molecular traits, such as secondary cis CpG sites or nearly

co-expressed genes, could also be modeled to further reduce genome-wide inflation. Second,

we assume linear effects of exposures on outcome. The current mintMR model is not flexible

for modeling complex interactions among exposures and interactions with known covariates,

such as sex-biased effects.

In future work, mintMR can be extended to allow for correlated horizontal pleiotropy

by identifying IVs with such effects. Another area of future development is to improve the

modeling of major patterns of disease relevance indicators by adopting other advanced multi-

view learning techniques. In this work, we used CCA and PCA to capture omics-shared and

tissue-shared patterns in mapping risk genes. Other deep learning and supervised multi-

view learning methods could be implemented to promote other desirable patterns among

examined genes [Andrew et al., 2013, Yin and Sun, 2019, Wang et al., 2015]. Moreover, the

mintMR model could be further expanded to model interaction effects among joint exposures

and covariates. These developments will be explored in future works.
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Proportion of the variance in the outcome
explained by UHP effects

0.05 0.1 0.15 0.05 0.1 0.15
Power Type I error rate

mintMR 0.859 0.786 0.657 0.050 0.049 0.048
mintMRoracle 0.903 0.842 0.773 0.048 0.050 0.048

mintMRsingle-gene 0.718 0.629 0.567 0.072 0.120 0.158
IVW+metaIV 0.351 0.317 0.323 0.149 0.160 0.162

Egger 0.308 0.275 0.262 0.131 0.138 0.141
MVMR-IVW 0.663 0.534 0.473 0.121 0.128 0.134
MVMR-Egger 0.573 0.518 0.443 0.133 0.138 0.138
MVMR-Lasso 0.770 0.730 0.704 0.159 0.214 0.259

MVMR-Median 0.641 0.572 0.519 0.089 0.117 0.132
MVMR-Robust 0.455 0.374 0.315 0.062 0.076 0.080

(a)

Proportion of the variance in the outcome
explained by UHP effects

0.05 0.1 0.15 0.05 0.1 0.15
Power Type I error rate

mintMR 0.841 0.794 0.677 0.051 0.050 0.046
mintMRoracle 0.898 0.830 0.775 0.050 0.048 0.048

mintMRsingle-gene 0.691 0.610 0.582 0.074 0.116 0.155
IVW+metaIV 0.362 0.341 0.342 0.146 0.157 0.158

Egger 0.305 0.270 0.273 0.131 0.135 0.139
MVMR-IVW 0.652 0.523 0.461 0.122 0.130 0.134
MVMR-Egger 0.510 0.441 0.384 0.121 0.136 0.141
MVMR-Lasso 0.764 0.710 0.681 0.158 0.210 0.257

MVMR-Median 0.677 0.578 0.500 0.087 0.115 0.127
MVMR-Robust 0.444 0.365 0.295 0.062 0.077 0.080

(b)

Table 3.1: Simulation results evaluating the performance of mintMR versus competing meth-
ods when the number of IVs is limited. Two types of causal effects of genes on outcomes are
simulated. (a) Genes affect outcomes in multiple tissues, with each gene having an equal
probability (5%) of having non-zero effects in any tissue. (b) In one tissue, 15% of the genes
have non-zero effects on outcome. In each of the rest tissues, 3% of the genes have non-zero
effects. The proportion of variation in outcome explained by UHP effects varies from 0.05
to 0.15. The sample size of the outcome is 50,000 and 500 for exposure. The number of
IVs is 15. Two exposures are generated and each exposure has 5 tissues. The causal effects
are generated with N (0, 0.015). Results are underlined for methods unable to control type
I error rates (≥ 0.1).
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Proportion of the variance in
the outcome explained by UHP effects

0.05 0.1 0.15
mintMR 0.027 0.033 0.038

mintMR (oracle) 0.011 0.012 0.013
mintMR (single gene) 0.081 0.092 0.107

IVW+metaIV 0.047 0.053 0.057
Egger 0.163 0.187 0.208

MVMR-IVW 0.044 0.055 0.065
MVMR-Egger 0.061 0.078 0.091
MVMR-Lasso 0.050 0.065 0.077

MVMR-Median 0.051 0.065 0.076
MVMR-Robust 0.044 0.055 0.065

MVcML 0.034 0.038 0.040

(a)

Proportion of the variance in
the outcome explained by UHP effects

0.05 0.1 0.15
mintMR 0.027 0.033 0.038

mintMR (oracle) 0.011 0.012 0.014
mintMR (single gene) 0.077 0.089 0.103

IVW+metaIV 0.047 0.052 0.057
Egger 0.160 0.184 0.204

MVMR-IVW 0.044 0.056 0.065
MVMR-Egger 0.066 0.084 0.099
MVMR-Lasso 0.050 0.065 0.077

MVMR-Median 0.051 0.065 0.076
MVMR-Robust 0.044 0.056 0.065

MVcML 0.034 0.038 0.040

(b)

Table 3.2: RMSE comparison of mintMR versus its variants and competing methods when
IVs are limited (Ig = 15). Two types of causal effects of genes on outcomes are simulated. (a)
Genes affect outcomes in multiple tissues, with each gene having an equal probability (5%)
of having non-zero effects in any tissue. (b) In one tissue, 15% of the genes have non-zero
effects on outcome. In each of the rest tissues, 3% of the genes have non-zero effects. The
proportion of the variance in the outcome explained by UHP effect varies from 0.05 to 0.15.
The sample size for the outcome is 50,000 and 500 for each exposure. Two exposures are
generated and each exposure has 5 tissues. The causal effects are generated from N (0, 0.015).
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Number of IVs
15 25 100 15 25 100

Power Type I error rate
mintMR 0.734 0.822 0.932 0.049 0.055 0.041

mintMRoracle 0.764 0.861 0.964 0.049 0.051 0.056
mintMRsingle-gene 0.547 0.789 0.963 0.115 0.109 0.059
IVW+metaIV 0.351 0.352 0.530 0.145 0.144 0.093

Egger 0.236 0.254 0.220 0.134 0.112 0.074
MVMR-IVW 0.444 0.774 0.969 0.122 0.064 0.055
MVMR-Egger 0.383 0.729 0.898 0.122 0.063 0.055
MVMR-Lasso 0.631 0.783 0.969 0.194 0.068 0.057

MVMR-Median 0.526 0.745 0.920 0.114 0.116 0.100
MVMR-Robust 0.276 0.730 0.961 0.066 0.047 0.051

(a)

Probability of QTL effect being consistent across samples
0.8 0.5 0.2 0.8 0.5 0.2

Power Type I error rate
mintMR 0.867 0.789 0.660 0.053 0.066 0.060

mintMRoracle 0.898 0.852 0.746 0.049 0.054 0.050
mintMRsingle-gene 0.751 0.712 0.527 0.236 0.152 0.194
IVW+metaIV 0.299 0.388 0.399 0.148 0.156 0.168

Egger 0.367 0.289 0.264 0.109 0.110 0.127
MVMR-IVW 0.682 0.572 0.436 0.122 0.106 0.067
MVMR-Egger 0.562 0.495 0.407 0.120 0.098 0.064
MVMR-Lasso 0.793 0.679 0.443 0.188 0.129 0.069

MVMR-Median 0.723 0.671 0.500 0.172 0.112 0.069
MVMR-Robust 0.513 0.432 0.324 0.067 0.052 0.036

(b)

Number of tissues for each exposure
5 10 20 5 10 20

Power Type I error rate
mintMR 0.553 0.713 0.739 0.052 0.037 0.062

mintMRoracle 0.586 0.810 0.900 0.048 0.050 0.048
mintMRsingle-gene 0.497 0.538 0.583 0.174 0.235 0.126
IVW+metaIV 0.321 0.286 0.281 0.146 0.157 0.125

Egger 0.240 0.180 0.192 0.138 0.124 0.105
MVMR-IVW 0.316 0.302 0.487 0.126 0.122 0.081
MVMR-Egger 0.266 0.326 0.404 0.126 0.153 0.084
MVMR-Lasso 0.612 0.364 0.493 0.303 0.145 0.081

MVMR-Median 0.418 0.225 0.480 0.135 0.076 0.103
MVMR-Robust 0.175 0.190 0.407 0.072 0.062 0.060

(c)
Table 3.3: Simulation results evaluating the performance of mintMR versus competing meth-
ods. (a) Results when varying the number of IVs. The proportion of variation in outcome
explained by UHP effect is 0.1. The causal effects are generated from N (0, 0.01). The
probability of consistency is 0.8. Five tissues are generated for each exposure. (b) Results
when decreasing the probability of QTL effect being consistent. The causal effects are gen-
erated from N (0, 0.02). We simulated 15 IVs across 5 tissues for each exposure. (c) Results
when the number of tissues increases from 5, 10, to 20. We simulated 15, 25, and 45 IVs
correspondingly. The probability of consistency is 0.8. Causal effects are generated from
N (0, 0.01). Results are underlined for methods unable to control type I error rates (≥ 0.1).
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Number of IVs
15 25 100 15 25 100

Proportion of the variance in the outcome
explained by UHP effects

0.05 0.15
mintMR 0.032 0.025 0.017 0.037 0.029 0.018

mintMRoracle 0.015 0.013 0.012 0.017 0.015 0.013
mintMRsingle-gene 0.072 0.051 0.034 0.090 0.062 0.036

IVW+metaIV 0.048 0.046 0.028 0.053 0.051 0.030
Egger 0.178 0.142 0.138 0.202 0.158 0.148

MVMR-IVW 0.055 0.029 0.017 0.065 0.033 0.018
MVMR-Egger 0.088 0.033 0.019 0.104 0.038 0.020
MVMR-Lasso 0.063 0.029 0.017 0.076 0.034 0.018

MVMR-Median 0.063 0.034 0.020 0.074 0.040 0.021
MVMR-Robust 0.055 0.029 0.017 0.065 0.033 0.018

MVcML 0.036 0.031 0.022 0.037 0.034 0.025

Table 3.4: RMSE comparison of mintMR versus its variants and competing methods when
varying the number of IVs. Two exposures are generated and each exposure has 5 tissues.
The total number of IVs varies from 15 to 100. The sample size for the outcome is 50,000
and 500 for each exposure. The causal effects are simulated from N (0, 0.01).
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Number of tissues
Probability of QTL effect

being consistent
5 10 15 0.8 0.5 0.2

mintMR 0.041 0.034 0.029 0.032 0.036 0.041
mintMRoracle 0.019 0.013 0.013 0.014 0.016 0.019

mintMRsingle-gene 0.106 0.073 0.051 0.093 0.080 0.076
IVW+metaIV 0.058 0.048 0.036 0.055 0.064 0.065

Egger 0.223 0.199 0.207 0.142 0.179 0.671
MVMR-IVW 0.073 0.072 0.040 0.058 0.060 0.052
MVMR-Egger 0.117 0.091 0.043 0.072 0.072 0.060
MVMR-Lasso 0.088 0.079 0.040 0.065 0.063 0.053

MVMR-Median 0.083 0.080 0.047 0.065 0.067 0.061
MVMR-Robust 0.073 0.072 0.040 0.058 0.060 0.052

MVcML 0.037 0.020 0.013 0.052 0.052 0.042

Table 3.5: RMSE comparison of mintMR versus its variants and competing methods when
varying the number of tissues and the probability of having consistent effects in QTL and
GWAS data for each IV. Specifically, when varying the number of tissues for each exposure
from 5, 10, to 15, we generated 15, 25, and 45 IVs respectively, with the probability of
consistent effects fixed at 0.8. When varying the probability of consistent effects from 0.8
to 0.2, we fixed the number of tissues for each exposure as 5. In both sets of simulations,
the causal effects are generated from N (0, 0.02) and the proportion of the variance in the
outcome explained by UHP effects is 0.1.
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Number of samples of exposures
500 1000 10000 500 1000 10000

Power Type I error rate
mintMR 0.833 0.868 0.872 0.052 0.052 0.049

mintMRoracle 0.878 0.880 0.922 0.045 0.049 0.052
mintMRsingle-gene 0.707 0.758 0.781 0.190 0.232 0.235

IVW+metaIV 0.322 0.296 0.397 0.160 0.149 0.135
Egger 0.256 0.381 0.669 0.129 0.110 0.103

MVMR-IVW 0.653 0.686 0.688 0.127 0.117 0.102
MVMR-Egger 0.527 0.565 0.617 0.142 0.113 0.132
MVMR-Lasso 0.765 0.799 0.790 0.202 0.181 0.136

MVMR-Median 0.686 0.727 0.855 0.158 0.166 0.191
MVMR-Robust 0.462 0.514 0.512 0.058 0.062 0.049

MVcML 0.202 0.309 0.469 0.024 0.043 0.058

Table 3.6: Simulation results evaluating the performance of mintMR versus its variants and
competing methods when the number of samples for each exposure varies from 500 to 10,000.
Sample size for outcome is fixed at 50,000. Two exposures are generated and each exposure
has 5 tissues. The number of IVs is 15. The causal effects are generated from N (0, 0.02) and
the proportion of the variance in the outcome explained by UHP effects is 0.1. Results are
underlined for methods unable to control type I error rates (≥ 0.1).

Variance for generating causal effect
0.005 0.01 0.02 0.005 0.01 0.02

Power Type I error rate
mintMR 0.548 0.734 0.815 0.050 0.049 0.050

mintMRoracle 0.584 0.764 0.865 0.050 0.049 0.050
mintMRsingle-gene 0.417 0.547 0.694 0.113 0.115 0.120

IVW+metaIV 0.307 0.351 0.370 0.136 0.145 0.158
Egger 0.214 0.236 0.271 0.131 0.134 0.131

MVMR-IVW 0.296 0.444 0.638 0.122 0.122 0.122
MVMR-Egger 0.276 0.383 0.508 0.124 0.122 0.126
MVMR-Lasso 0.415 0.631 0.825 0.177 0.194 0.211

MVMR-Median 0.382 0.526 0.700 0.117 0.114 0.110
MVMR-Robust 0.178 0.276 0.430 0.070 0.066 0.064

Table 3.7: Simulation results evaluating the performance of mintMR versus its variants and
competing methods. Causal effects βgk,l’s are generated from N

(
0, σ2β

)
and σ2β varies from

0.005 to 0.02. The proportion of the variance in the outcome explained by UHP effects is
0.1. Results are underlined for methods unable to control type I error rates (≥ 0.1).
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Proportion of the variance in the outcome
explained by UHP effects

0.05 0.1 0.15 0.05 0.1 0.15
Power Type I error rate

mintMR 0.843 0.786 0.724 0.053 0.050 0.052
mintMRoracle 0.915 0.869 0.814 0.052 0.053 0.048

mintMRsingle-gene 0.644 0.627 0.599 0.062 0.098 0.126
IVW+metaIV 0.399 0.407 0.407 0.216 0.234 0.234

Egger 0.398 0.342 0.308 0.084 0.083 0.085
MVMR-IVW 0.673 0.608 0.538 0.097 0.094 0.090
MVMR-Egger 0.572 0.535 0.490 0.118 0.121 0.120
MVMR-Lasso 0.732 0.710 0.690 0.137 0.153 0.186

MVMR-Median 0.693 0.616 0.532 0.064 0.082 0.092
MVMR-Robust 0.508 0.430 0.373 0.045 0.046 0.044

Table 3.8: Simulation results evaluating the performance of mintMR versus its variants and
competing methods when IVs are correlated with genetic correlation up to 0.5. Causal effects
are generated from N (0, 0.02). Results are underlined for methods unable to control type I
error rates (≥ 0.1).

Method
Tissue sample size in

one tissue
Variance for generating

causal effect
500 1000 10000 0.005 0.01 0.02

mintMR 0.032 0.025 0.017 0.030 0.032 0.035
mintMRoracle 0.015 0.013 0.012 0.014 0.015 0.018

mintMRsingle-gene 0.072 0.051 0.034 0.064 0.072 0.081
IVW+metaIV 0.048 0.046 0.028 0.042 0.048 0.059

Egger 0.178 0.142 0.138 0.162 0.178 0.206
MVMR-IVW 0.055 0.029 0.017 0.053 0.055 0.060
MVMR-Egger 0.088 0.033 0.019 0.084 0.088 0.094
MVMR-Lasso 0.063 0.029 0.017 0.058 0.063 0.070

MVMR-Median 0.063 0.034 0.020 0.060 0.063 0.068
MVMR-Robust 0.055 0.029 0.017 0.053 0.055 0.060

MVcML 0.036 0.031 0.022 0.034 0.036 0.037

Table 3.9: RMSE comparison of mintMR versus its variants and competing methods when
varying the number of samples in each tissue and effect size. The proportion of the variance
in the outcome explained by UHP effect is 0.1. When varying sample sizes of exposures from
500 to 10,000, the causal effects are generated from N (0, 0.02). When varying the variance
for generating causal effects (σ2β), the sample size of exposure was fixed at 500.
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MVMR methods
Trait mintMR Median Lasso IVW Robust Egger

Hypertension 1.24 1.79 1.89 1.59 1.84 1.48
Morning or Evening Person 1.37 1.80 1.78 1.58 1.48 1.46

Neuroticism Score 1.40 1.59 1.71 1.58 1.58 1.48
Birth Weight 1.45 1.84 1.83 1.62 1.58 1.51

Body Fat Percentage 1.55 2.13 2.41 1.83 2.01 1.71
Body Mass Index 1.63 2.19 2.49 1.85 2.03 1.74

Height 1.71 2.26 2.54 1.93 2.07 1.75
Depressive Symptoms 1.28 1.57 1.33 1.39 1.21 1.30

Breast Cancer 1.40 1.54 1.43 1.47 1.42 1.36
Eosinophil Count 1.47 1.81 1.71 1.54 1.51 1.40

High Light Scatter Reticulocyte Count 1.47 1.76 1.68 1.54 1.49 1.39
Monocyte Count 1.49 1.77 1.71 1.53 1.49 1.41
Neutrophil Count 1.52 1.85 1.77 1.59 1.53 1.44
Platelet Count 1.58 1.83 1.85 1.61 1.62 1.50
Schizophrenia 1.59 1.80 1.92 1.67 1.70 1.54
Sleep Duration 1.30 1.49 1.33 1.34 1.22 1.25

Chronotype 1.34 1.57 1.45 1.41 1.20 1.27
Low-density Lipoprotein 1.47 1.72 1.59 1.50 1.33 1.39

Sum Eosinophil Basophil Count 1.48 1.82 1.68 1.50 1.48 1.38
Lymphocyte Count 1.49 1.76 1.74 1.60 1.47 1.47
Reticulocyte Count 1.52 1.76 1.73 1.58 1.49 1.43

Asthma 1.53 1.70 1.56 1.54 1.38 1.45
Intelligence 1.54 1.71 1.67 1.56 1.41 1.42

Red Blood Cell Count 1.55 1.84 1.82 1.61 1.52 1.49
Granulocyte Count 1.56 1.88 1.80 1.61 1.53 1.44

White Blood Cell Count 1.57 1.85 1.81 1.64 1.53 1.51
Sum Neutrophil Eosinophil Count 1.58 1.89 1.79 1.62 1.52 1.46

Myeloid White Cell Count 1.59 1.89 1.79 1.60 1.55 1.45
Sum Basophil Neutrophil Count 1.59 1.88 1.76 1.60 1.51 1.43
Intermediate-density Lipoprotein 1.42 1.65 1.45 1.40 1.27 1.30

Insomnia 1.32 1.44 1.27 1.29 1.11 1.22
High-density Lipoprotein 1.39 1.39 1.21 1.26 1.07 1.16

Stroke 1.43 1.59 1.36 1.36 1.22 1.28
Atrial Fibrillation 1.51 1.60 1.44 1.42 1.22 1.34

Alzheimer’s Disease 1.41 1.38 1.31 1.32 1.28 1.20

Table 3.10: The averaged genome-wide inflation factors across tissues for the p-values of
gene expression adjusting for cis-DNAm on different outcomes based on mintMR and five
competing MVMR methods. Results from competing methods are underlined if the method
has a higher inflation factor than mintMR.
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Class Trait Exp. adj.
DNAm

Exp no
adj.

Immunological High Light Scatter Reticulocyte Count 1.47 1.98
Immunological Eosinophil Count 1.47 2.01
Immunological Sum Eosinophil Basophil Count 1.48 2.05
Immunological Monocyte Count 1.49 2.08
Immunological Lymphocyte Count 1.49 2.03
Immunological Neutrophil Count 1.52 2.09
Immunological Reticulocyte Count 1.52 1.99
Immunological Red Blood Cell Count 1.55 2.09
Immunological Granulocyte Count 1.56 2.08
Immunological White Blood Cell Count 1.57 2.07
Immunological Sum Neutrophil Eosinophil Count 1.58 2.02
Immunological Platelet Count 1.58 2.09
Immunological Sum Basophil Neutrophil Count 1.59 2.00
Immunological Myeloid White Cell Count 1.59 2.04

Psychiatric Depressive Symptoms 1.28 1.76
Psychiatric Sleep Duration 1.30 1.84
Psychiatric Chronotype 1.34 1.86
Psychiatric Morning or Evening Person 1.37 1.93
Psychiatric Neuroticism Score 1.40 1.87
Psychiatric Alzheimer’s Disease 1.41 1.78
Psychiatric Schizophrenia 1.59 1.99
Metabolic High-density Lipoprotein 1.39 1.76
Metabolic Intermediate-density Lipoprotein 1.42 1.90
Metabolic Birth Weight 1.45 2.03
Metabolic Low-density Lipoprotein 1.47 1.94
Metabolic Body Fat Percentage 1.55 2.15
Metabolic Body Mass Index 1.63 2.29

Cardiovascular Hypertension 1.24 1.89
Neurological Insomnia 1.32 1.75
Neurological Stroke 1.43 1.82

Cardiovascular Atrial Fibrillation 1.51 1.87
Neoplasms Breast Cancer 1.40 1.88
Respiratory Asthma 1.53 1.97
Cognitive Intelligence 1.54 1.95
Skeletal Height 1.71 2.33

Table 3.11: The averaged genome-wide inflation factors across tissues for the p-values of
gene expression on different outcomes with and without accounting for DNA methylation,
using mintMR.
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Category Trait # Genes
analyzed

# Significant
genes

# Significant
CpGs

Skeletal Height 3434 139 59
Metabolic Body Mass Index 3471 120 55

Immunological Platelet Count 3418 111 34
Immunological Lymphocyte Count 3418 110 45
Immunological Red Blood Cell Count 3418 110 45

Psychiatric Schizophrenia 3471 110 35
Metabolic Body Fat Percentage 3471 109 30

Immunological White Blood Cell Count 3418 106 33
Cardiovascular Atrial Fibrillation 3486 104 43
Immunological Granulocyte Count 3418 99 36

Cognitive Intelligence 3471 99 35
Immunological Myeloid White Cell Count 3418 98 33
Immunological Eosinophil Count 3418 96 36
Immunological Monocyte Count 3419 94 32
Immunological Sum Neutrophil Eosinophil Count 3418 94 37
Immunological Neutrophil Count 3418 93 34

Neoplasms Breast Cancer 3471 93 36
Immunological Sum Basophil Neutrophil Count 3418 92 34
Neurological Stroke 3472 91 35

Immunological Sum Eosinophil Basophil Count 3418 91 34
Respiratory Asthma 3486 90 48

Immunological High Light Scatter Reticulocyte Count 3418 88 40
Immunological Reticulocyte Count 3418 88 32

Metabolic Birth Weight 3471 87 31
Psychiatric Neuroticism Score 3471 84 31
Psychiatric Morning or Evening Person 3471 81 27
Metabolic Low-density Lipoprotein 3387 79 30
Metabolic Intermediate-density Lipoprotein 3487 77 32
Psychiatric Alzheimer’s Disease 3458 72 26
Psychiatric Chronotype 3305 70 19
Psychiatric Sleep Duration 3463 69 21
Metabolic High-density Lipoprotein 3471 60 35

Cardiovascular Hypertension 3471 57 14
Neurological Insomnia 3467 53 28
Psychiatric Depressive Symptoms 3393 37 20

Table 3.12: The 35 complex traits/diseases analyzed, their categories, and the number of
genes being examined for each trait/disease. The numbers of genes/CpGs showing non-zero
effects in at least two tissues for each outcome at the level of FDR< 0.05 are listed.
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Figure 3.2: (a) A QQ plot of negative log base 10 of p-values for gene expression effects on
hypertension. Red points represent the p-values of gene expression adjusting for DNAm. Blue
points are the p-values of gene expression without adjusting for DNAm. Genome-wide inflation
factors (GIF) for both analyses are shown. (b) The causal effects of four genes on hypertension in
the blood tissue in the 5q31-32 region, with and without adjusting for DNAm. Without adjusting
for DNAm (blue points and error bars), the four gene expression levels show significant effects
on hypertension (FDR<0.05). After adjusting for DNAm (red points and error bars), only the
expression of HSPA4 is significant. (c) Genotype-phenotype association p-values in the HSPA4
locus for hypertension GWAS (top panel) and eQTL in the blood (bottom panel). The colocalization
probability (PP4) of eQTL with GWAS signal is shown. The diamond-shaped point represents the
top significant eQTL variant (rs72801474). Linkage disequilibrium between SNPs is assessed by
squared Pearson coefficient of correlation (r2).
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Figure 3.3: The heatmaps of enriched pathways for (a) identified genes affecting complex
traits/diseases and (b) proximal genes correlated with the identified significant CpG sites.
The p-values of pathway enrichment are calculated based on one-sided Fisher’s exact tests
without multiple testing adjustments. Pathways with p-values< 0.005 for at least two traits
are presented.

98



CHAPTER 4

UNVEILING RISK GENES IN SPECIFIC CELL TYPES VIA A

DEEP LEARNING MENDELIAN RANDOMIZATION METHOD

INTEGRATING SINGLE-CELL QTL WITH GWAS

4.1 Attributions

Dr. Lin Chen conceived the project and contributed to the development of the methods and

the writing of the manuscript.

4.2 Introduction

In recent years, single-cell RNA sequencing (scRNA-seq) has revolutionized the landscape of

genomics by enabling the high-throughput profiling of gene expression at an unprecedented

resolution [Hwang et al., 2018, Tang et al., 2009], specific to cell types and states. This

advancement has facilitated the emergence of single-cell expression quantitative trait loci

(sc-eQTLs) mapping across different cell types [van der Wijst et al., 2020, Yazar et al.,

2022, Oelen et al., 2022, Soskic et al., 2022], revealing how expression levels associated with

trait/disease-related genetic variants manifest in specific cell populations [de Vries et al.,

2020, Nathan et al., 2022]. Despite the significant insights gained from sc-eQTL studies,

new challenges arise due to the intrinsic variability in gene expression among individual cells

and the heterogeneity of cell types [Carter and Zhao, 2021, Yazar et al., 2022, Perez et al.,

2022]. Moreover, the power of sc-eQTL data is currently limited by sample sizes [He et al.,

2021, Bryois et al., 2022, Lopes et al., 2022, Young et al., 2021, Jerber et al., 2021]. To

improve power, recent studies integrate sc-eQTL with bulk-tissue eQTL (bk-eQTL) and cell

type-specific eQTLs (ct-eQTLs) derived from bulk tissues [Donovan et al., 2020, Consortium

et al., 2020]. Bk-eQTLs aggregate effects from various cell types and bk-calculated ct-eQTLs
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often have consistent effects with sc-eQTL effects in specific contexts [Aguirre-Gamboa et al.,

2020].

Existing methods have been proposed to integrate eQTLs with GWAS to map risk genes

via Mendelian randomization (MR) [Gleason et al., 2021, Zhou et al., 2020, Richardson

et al., 2020], transcriptome-wide association analysis (TWAS) [Hu et al., 2019, Wainberg

et al., 2019, Yuan et al., 2020, Shi et al., 2020, Luningham et al., 2020] and colocaliza-

tion [Giambartolomei et al., 2014, Foley et al., 2021, Pividori et al., 2020, Giambartolomei

et al., 2018]. Two-sample MR methods treat SNPs associated with risk exposures as instru-

mental variables (IVs) to assess the causal effects from exposure on outcome [Chen et al.,

2007, Lawlor et al., 2008, Schadt et al., 2005, Davey Smith and Ebrahim, 2003]. MR has been

widely used to identify risk factors allowing the presence of unmeasured confounders [Burgess

et al., 2013, Bowden et al., 2015, Zhao et al., 2020]. Recently, transcriptome-wide MR

methods have been applied to identify risk genes for complex diseases treating eQTLs as

IVs [Gleason et al., 2021, Richardson et al., 2020, Barfield et al., 2018, Zhou et al., 2020].

Compared with TWAS, MR infers causal relationships instead of associations, allowing un-

measured confounders if not associated with IVs. Compared with colocalization analysis,

recent extensions of MR enjoy relaxed assumptions [Cheng et al., 2022, Wang et al., 2021,

Xue et al., 2021, Morrison et al., 2020], and multivariable MR [Burgess and Thompson,

2015, Rees et al., 2017, Grant and Burgess, 2021, Lin et al., 2023, Yihao Lu and Ke Xu

and Bowei Kang and Brandon L Pierce and Fan Yang and Lin Chen, 2024] allows the ad-

justment of known confounders and simultaneously consider multiple cell types. In Chapter

3, we develop a multi-tissue multi-omics MR method for jointly analyzing gene expression

and DNA methylation from multiple tissues to identify risk genes, integrating bk-eQTLs and

methylation-QTLs from multiple tissues with GWAS. In this Chapter, we propose an MR

method integrating sc-eQTLs and ct-eQTLs with genome-wide association study (GWAS)

summary statistics to map risk genes in specific cell types. The integration of sc-eQTL,
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ct-eQTL with GWAS presents a promising avenue to dissect the effects of gene expression in

distinct cell types and to elucidate mechanisms underlying diseases and traits at the cellular

level.

The integration of sc-eQTL, ct-eQTLs from bk, with GWAS faces many challenges, in-

cluding heterogeneity in effect sizes [Ding et al., 2024], sparsity of effects of risk genes in

specific cell types, and the prevalence of missing values due to the lack of sequencing in

specific cells [Zhang et al., 2024, Pool et al., 2023, Hicks et al., 2018]. Despite these chal-

lenges, previous integrative analyses of sc-eQTL and bulk QTL statistics have demonstrated

improved power in detecting eQTLs, underscoring the potential of such approaches [Ding

et al., 2024]. We propose a deep-learning-based multi-cell-type MR method, deep-cellMR,

to simultaneously analyze hundreds of genes for their cell-type-specific effects on disease

outcomes by performing MR across multiple cell types for each gene. An innovation of the

method is that it introduces a latent effect indicator of each gene in each cell type and

models the low-rank patterns of these latent indicators across genes, cells, and data via deep

learning. It uses random forest to impute latent variables for missing values [Stekhoven and

Bühlmann, 2012]. By applying deep multi-view learning methods [Yan et al., 2021, Wang

et al., 2015, 2016, Andrew et al., 2013, Ngiam et al., 2011] on the latent indicators across

genes from multiple cell types and data, deep-cellMR captures the nonlinear and complex

dependencies and patterns, uses the captured low-rank patterns to estimate the latent prob-

abilities of non-zero, and further improves the estimation of cell-type-specific effect of each

gene in each cell. The rationale is that risk genes for a disease often show non-zero effects in

specific cell types [Boyle et al., 2017, Finucane et al., 2018, Lynall et al., 2022]. Deep-cellMR

maps risk genes in specific cell types, addressing the inherent challenges such as limited

sample sizes, cell-type and context-specific mechanisms, sparse effects, complex nonlinear

dependence among cell types and data types (sc- vs ct-eQTLs), and substantial missingness

in the data.
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Through simulations, the deep multi-view learning method we used in deep-cellMR has

demonstrated enhanced power and precision compared to other methods. We have applied

deep-cellMR to dissect the molecular and cellular pathways implicated in cerebral amyloid

angiopathy (CAA), a form of cerebral small vessel disease (CSVD) [Greenberg et al., 2020,

Wang et al., 2024], and to explore the shared pathways and mechanisms underlying obesity

(OB) and type-2 diabetes (T2D), conditions that exacerbate the risk of both CAA and late-

onset Alzheimer’s disease (LOAD) [De Felice et al., 2022, Han and Li, 2010]. Our findings

not only shed light on the role of microvascular dysfunction in these comorbidities but also

pave the way for identifying novel pathophysiological mechanisms and therapeutic targets for

CAA and LOAD, marking a significant step forward in our understanding of these complex

diseases at a cellular level.

4.3 Methods

4.3.1 The integrative MR framework

The proposed deep-cellMR method simultaneously estimates the cell-type-specific effects of

hundreds of genes on the disease outcome across multiple cell types from multiple data.

As illustrated in Figure 4.1, for each gene it performs a multi-cell-type MR for estimating

cell-type-specific gene effects. By modeling the latent indicators of non-zero effects and

extracting the low-rank patterns across genes/cells/data via deep learning, deep-cellMR

estimates the disease-relevance probabilities of each gene in each cell type/data accounting

for these patterns, and iterates between performing MR and capturing patterns in non-zero

effects until the maximum iteration is reached. Specifically, we first introduce the single-

gene multi-cell-type MR model. For each gene, it treats gene expression of a single gene

from multiple cell types as the exposures, sc-eQTLs as the IVs, and the complex disease of

interest as the outcome. In addition to sc-eQTLs, we also integrate ct-eQTL calculated from
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Figure 4.1: Illustration of the deep-cellMR method. For each analyzed gene, deep-cellMR
performs a multi-cell-type MR separately. It estimates cell-type-specific gene effects. Deep-
cellMR models the latent effect indicators (δl) and uses deep multi-view learning methods
to capture major patterns in the modulation matrices (U l) of the latent indicators across
genes, cells, and data. In the deep multi-view learning step, deep-cellMR uses deep neural
networks to find low-dimensional representations of modulation matrices that capture both
shared information and unique information across data and uses these representations to
reconstruct the modulation matrices via deep neural networks. Deep-cellMR estimates the
disease-relevance probabilities of each gene in each cell type/data with the reconstructed
modulation matrices. It iterates between performing MR for each single gene and capturing
patterns in modulation matrices until the maximum iteration is reached.
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bulk tissues as IVs. In general, we may consider eQTLs from a set of L data/studies/tissues,

each with Kl cell types (l = 1, · · · , L). For example, in our data applications, we consider

sc-eQTLs from Bryois et al. [Bryois et al., 2022] and ct-eQTLs from the Genotype-Tissue

Expression (GTEx) project [Consortium, 2020, Donovan et al., 2020, Consortium et al., 2020]

as IVs, L = 2. The IV-to-exposure effects (here eQTL effects) for each data are measured in

multiple cell types.

We consider a SNP i (i = 1, · · · , Ig) as an IV for gene expression indexed by g (g =

1, · · · , G). Let γgik,l(k = 1, . . . , Kl; l = 1, . . . , L) denote the true marginal effect of the SNP

i on the l-th data of gene g in the cell type k. Let Γ
g
i denote the true marginal association

between SNP i and the disease outcome of interest, and the superscript g indicates that the

SNP i is an IV for gene g. Denote {γ̂gik,l, ŝγgik,l} as the estimated SNP-gene association and

its standard error for SNP i and gene g in cell type k, and {Γ̂gi , ŝΓgi } as the estimated effect

of SNP i on the outcome and its standard error. We have the following MR model for SNP

i:



Γ̂
g
i

γ̂gi,1

...

γ̂gi,L


∼ N





Γ
g
i

γgi,1

...

γgi,L


, ŜgiCŜgi


,

where C is the correlation matrix across GWAS and eQTL studies due to potential sample

overlap (if there is any) and is often pre-estimated, γ̂gi,l = [γ̂gi1,l, · · · , γ̂giKl,l]
⊤ is a vector

of eQTL effects for SNP i and data l of gene g,

Ŝgi = diag
(
ŝΓgi

, ŝγgi1,1 , · · · , ŝγgiK1,1
, · · · , ŝγgi1,L , · · · , ŝγgiKL,L

)
is the standard error estimate

from GWAS, and (sc- and ct-) eQTL studies.

We further assume the true causal relationship is linear between the marginal effect of

the SNP i on the outcome and the marginal effects of the SNP i on data/studies/tissues,
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given by

Γ
g
i = α

g
i +

K1∑
k=1

δgk,l · βgk,lγgik,l + · · ·+
KL∑
k=1

δgk,L · βgk,Lγgik,L, (4.1)

where βgk,l is the causal effect of interest for gene g in cell type k of data l, δgk,l ∼

Bernoulli
(
πgk,l

)
is a latent indicator for disease relevance of cell type for the gene, and

δgk = 1 if βgk ̸= 0, δgk,l · βgk,l describes the direct effect of gene expression in cell type k

on the outcome not operating through other cell types. Here the true IV-to-exposure effect

follows γgik,l ∼ N (0, σ2γg), and α
g
i ∼ N

(
0, σ2αg

)
is the uncorrelated horizontal pleiotropic

effect [Morrison et al., 2020] when IV affects outcome not through the exposure in any

data/study/tissue and IV is not associated with confounder. In practice, often there are

only a very limited number of sc-eQTLs and ct-eQTLs as IVs, and the causal effects are

very sparse, as such the latent indicators may not be statistically identifiable. As a result,

estimating the effects specific to each cell type for a single gene via MR poses significant

challenges.

4.3.2 Deep-cellMR: deep learning MR jointly modeling disease-relevance

pattern across cell-types/genes/data-types

Many causal effects and their involved disease-relevant mechanisms are specific to certain

cell types [Hekselman and Yeger-Lotem, 2020, Finucane et al., 2018]. Risk genes involved in

the same pathway and mechanisms are likely to be expressed and have non-zero effects on

diseases in specific cell types. Deep-cellMR jointly models the latent indicators of non-zero

effects across multiple genes in multiple cell types from multiple data. Via deep learning of

low-rank patterns and accounting for nonlinear and complex dependency between cell types

and data types, deep-cellMR efficiently estimates non-zero effect probabilities and improves

the estimation of sparse cell-type-specific effects.
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In sc-RNAseq data, there are a considerable amount of missing values across various cell

types, due to the sequencing depth and the non-expression of some genes in specific cells.

We extend the model (4.1) to allow for different numbers of cell types across genes. For the

data l, we denote the set of cell types available for gene g as Sg,l. The union of analyzed

contexts for all G genes is Sl = S1,l ∪ · · · ∪ SG,l with |Sl| = Kl. We assume the causal

relationship as

Γ
g
i = α

g
i +

∑
k∈Sg,1

δgk,l · βgk,lγgik,l + · · ·+
∑

k∈Sg,L

δgk,l · βgk,Lγgik,L. (4.2)

If there are no missing cell types for all genes, all Sg,l’s are identical and the model (4.2)

reduces to model (4.1).

We propose a joint MR model across G genes to estimate the causal effects for each gene

in each cell type and jointly learn the major patterns of latent disease-relevance cell type

indicators. As illustrated in Figure 4.1, we consider gene expression in multiple cell types

and study their effects on disease. The direct effects βgk,l’s may have different magnitudes

or distributions across data. To capture the shared information among the true non-zero

causal effects, the proposed deep-cellMR model works by iteratively estimating an MR model

for each gene and collectively capturing the major data-shared and data-specific patterns

across G genes via deep learning, and it iterates until the maximum iteration is reached.

Specifically, we form latent disease-relevance indicator matrices as δl =
{
δgk,l

}
, where δgk,l

could be missing if k /∈ Sg,l. We introduce a continuous modulation matrix for each data l

as U l =
{
Ugk,l

}
∈ RG×Kl , and

Ugk,l = log
Pr
(
δgk,l = 1|U l, u0k,l

)
Pr
(
δgk,l = 0|U l, u0k,l

) − u0k,l, (4.3)

where U l is a modulation matrix for the latent disease-relevance indicators, Ugk,l is missing

if k /∈ Sg,l. Here u0k,l is the cell type-specific intercept, controlling the sparsity of non-
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zero effects in the k-th cell type for the l-th data. As multiple genes that affect diseases

in a pathway often have effects specific to certain cell types and similar cell types across

data/studies/tissues may provide complementary information, we apply an iterative impu-

tation method (missForest [Stekhoven and Bühlmann, 2012]) based on a random forest to

impute missing values in U l. MissForest treats each cell type with missing values in the

latent modulation matrices as the response and uses the observed and imputed values of all

other cell types as predictors to fit regression trees and averages over the imputed values

over many trees. It imputes each cell type one by one and iterates until convergence.

We estimate the cell-type-specific effect on disease outcome for each gene, accounting

for the major patterns across multiple genes obtained via deep multi-view learning meth-

ods [Wang et al., 2015, Yan et al., 2021, Wang et al., 2016, Andrew et al., 2013]. The proposed

deep-cellMR is a flexible framework, and many deep learning algorithms can be used to cap-

ture desirable low-rank patterns in estimating the latent disease-relevance (non-zero effect)

probabilities, such as split autoencoder (SplitAE) [Ngiam et al., 2011], deep canonically

correlated autoencoders (DCCAE) [Wang et al., 2015], and deep variational canonical cor-

relation (DVCCA) [Wang et al., 2016]. In general, these methods can learn low-dimensional

representations given multiple modulation matrices, capturing “consensus” patterns shared

by modulation matrices of different data. SplitAE and DCCAE involve a reconstruction

objective where major patterns are encouraged when learning the representations such that

the reconstruction error is minimized. Here the reconstruction represents the process where

the low-dimensional latent representations extracted from modulation matrices are used to

reconstruct the original modulation matrices through linear transformations or deep neu-

ral networks (DNNs). DVCCA extends the latent variable interpretation of linear CCA to

nonlinear observation models parameterized by DNNs.

To capture the nonlinear dependence among sc-eQTLs and bk-derived ct-eQTLs, and

to account for the patterns in the sparse and weak cell-type-specific effects, we propose to
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use DVCCA. Compared to other autoencoder-based deep learning algorithms developed for

the same purpose (DCCAE, SplitAE, etc.), DVCCA accounts for the uncertainty in data

using a Gaussian observation model. It works well especially when the input data is very

noisy. Compared with autoencoder, DVCCA generates many different “noisy” versions of

the latent representation and fits DNNs such that these versions reconstruct the original

inputs well when the input data is noisy. The methods based on autoencoders might not

accurately reconstruct the input when the input is very noisy [Wang et al., 2015] as the

network might learn to reconstruct the noise along with the input data. This can lead to the

network capturing unwanted noise as part of the learned features, essentially giving noise a

representation in the feature space. In other words, the autoencoder may learn to reproduce

the input including the noise. Deep CCA (DCCA) extracts nonlinear representations from

the input data. However, it does not provide a model for generating samples from the latent

space and thus can not be applied in deep-cellMR. DCCAE as a variation of DCCA combines

autoencoder and DCCA. The decoder component in DCCAE reconstructs the input. How-

ever, in practice, the canonical correlation term often dominates the reconstruction terms in

the objective, and therefore the inputs are not reconstructed well [Wang et al., 2016]. In our

integrative analysis of sc-eQTLs and ct-eQTLs, we expect that the effects specific to each

cell type are both sparse and weak, with the input data being prone to noise. Consequently,

methods like SplitAE and DCCAE might exhibit limitations in reconstructing input that

contains a substantial amount of noise.

In DVCCA, nonlinear observation models pθ (ul|z;θl) are parameterized by weights (θl)

of DNNs f l’s, where ul’s are random vectors. The g-th row of the modulation matrix, Ug·,l’s,

are observations of ul. Conditioning on a latent variable z ∈ Rq, ul’s are independent. Here

q is the dimension of representation. In DVCCA, nonlinear observation models pθ (ul|z;θl)

are parameterized by θl, which are weights of DNNs f l’s, i.e.,

pθ(ul | z) = N (f l (z;θl) , I) . (4.4)
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Maximizing the lower bound of the marginal likelihood is equivalent to optimizing the fol-

lowing objective function:

min
θ,ϕ

− 1

G

G∑
g=1

DKL
(
qϕ
(
zg | Ug·,l

)
∥p
(
zg
))

+
1

2GT

∑
g,t

∥∥∥Ug·,1 − f1

(
z
(t)
g ;θ1

)∥∥∥2 + ∥∥∥Ug·,2 − f2

(
z
(t)
g ;θ2

)∥∥∥2 , (4.5)

where DKL
(
qϕ∥p

)
denotes the KL divergence between the approximate posterior qϕ and

the prior q for the latent variables, ϕ is the parameters of another DNN. The second term

is obtained using Monte Carlo sampling by drawing T samples z
(t)
g . The reconstruction

matrices Ũg· from the outputs of f l’s accounts for nonlinear dependency patterns across

cell types and data. We use Ũ l’s as an approximation to the input modulation matrices and

update probabilities for latent effect indicators.

Deep-cellMR is a flexible and general MR framework for jointly estimating the causal

effects of multiple risk factors across multiple contexts. In the deep learning step, one may

also consider SplitAE and DCCAE to capture desirable patterns in other applications and

analyses. Here we present these variations. SplitAE can be applied when L = 2. It fits

feature extraction network f and reconstruction networks pl’s for each data (l = 1, 2). The

objective is to minimize the sum of reconstruction errors for the two views

min
W f ,W pl

1

G

G∑
g=1

(∥∥Ug·,1 − p1
(
f
(
Ug·,1

))∥∥2 + ∥∥Ug·,2 − p2
(
f
(
Ug·,2

))∥∥2) , (4.6)

where W · denotes learnable parameters of the corresponding DNNs. In our framework, we

use Ũ l = pl(f(U l)) to update probabilities for latent effect indicators. In Deep CCA, a DNN

(f l) is fitted for each data l to extract nonlinear patterns such that the correlation between

the transformed matrices is maximized. Based on DCCA, DCCAE adds an autoencoder

regularization term to enable the reconstruction from the representations. It optimizes the
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combination of an autoencoder objective (reconstruction errors) and the canonical correlation

objective:

min
W f l

,W pl
,V l

− 1

G
tr
(
V ⊤

1 f1(U1)f2(U2)
⊤V 2

)
+

λ

G

G∑
g=1

(∥∥Ug·,1 − p1
(
f1

(
Ug·,1

))∥∥2 + ∥∥Ug·,2 − p2
(
f2

(
Ug·,2

))∥∥2) , (4.7)

where λ is a trade-off parameter for the DCCA loss and reconstruction loss. In our framework,

we use Ũ l = pl(f l(U l)) to approximate the input modulation matrices and update the

probabilities for latent effect indicators.

The proposed deep-cellMR algorithm iterates between estimating the causal effects in the

single-gene model (4.2) for each of the G gene regions, imputing missing values in modulation

matrices, and jointly learning the latent disease-relevance probabilities via deep multi-view

learning methods (Algorithm 3).

4.4 Results

4.4.1 Deep multi-view learning captures major pattern

We conducted simulation studies to evaluate the performance of the proposed deep-cellMR

method with existing Mendelian randomization methods. We simulated latent effect indi-

cator matrices based on modulation matrices obtained from sc-eQTL, ct-eQTL, and GWAS

summary statistics. We included 51 genes in six AD-related pathways (details in next sec-

tion) with available sc-eQTL and ct-eQTL summary statistics in all analyzed cell types.

We then introduced missingness to them to construct observed summary statistics as in-

put for deep-cellMR. The data generation process is the same as the process described in

Chapter 3.4.1.

We compared deep-cellMR with existing multivariable methods, including MVMR-IVW
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Algorithm 3 The Gibbs sampling algorithm for deep-cellMR model

1: Input data: γ̂gik,l, ŝγgik,l , Γ̂
g
i , ŝΓg

i
, R̂

g
∈ RIg×Ig , Ĉ ∈ R

∑
l Kl×

∑
l Kl , q ∈ Z+, for g = 1, · · · , G,

l = 1, · · · , L, i = 1, · · · , Ig, k = 1, · · · ,Kl.
2: Initialize parameters: Γg

i , γgik,l, σ
2
βg,l

, σ2
γg,l

, σ2
αg , Ugik,l, and specify u0k,l, for g = 1, · · · , G, l =

1, · · · , L, i = 1, · · · , Ig, k = 1, · · · ,Kl. This can be either user-specified or obtained by running
the Gibbs Sampling algorithm for a starting model by skipping steps 14-23.

3: for each iteration do
4: for g = 1 to G do
5: for i = 1 to Ig do
6: Sample Γg

i .
7: for l = 1 to L do
8: for k ∈ Sg,l do
9: Sample γgik,l.



Model for
single gene region

10: for l = 1 to L do
11: for k ∈ Sg,l do
12: Sample βgk,l, πgk,l, and δgk,l.
13: Sample σ2

βg,l
, σ2

γg,l
, σ2

αg .



Iterate
14: for l = 1 to L do
15: U l =

{
log

πgk,l

1−πgk,l
− u0k,l, 1 ≤ g ≤ G, 1 ≤ k ≤ Kl

}
16: Impute missing value (unavailable cell types for some }

Imputation
17: genes) for U l’s. [U1, · · · ,UL] = missForest([U1, · · · ,UL]).

18: Perform deep multi-view learning on imputed U l’s and }
Fit Deep MVL

19: reconstruct matrices Ũ1, · · · , ŨL = MVL(U1, · · · ,UL)
20: for g = 1 to G do
21: for l = 1 to L do
22: for k ∈ Sg,l do
23: πgk,l =

1

1+exp (−Ũgk,l−u0k,l)
.

24: Until the maximum iteration is reached.
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[Burgess and Thompson, 2015], MVMR-Egger [Rees et al., 2017], MVMR-Lasso [Grant

and Burgess, 2021], MVMR-Median [Grant and Burgess, 2021] and MVMR-Robust [Grant

and Burgess, 2021]. We also included IVW with meta-analyzed IV effects (termed as

“IVW+metaIV”). All existing UVMR and MVMR methods are developed for using complex

traits as exposures and do not allow for missingness in IV-to-exposure summary statistics.

Here we adapted them to TWMR with gene expression in specific cell types as exposures for

comparison purposes. For each gene g, we applied the competing methods to examine the

cell-type-specific causal effects in the cell types available (Sg,l).

For each simulation, we generated two continuous modulation matrices (L = 2), each

with 51 genes. The number of cell types analyzed was 6 and 12 for these two matrices,

respectively. We denote the true underlying matrices obtained from real data as U l (l = 1, 2).

We introduced missingness into the modulation matrices completely at random. The latent

effect indicator matrices δl were generated with δgk,l ∼ Bernoulli(1/(1+exp(−Ugk,l−u0k,l))),

where u0k,l controls the overall sparsity of non-zero effects (u0k,l = −4 for the following

simulations). We varied the proportion of missingness for the first data while fixing it as

0.05 for the second data. As shown in Table 4.1a, when the number of IVs was limited

and all IVs had UHP, we introduced missingness to 30% pairs of gene and cell type in the

data. Deep-cell MR could control type I error rates with varying proportions of variance

in the outcome explained by UHP effects while most of the competing methods showed

inflated type I error rates. MVMR-Robust showed reasonable controls of type I error rates

but suffered from low powers. In Table 4.1b, we increased the proportion of missing values

to 0.5 for the first data. Deep-cell MR exhibited robustness to the increased proportion of

missing values, controlling type I error rates and demonstrating higher power compared to

competing methods. Table 4.2 showed that deep-cellMR controlled the type I error rates

for genes without causal effects in different simulations with varying causal effect sizes for

non-zero effects. This showed that the deep-cellMR captures only shared patterns among
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non-zero effects and would not boost random patterns for noises. In all simulations, we found

that the joint modeling of multiple genes in deep-cellMR improved the power and controlled

the type I error rates when the number of IVs was limited. The deep-cellMR using DVCCA

for multi-view learning showed improved power compared to the variation using CCA (a

model similar to mintMR introduced in Chapter 3), indicating the deep learning method

further improved the identification of causal effects by capturing nonlinear and complicated

dependency among cell types.

4.4.2 Deep-cellMR unveils risk genes in specific cell types

We applied the proposed deep-cellMR method to map risk genes for Alzheimer’s disease

(AD), small vessel disease (SVD), type 2 diabetes (T2D), and body mass index (BMI). We

obtained sc-eQTL summary statistics of eight brain cell types derived from the prefrontal

cortex, temporal cortex, and white matter [Bryois et al., 2022]. We also obtained cell-type

deconvolution results based on bulk expression. The deconvolution results of GTEx brain

cortex, brain cerebellum, lung, heart appendage, and whole blood tissues using CIBER-

SORT [Donovan et al., 2020] and xCell [Consortium et al., 2020] were analyzed. In total, 14

cell types from those tissues were included. Ct-eQTL summary statistics were then obtained

by assessing the interaction effects of genotype and these estimated cell type proportions

from different individuals. We analyzed gene sets from inflammatory pathways: nitric oxide

(NO), blood-brain barrier (BBB) transport, cytokine-cytokine receptor interaction (termed

as ‘cytokine pathway’ below), TGF-β signaling, VEGF signaling, and TNF signaling. For

each gene, we selected the SNPs with non-zero effects in at least one cell type (P ≤ 0.01).

We performed LD clumping at the r2 threshold of 0.01. We restricted our analysis to genes

with at least 25 IVs overall and at least one IV for each cell type.

We applied deep-cellMR with missForest for imputation and DVCCA for multi-view

learning to each of the five diseases/traits. The number of genes analyzed for each cell-
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Proportion of the variance in the outcome
explained by UHP effects

0.05 0.1 0.15 0.05 0.1 0.15
Power Type I error rate

Deep-cellMR 0.835 0.774 0.686 0.051 0.048 0.043
mintMR 0.781 0.691 0.631 0.051 0.055 0.052

IVW+metaIV 0.319 0.314 0.301 0.126 0.124 0.123
Egger 0.248 0.206 0.181 0.106 0.115 0.117

MVMR-IVW 0.632 0.545 0.491 0.081 0.085 0.085
MVMR-Egger 0.559 0.479 0.434 0.079 0.083 0.084
MVMR-Lasso 0.628 0.560 0.522 0.082 0.088 0.097

MVMR-Median 0.619 0.538 0.500 0.076 0.089 0.103
MVMR-Robust 0.518 0.445 0.390 0.048 0.052 0.051

(a)

Proportion of the variance in the outcome
explained by UHP effects

0.05 0.1 0.15 0.05 0.1 0.15
Power Type I error rate

Deep-cellMR 0.857 0.792 0.693 0.048 0.044 0.044
mintMR 0.808 0.716 0.648 0.046 0.051 0.049

IVW+metaIV 0.312 0.316 0.297 0.129 0.125 0.124
MR-Egger 0.250 0.204 0.178 0.106 0.113 0.116

MVMR-IVW 0.633 0.575 0.478 0.077 0.079 0.080
MVMR-Egger 0.604 0.517 0.441 0.078 0.083 0.086
MVMR-Lasso 0.644 0.593 0.516 0.077 0.083 0.091

MVMR-Median 0.651 0.600 0.544 0.076 0.098 0.114
MVMR-Robust 0.585 0.472 0.391 0.047 0.048 0.049

(b)

Table 4.1: Simulation results evaluating the performance of Mendelian randomization meth-
ods on data with varied missing rates. (a) Results on data with 30% missing gene-cell pairs.
(b) Results on data with 50% missing gene-cell pairs. Results are underlined for methods
unable to control type I error rates (≥ 0.1).
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Variance of causal effects
0.0125 0.01 0.0075 0.005 0.0125 0.01 0.0075 0.005

Power Type I error rate
Deep-cellMR 0.799 0.761 0.689 0.572 0.047 0.049 0.045 0.046

mintMR 0.741 0.724 0.656 0.545 0.049 0.054 0.049 0.045
IVW+metaIV 0.259 0.305 0.261 0.247 0.119 0.124 0.115 0.112

MR-Egger 0.165 0.190 0.151 0.166 0.115 0.115 0.117 0.114
MVMR-IVW 0.577 0.531 0.466 0.441 0.083 0.086 0.083 0.085
MVMR-Egger 0.528 0.486 0.463 0.378 0.084 0.086 0.087 0.089
MVMR-Lasso 0.633 0.615 0.488 0.447 0.139 0.136 0.120 0.113

MVMR-Median 0.565 0.517 0.461 0.367 0.102 0.096 0.100 0.099
MVMR-Robust 0.456 0.436 0.381 0.314 0.052 0.053 0.049 0.048

Table 4.2: Simulation results evaluating the performance of deep-cellMR versus its variants
and competing methods on data with varied causal effects. For genes with non-zero effects,
βgk,l ’s are generated from N

(
0, σ2β

)
and σ2β varies from 0.005 to 0.0125. The type I error

rates are evaluated for genes without causal effects. The proportion of the variance in the
outcome explained by UHP effects is 0.1. Results are underlined for methods unable to
control type I error rates (≥ 0.1).

outcome pair varied from 106 (oligodendrocytes and SVD) to 226 (endothelial cells and

T2D). At the false discovery rate of 0.05, we identified the genes showing significant effects

in each cell type. For Alzheimer’s disease, we analyzed an average of 184 genes across the

cell types. In Figure 4.2, we showed the negative log base 10 of p-values for gene expression

effects on AD among genes in the Cytokine pathway. We found more genes were significant

in endothelial cells than in other cell types. A potential interpretation is that the pro-

inflammatory cytokines affect AD by altering blood–brain barrier permeability in endothelial

cell [Grammas, 2011, Asby et al., 2021, Spangler et al., 2015]. For genes in other pathways,

we listed the number of genes with significant effects on AD (FDR<0.05) across different cell

types available in the sc-eQTL data. For the NO pathway, 5 out of the 22 (22.73%) analyzed

genes showed significant effects in endothelial cells, the highest proportion among all cell

types examined. Existing literature showed that NO is continuously released by endothelial

cells in the vascular system and vascular pathology plays a crucial role in the progression of

Alzheimer’s disease [Dubey et al., 2020, Katusic et al., 2023]. In addition, 29.63% of genes
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from the BBB pathway were significant in oligodendrocytes, 28.57% of genes from the TGB-

β pathway affected AD in inhibitory neurons, 21.21% genes of the TNF pathway affected

AD in pericytes, and 13.24% genes of VEGF showed significant effects in excitatory neurons.

These identified cell-type-specific effects highlight the importance of mapping risk genes in

single-cell resolution. The enrichment of disease-associated gene expression in certain cell

types also informs potential underlying cell-type-specific mechanisms of how the pathways

affect the disease.

4.4.3 Risk genes in specific cell types inform shared genetic mechanisms

underlying AD, SVD and comorbidities

Recent research shows that aging, inflammation, and endothelial dysfunction could con-

tribute to cerebral amyloid angiopathy (CAA), which is a type of cerebral SVD, and further

increase the risk of late-onset AD. As known comorbidities, obesity and T2D increase the risk

for both CAA and AD. These comorbidities are associated with inflammation and cerebral

hypoperfusion. Thus, studying microvascular dysfunction in OB and T2D could potentially

reveal new mechanisms behind SVD and AD and identify potential therapeutic targets.

We studied the genes with estimated significant causal effects on SVD/AD (FDR < 0.05)

in endothelial cells from the brain and heart, and epithelial cells from the lung. We found that

there are many inflammatory genes showing evidence of effects on T2D/BMI and AD/SVD in

endothelial cells, indicating shared mechanisms. In detail, in endothelial cells of the brain,

we identified a total of 63 genes with significant effects, where 36 of them (57.14%) also

showed effects on T2D/BMI. The rate was 30.95% for heart endothelial cells and 42.86% for

lung epithelial cells. The high sharing of risk genes especially in the brain suggests these

inflammatory genes may affect T2D/BMI in endothelial cells in disease-relevant tissues and

further affect the risk of SVD or AD.

116



TNFSF4
FA

S

TNFRSF11
A

IL2
0R

A

GDF15
IL4

R

IL1
7R

A
IL1

6

TNFRSF10
D

TNFRSF11
B
EPOR

BMP3
IL1

5

IL1
5R

A
IL1

RN

IL1
0R

A
LIF

R
THPO

IL1
0R

B

IL1
RL2

CXCL1
6

TNFRSF21

IL2
7R

A

TNFSF10
OSMR

NGF

IFNLR
1

TNFRSF1AIL1
8
IL1

7B

CXCR2

ACVRL1
CSF1

CXCL1
3
CCL3

CCL4
L2

TNFSF14
IL1

2A

IFNA13

IFNAR1

CXCL1
2
CCR6

IL1
RAP

IL6
R

Endothelial Cells

Endothelial Cell (Brain Cortex)

Endothelial Cell (Brain Cerebellum)

Endothelial Cell (Heart Atrial Appendage)

Pericytes

Brain Pericyte (Brain Cortex)

Brain Pericyte (Brain Cerebellum)

Excitatory Neurons

Inhibitory Neurons

Neurons (Brain Cortex)

Neurons (Brain Cerebellum)

Astrocytes

Astrocytes of the Cerebral Cortex (Brain Cortex)

Astrocytes of the Cerebral Cortex (Brain Cerebellum)

Oligodendrocytes

Oligodendrocyte (Brain Cortex)

Oligodendrocyte Precursor Cell (Brain Cortex)

Oligodendrocyte (Brain Cerebellum)

Epithelial Cells (Lung)

Neutrophils (Whole Blood)

Microglia

OPCs COPs

0

1

2

3

4

5

6

7

TNFSF4
FA

S

TNFRSF11
A

IL2
0R

A

GDF15
IL4

R

IL1
7R

A
IL1

6

TNFRSF10
D

TNFRSF11
B
EPOR

BMP3
IL1

5

IL1
5R

A
IL1

RN

IL1
0R

A
LIF

R
THPO

IL1
0R

B

IL1
RL2

CXCL1
6

TNFRSF21

IL2
7R

A

TNFSF10
OSMR

NGF

IFNLR
1

TNFRSF1AIL1
8
IL1

7B

CXCR2

ACVRL1
CSF1

CXCL1
3
CCL3

CCL4
L2

TNFSF14
IL1

2A

IFNA13

IFNAR1

CXCL1
2
CCR6

IL1
RAP

IL6
R

Endothelial Cells

Endothelial Cell (Brain Cortex)

Endothelial Cell (Brain Cerebellum)

Endothelial Cell (Heart Atrial Appendage)

Pericytes

Brain Pericyte (Brain Cortex)

Brain Pericyte (Brain Cerebellum)

Excitatory Neurons

Inhibitory Neurons

Neurons (Brain Cortex)

Neurons (Brain Cerebellum)

Astrocytes

Astrocytes of the Cerebral Cortex (Brain Cortex)

Astrocytes of the Cerebral Cortex (Brain Cerebellum)

Oligodendrocytes

Oligodendrocyte (Brain Cortex)

Oligodendrocyte Precursor Cell (Brain Cortex)

Oligodendrocyte (Brain Cerebellum)

Epithelial Cells (Lung)

Neutrophils (Whole Blood)

Microglia

OPCs COPs

0

1

2

3

4

5

6

7
Endothelial Cells

Pericytes

Excitatory Neurons

Astrocytes

O PCs CO Ps
M icroglia

Inhibitory Neurons

O ligodendrocytes

Endothelial Cells (B rain Cortex)
Endothelial Cells (B rain Cerebellum )
Endothelial Cells (Heart A trial Appendage)

Brain Pericytes (B rain Cortex)

Neurons (B rain Cortex)
Neurons (B rain Cerebellum )

Astrocytes of the Cerebral Cortex (B rain Cortex)
Astrocytes of the Cerebral Cortex (B rain Cerebellum )

O ligodendrocytes (B rain Cortex)
O ligodendrocytes P recursor Cells (B rain Cortex)
O ligodendrocytes (B rain Cerebellum )

Epithelial Cells (Lung)
Neutrophils (W hole B lood)

Brain Pericytes (B rain Cerebellum )

Endothelial.cells

Pericytes

Excitatory.neurons

Astrocytes

OPCs...COPs

Microglia

Inhibitory.neurons

Oligodendrocytes

Brain_Cortex_neuron

Brain_Cortex_oligodendrocyte_precursor_cell

Brain_Cortex_endothelial_cell

Brain_Cortex_astrocyte_of_the_cerebral_cortex

Lung_Epithelial_cells

Brain_Cerebellum_endothelial_cell

Brain_Cerebellum_astrocyte_of_the_cerebral_cortex

Brain_Cortex_oligodendrocyte

Brain_Cerebellum_oligodendrocyte

Whole_Blood_Neutrophils

Heart_Atrial_Appendage_endothelial_cell

Brain_Cortex_brain_pericyte

Brain_Cerebellum_neuron

Brain_Cerebellum_brain_pericyte

0

1

2

3

4

5

6

7
Endothelial.cells

Pericytes

Excitatory.neurons

Astrocytes

OPCs...COPs

Microglia

Inhibitory.neurons

Oligodendrocytes

Brain_Cortex_neuron

Brain_Cortex_oligodendrocyte_precursor_cell

Brain_Cortex_endothelial_cell

Brain_Cortex_astrocyte_of_the_cerebral_cortex

Lung_Epithelial_cells

Brain_Cerebellum_endothelial_cell

Brain_Cerebellum_astrocyte_of_the_cerebral_cortex

Brain_Cortex_oligodendrocyte

Brain_Cerebellum_oligodendrocyte

Whole_Blood_Neutrophils

Heart_Atrial_Appendage_endothelial_cell

Brain_Cortex_brain_pericyte

Brain_Cerebellum_neuron

Brain_Cerebellum_brain_pericyte

0

1

2

3

4

5

6

7
-log10 P

0

1

2

3

4

5

6

7

0

1

2

3

4

5

6

7

44 genes (FDR<0.05 in at least two contexts) Other 55 genes

Results based on 
sc-eQTL

Results based on 
ct-eQTL

Figure 4.2: Heatmaps of negative log base 10 of P -values for gene expression effects on
Alzheimer’s disease. The genes are from the cytokine-receptor interaction pathway. The left
heatmap shows 44 genes with FDR< 0.05 in at least two contexts out of the 22 contexts
analyzed. The right heatmap represents the other 55 genes. Cell types analyzed in both sc-
eQTL data (rows with black circles) and ct-eQTL data (rows with blue circles) were grouped.

NO Cytokine BBB TGF-β TNF VEGF
Astrocytes 15% (3/20) 8.51% (4/47) 13.64% (9/66) 21.05% (8/38) 12.5% (5/40) 8% (4/50)

Endothelial cells 22.73% (5/22) 14.29% (9/63) 18.18% (12/66) 12.5% (6/48) 9.52% (4/42) 5.36% (3/56)
Excitatory neurons 9.09% (2/22) 10% (4/40) 19.23% (15/78) 10.42% (5/48) 15.79% (6/38) 13.24% (9/68)
Inhibitory neurons 10% (2/20) 7.5% (3/40) 17.57% (13/74) 28.57% (12/42) 15.15% (5/33) 9.68% (6/62)

Microglia 0% (0/14) 4.92% (3/61) 25% (11/44) 25.71% (9/35) 14.71% (5/34) 4.76% (2/42)
Oligodendrocytes 8.33% (1/12) 4.76% (1/21) 29.63% (16/54) 15.62% (5/32) 10.34% (3/29) 5% (2/40)

OPCs/COPs 16.67% (3/18) 13.89% (5/36) 18.75% (12/64) 8.57% (3/35) 3.23% (1/31) 10.87% (5/46)
Pericytes 18.75% (3/16) 16.07% (9/56) 22.41% (13/58) 10.26% (4/39) 21.21% (7/33) 7.69% (2/26)

Table 4.3: Numbers and proportions of significant genes (FDR < 0.05) for AD among genes
from different pathways. For each pathway, the cell type with the highest proportion of
significant genes is in bold.
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4.5 Discussion

In this work, we propose a deep learning Mendelian randomization method, deep-cellMR,

for integrating sc-eQTL and ct-eQTL with GWAS to unveil risk genes in specific cell types.

Deep-cellMR performs an MR analysis using sc-eQTLs and ct-eQTLs as IVs for each gene

region. It allows the inclusion of different cell types for each gene and jointly models gene

sets/pathways. Deep-cellMR improves the estimation of cell-type-specific causal effects of all

analyzed genes by modeling the latent non-zero effect indicators. It performs missing value

imputation on the latent modulation matrices using random forest and uses deep multi-view

learning methods to capture linear and nonlinear patterns of latent indicators/probabilities

across genes, cells, and data. Using DVCCA, deep-cellMR handles more complicated de-

pendencies or structures compared to classic CCA. It improves the estimation of sparse

cell-type-specific causal effects for all genes.

We applied deep-cellMR to map risk genes for five diseases/traits. We used sc-eQTL

summary statistics from eight brain cell types and ct-eQTL summary statistics from brain,

heart, lung, and blood. We identified cell-type-specific effects of genes in certain pathways on

AD. The sharing of risk genes in disease-relevant cell types also suggests shared mechanisms

underlying the analyzed diseases/traits. Our analysis demonstrated that deep-cellMR could

identify risk genes in disease-relevant cell types and offer valuable insights into underlying

mechanisms.

There are several limitations of our work. First, deep-cellMR trains a deep multi-view

learning model in each Gibbs sampling iteration, which may involve training several neural

networks. The computation efficiency can be further improved, especially when the number

of cell types being jointly analyzed is large. Second, although deep-cellMR can capture linear

and nonlinear patterns in the modulation matrices, it assumes a linear causal relationship.

The model can be extended to study interactions among exposures and covariates among

cell types.
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In future work, deep-cellMR can be extended to allow for interactions. For example, the

model could be extended to study sex-differentiated genetic regulation across tissues/cell

types. Another area of future development is to consider correlated horizontal pleiotropy in

the model. Moreover, the deep-cellMR model could be expanded to incorporate additional

information when performing deep multi-view learning. For example, a supervised version

of the deep learning models could be used to boost desired patterns related to specific

mechanisms, supervised by associations to known covariates and/or risk factors.
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CHAPTER 5

SUMMARY AND FUTURE DIRECTIONS

5.1 Summary

In this work, we developed several statistical methods for integrative multi-omics multi-

context association analyses and Mendelian randomization. The proposed methods take

summary statistics as input and jointly analyze the effects of genetic variants on molecular

traits or molecular traits on complex diseases/traits across multiple contexts and omics.

We propose X-ING as a general framework for the integration of cross-omics and cross-

context summary statistics for association analysis. X-ING takes as input the summary

statistic matrices from multiple omics data types. Instead of direct modeling of effect sizes, X-

ING models each input statistic as a product of Gaussian and latent binary association status.

This allows the integration of different data types, which may have different effect magnitudes

and distributions. Via multi-view learning, X-ING captures omics-shared and context-shared

association patterns. This is a major innovation compared with existing multi-context/tissue

methods analyzing only one data type at a time. X-ING also models sample overlapping

across contexts and allows for different levels of sparsity in each context. Through simulation

studies, we demonstrate improved performance of estimation of association probabilities in

X-ING brought by borrowing strengths across different data types and contexts.

In Chapter 3, we propose mintMR to perform integrative multi-context Mendelian ran-

domization. MintMR addresses unique challenges in TWMR analysis. It performs a multi-

tissue MR analysis using QTLs as IVs for each gene region. With a limited number of

IVs, mintMR improves the estimation of tissue-specific causal effects of all genes by simul-

taneously modeling the latent disease-relevance context/tissue indicators for multiple gene

regions. MintMR jointly learns the low-rank patterns of latent indicators/probabilities via

multi-view learning techniques and then uses the major patterns to update the probability of
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non-zero effects. The joint learning of disease-relevance of latent tissue indicators improves

the estimation of sparse tissue-specific causal effects for all genes. By selecting cross-tissue

QTLs as IVs, mintMR improves IV consistency. MintMR reduces confounding due to corre-

lated cis molecular traits when mapping causal genes by including DNAm as an exposure.

Simulations show that mintMR can control the type I error rates and has good powers in

various settings, even when there are a limited number of QTLs as IVs and the causal effects

are sparse.

To further map risk genes in specific cell types and to elucidate mechanisms underlying

diseases and traits at the cellular level, we propose a deep learning Mendelian randomization

method, deep-cellMR in Chapter 4. Deep-cellMR integrates sc-eQTL, ct-eQTLs from bulk

tissue with GWAS to unveil risk genes in specific cell types. Deep-cellMR performs an

MR analysis using sc-eQTLs and ct-eQTLs as IVs for each gene region. It allows the flexible

inclusion of different cell types for each gene and jointly models multiple genes. Deep-cellMR

improves the estimation of cell-type-specific causal effects of all analyzed genes by modeling

the latent effect indicators. It uses deep multi-view learning methods to capture linear or

nonlinear patterns of latent indicators/probabilities across genes, cells, and data. Using deep

learning models, deep-cellMR handles complicated dependencies or structures and improves

the estimation of sparse cell-type-specific causal effects for all genes.

5.2 Future Directions

In this section, we discuss a few potential extensions for current methods.

As the volume of summary statistics increases, X-ING can be improved with a more

efficient and selective data integration. When the number of contexts is high (e.g., Kℓ ≥ 50),

or when the number of available sets of summary statistics is high, the computation efficiency

of X-ING can be improved. Another potential area of future development is the integration

of association statistics with mediation and causal estimates from multiple studies to reduce
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confounding and spurious associations. Also, the current X-ING does not allow missing

values. Future development of missing value imputation within the framework of X-ING can

be explored.

Our integrative multi-context Mendelian randomization method, mintMR, can be ex-

tended to allow for correlated horizontal pleiotropy by identifying IVs with such effects.

Another area of future development is to model major patterns of disease relevance indica-

tors by adopting other advanced multi-view learning techniques. For example, we may use

supervised multi-view learning methods for promoting other desirable patterns among ex-

amined genes related to specific known risk factors or mechanisms [Andrew et al., 2013, Yin

and Sun, 2019, Wang et al., 2015]. Moreover, the mintMR model could be further expanded

to model interaction effects or nonlinear causal effects of exposures on outcome.

Deep-cellMR models the effects of risk genes on complex traits/diseases in cell types.

It can be further extended to allow for interactions. For example, the model could be

extended to explore sex-differentiated genetic regulation across tissues/cell types. Another

area of future development is to consider correlated horizontal pleiotropy in the model.

Additionally, the deep-cellMR model could also be expanded to incorporate supervised deep

learning methods for boosting specific patterns.

5.3 Conclusions

In conclusion, this dissertation detailed the development of several methods for integrative

multi-omics multi-context analysis. The development of these methods was driven by under-

addressed challenges in existing literature or underpowered analyses given existing resources.

The proposed integrative X-ING association method enables cross-omics and cross-context

analysis and simultaneously accounts for omics-shared and omics-specific tissue-shared pat-

terns. We showed improved power, detection, replication, and functional interpretation of

QTLs. Our multivariable MR method, mintMR, addresses challenges in transcriptome-wide
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MR. It works well on data with limited numbers of IVs and prevalent pleiotropy. MintMR

identifies risk genes adjusting for confounding and elucidates the potential pathways. The

deep-cellMR method further extends MR to identify risk genes at cell-type resolution by

employing novel deep learning methods, capturing more complicated dependency among cell

types. As the landscape of genetic and genomic studies in understanding mechanisms under-

lying complex diseases is developing rapidly, a variety of those studies provides rich resources

for integrative analysis. All of our proposed models take summary statistics as input. They

can be easily adapted to the changing landscape and integrate summary data from various

sources. We developed flexible and efficient software to implement the proposed methods

and to facilitate future research on identifying novel biological mechanisms.
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