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A B S T R A C T   

Objective: Clinical data analysis relies on effective methods and appropriate data. Recognizing distinctive clinical 
services and service functions may lead to improved decision-making. Our first objective is to categorize 
analytical methods, data sources, and algorithms used in current research on information analysis and decision 
support in child and adolescent mental health services (CAMHS). Our secondary objective is to identify the 
potential for data analysis in different clinical services and functions in which data-driven decision aids can be 
useful. 
Materials and methods: We searched related studies in Science Direct and PubMed from 2018 to 2023(Jun), and 
also in ACM (Association for Computing Machinery) Digital Library, DBLP (Database systems and Logic Pro
gramming), and Google Scholar from 2018 to 2021. We have reviewed 39 studies and extracted types of 
analytical methods, information content, and information sources for decision-making. 
Results: In order to compare studies, we developed a framework for characterizing health services, functions, and 
data features. Most data sets in reviewed studies were small, with a median of 1,550 patients and 46,503 record 
entries. Structured data was used for all studies except two that used textual clinical notes. Most studies used 
supervised classification and regression. Service and situation-specific data analysis dominated among the 
studies, only two studies used temporal, or process features from the patient data. This paper presents and 
summarizes the utility, but not quality, of the studies according to the care situations and care providers to 
identify service functions where data-driven decision aids may be relevant. 
Conclusions: Frameworks identifying services, functions, and care processes are necessary for characterizing and 
comparing electronic health record (EHR) data analysis studies. The majority of studies use features related to 
diagnosis and assessment and correspondingly have utility for intervention planning and follow-up. Profiling the 
disease severity of referred patients is also an important application area.  
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1. Introduction 

Mental disorders often start developing in childhood and adoles
cence and can cause long-term, negative impacts on individuals, com
munities, and society [1]. In Norway, the prevalence of at least one 
mental health problem in children is 20 % [2,3]. It is estimated that 25 % 
of all children will experience a mental disorder during their life, with 
nearly 50 % of all mental health problems developing before age 14 [4]. 
A standard assessment in CAMHS starts with an intake assessment, 
gathering relevant information from the patient and caregivers through 
interviews with potentially additional tests required to exclude or 
include other disorders. In this procedure, it is crucial that services take 
local resources into account and that precise, evidence- and practice- 
based care is given early enough to achieve positive outcomes and 
prevent long-term negative effects [1]. 

The services and functions within CAMHS are significantly different 
from adult mental health services (AMHS). The CAMH services collab
orate with families, caretakers, social services, schools, childcare, child 
protection agencies, community health services, family doctors, and 
leisure activities. CAMHS and AMHS have different jurisdictions and are 
handled by different branches of specialist healthcare. Most impor
tantly, CAMHS and AMHS have different long- and short-term objectives 
for different patient groups. 

1.1. Research objectives 

This article aims to find potential clinical services and functions that 
can benefit from data analyses in CAMHS. To achieve this, we reviewed 
studies to find services, service providers, their roles, and functions, and 
most importantly, the contribution of the individual studies. 

1.2. Research questions 

In the growing research on decision support and data analysis 
methods in CAMHS, we want to uncover: What are the main charac
teristics of research contributions? What is the potential clinical utility1 

of this research? How can this contribute to individualized decision aids 
that enable local, early, and precise care? 

2. Methodology 

We searched and reviewed existing studies conducted between 2018 
and 2023. The objective was to explore these studies’ characteristics to 
enhance understanding of employed variables and methods and gain 
insight into the actual experiences of those involved in CAMHS. Addi
tionally, expert clinicians were consulted to interpret the categorized 
data, ultimately developing a framework highlighting the essential 
services and functions within CAMHS. Further elaboration on these 
methods is provided below. 

2.1. Searching articles and data exploration 

The first step was to explore pertinent databases for target articles. 
We used Science Direct and PubMed (2018–2023), ACM Digital Library, 
DBLP, and Google Scholar (2018–2021). The following search terms 
were used, but the actual search procedure varied with different data
base search capabilities. Where applicable, the terms were searched for 
in all fields (e.g., Title, abstract, keywords, mesh-terms). We did not add 
specific diagnoses and CAMHS-specific problems in the initial search.  

• Topic: Data analysis OR Data-driven OR Decision support  

• Domain: (Mental OR Psychiatric) AND (Health OR Disorder)  
• Population: Child OR Adolescent OR Juvenile  
• Publication year: 2018, 2019, 2020, 2021, 2022, 2023(Jun) 

A total of 434 articles met the inclusion criteria and were screened 
based on the pertinence of the title and the abstract. As a result of title 
and abstract screening, 282 articles were excluded. Eight additional 
articles that were not initially included due to falling outside of the 
narrow publication period were acquired and were found by snow
balling and included at this stage. The remaining 160 articles underwent 
screening for inclusion based on the article type, accessibility, and 
content relevance and resulting in the exclusion of 110 articles. All ar
ticles that met one of the following exclusion criteria were excluded 
from the current review: Books, book chapters, meta-analyses, review 
articles, studies based on/for COVID-19, studies with very few variables, 
studies with specific applied methodology (i.e., questionnaires or qual
itative based inquiry). A total of 50 articles were found to be eligible for 
full-text screening. In the end, from the full-text articles included, eleven 
were excluded as the predetermined required study characteristics were 
not present, resulting in a final total 39 articles to form the basis of the 
review (Fig. 1) [5]. 

2.2. Studies’ characteristics 

The included studies varied in the specific objective of the data 
analysis, and utilized different analytical methods to detect, diagnose, or 
predict the onset, progress, or prognosis of the mental disorders. For this 
review, materials and methods of each study was characterized by the 
following:  

• Data source type  
• Input variables2  

• Analytical methods (Machine learning algorithms and statistics)  
• Evaluation metrics and methods 

This allows us to understand and compare different aspects of pre
vious studies and identify similarities, differences, and deficiencies more 
easily. 

2.3. Data interpretation and framework development 

We are studying CAMHS decision support [6–8]. In particular, we are 
researching data-driven decision aids, utilizing a comprehensive and 
complete CAMHS-specific EHR database with rich, well-structured data 
[1]. This EHR system supported detailed process and role documenta
tion, which helped us characterize data and identify processes, services, 
roles, situations, and service functions where data analysis and corre
sponding data-driven aid would be helpful. Fig. 2 presents how we used 
our EHR data to bootstrap our first data characterization and process 
framework versions. The figure also depicts how the literature search 
and selected studies were used to extend and refine the data charac
terization and process framework. Our research team comprises senior 
clinical psychiatrists, psychologists, and clinic managers having prac
ticed or practicing in many different countries. None of the clinicians 
had used the EHR system that was used to bootstrap the process. This 
domain specialist team was used to validate data characterization and 
process framework. We had more than eight workgroup meetings or 
individual interviews, which led to a redesign of either data character
ization or process framework. As seen in the figure, we refined the 
characterization and framework iteratively after specialist validation. In 
the early iterations, the computer scientists doing the EHR data explo
ration wanted to maintain a detailed patient perspective on data and 

1 A utility is a term considered by the authors to describe their perceptions of 
the outcomes the reviewed studies had targeted to provide as achievements for 
society. 

2 “Variable” refers to the term used for each individual data included in the 
clinical data sheet/set. 
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processes. However, the international team of clinical specialists quickly 
reduced the initial particularities of Norwegian CAMHS and EHR- 
specific details. As a last step of simplification, we purged and com
bined data and process elements if they were representative for less than 
three studies. 

3. Results 

This section describes the characteristics of studies we used, our 
developed framework of child and adolescent mental health services, 
and finally, the potential utilities of the different studies. 

3.1. Characteristics of studies 

Gathered Information from the included 39 studies is organized into 
the following outputs and categories: 

3.1.1. Data source categories 
The studies used different data sources. We arrived at five categories 

as shown in Table 1. 

3.1.2. Input variable categories 
The input variables vary in their type and their intended use and 

function. We have categorized the variables used as inputs in different 

Fig. 1. Article selection flowchart.  

Fig. 2. CAMHS framework development.  
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studies based on their types and their specific respective applications 
(Table 2). 

3.1.3. Categorizing analytical methods (Machine learning and statistics) 
Multiple analytical methods were found in the studies, including 

both machine learning techniques and statistical methods.3 We have 
divided the description of results into four phases: Data pre-processing, 
feature selection, classification and prediction, and evaluation. 

Data pre-processing: It is the first and one of the most important 
phases in data analysis. It usually consists of data manipulation and 
dropping to ensure optimal quality analysis [10]. Methods utilized in 
some studies (e.g., [11–13]) also referred to this phase as missing data 
removal, noisy data removal, inconsistent data removal, co-registration, 

realignment, normalization, smoothing, slice time correction, and linear 
discriminant analysis (LDA). In addition, studies in the scope of Neu
roimaging, EEG, and eye tracking (e.g., [57–59]) usually have specific 
steps as pre-processing that were significantly clearer described 
compared to the papers in other scopes. Most of the studies did not 
describe the details of the methods they used in this phase. 

Feature selection: This is the process of determining the indepen
dence and causality of the variables, and ultimately which are most 
important for developing a (predictive) model and which can be 
removed from the analysis. We found correlation-based feature selec
tion, mean, standard deviation, rolling mean, seed-based correlation, 
feature selection genetic algorithm (FSGA), ReliefF, and information 
gain measures. Support Vector Machine (SVM) was used in several 
studies as the feature selection method. 

Classification and prediction: The algorithms used for classifica
tion and prediction in the reviewed articles are gathered in Table 3. All 
studies were supervised, except two [37,42], which were not supervised. 

Table 1 
Data sources categories.  

Data source Type Provenance  Cohort details (Period if reporteda)  

Administrative 
registers 

National Death Index data 139 694 participants [23]  

National Health Insurance Research Database   125,940 visits [18] 

Healthcare records Referral records 46,503 referrals (2010–2014) [17]   

(Mental) electronic health record (containing Text, notes, …)  57,687 admissions (2008–2009) [22], 
2,483 participants [25], 1,825 referrals [21], 638 participants [45]    

Semi-structured clinician-patient medical interviews   18 participants [13], 1078 participants [49], 1176 Participants (3 time points 
during 7 years) [54]   

Behavioral health rehabilitation services (BHRS)  3,385 participants (2013–2019) [15]  

Primary care records 11,807 participants [19]  
Child and Adolescent Mental Health Service (CAMHS)   476 referrals [24] 

Individual records Self/Parent-report 9,553 participants [26], 3,492 participants [20], 
1,384 participants [16], 1,660 participants [48], 
1,078 participants [49], 140 participants (January 2015-April 2021 in five time 
points) [53]   

Research registers Interaction of patients with smartphones − voice and text   33 participants (everyday life for up to 15 months) [37]   

ADHD-200 The length of data coverage for the ADHD-200 dataset depends on the specific 
data contributed by each site ([36,28,30,31]).    

Antipsychotic Trials of Intervention Effectiveness (CATIE) dataset   1,049 participants [33]   

Data collection with interviews by Child Protection Services (CPS) agency   8.46 million case records [27]   

Data collection in EDs, hospitals or mental health centers − Phenotypic, 
cognitive, genetic, eye tracking and MRI study (EEG and NeuroIMAGE 
study)  

1,167 participants [55], 120 recruited participants [59] 
686 participants [29], 6905 participants [58], 32 participants [57], 4136 
participants [56], 133 participants [52], 1,112 participants [51], 2,368 
participants [50]  

Manual collected/recorded data  14,901 participants [19], 5,210 participants (2 years) [14], 129 participants  
[32], 61 participants [34], 14 participants ([11,12])1,176 Participants  
(2010–2017 in 3 time points) [54]  

School/social 
records   

School records 249 participants [35]    

a The length of data coverage was not generally possible to uncover. 

3 “Statistics draws population inferences from a sample, machine learning 
finds generalizable predictive patterns” [9]. 
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The learned model types of the algorithms are in the second column of 
the table. While many studies have used only machine learning algo
rithms for classification and prediction, some used some statistical 
models too. The statistical methods used included the chi-squared test, 

univariate analyses, t-test, pairwise t-test, and Bayesian network. Other 
tests included two-sided, Kolmogorov-Smirnov, Mann-Whitney U, 
Analysis of Variance (ANOVA), the partial eta squared measure, and 
analysis like post-hoc pairwise comparisons analysis, timeline analysis, 

Table 2 
Input variables’ categories.  

Category Input variable types and examples 

Demographics  Family situation: Members, social, economic, educational 
Living status: Location, urbanization 
Personal attributes: Age, gender, marital state 

Diagnosis  Psychiatric diagnoses, somatic diagnoses, mental disorders, general 
symptoms 

Assessment  Biological: Sex, somatic health, genetic variant, IQ, electrodermal activity, brain activity, emotional parameter 
Phenotype: Disabilities (conduct/functional, vocal/speech, thinking, concentrating, cooperation, psychomotor retardation, facial/behavioral 
responses) 
Specific symptoms and severity: Emotional symptoms (mood, anxiety, worry, feeling guilty)Pscho symptoms (destruction, lose/misplace, 
excessive talking, stealing, deceit, truancy)Somatic symptoms  
(sleep difficulty, weight and appetite change, drug abuse, restlessness, biting nails) 
Psychological: Mental health, cognitive ability, maltreatment, psycho measurement score 
Environmental: Social, financial, safety, living status, schooling, patient preferences, hospital, and physician 
History/exposure: Family history (drug abuse, crime, disorders) Personal health status history (general, mental, somatic, behavioral, criminal) 
Personal experience history  
(emergency admission, referral, discharge, assessment)Service history  
(protective, deprivation index) 
General: Patient concerns, protective and risk factors 
Family: −
Social: −

Treatment evaluation & 
follow-up  

Biological: Medication (Prescription, dose level, dose change, stopping reason) 
Psychotherapy: Type, level, interest, referral, stopping reason Environmental: Hospitalization and Length/number of stays 
Social: Service and receivers’ characteristic 
Follow-up: Treatment-seeking, patient preference, intervention planning, treatment dropout/stability) 
Treatment history: Medication, psychotherapy, treatment and intervention, number of consultations/visits  

Table 3 
Machine learning algorithm categories.  

Algorithm Learned/Output model Type Study(s) 

Latent Growth curve modeling Structural Equational Modeling (SEM) [14,15,16] 
Logistic regression model Regression [17,18,19,20,21,22,23,24,25,56,48] 
McFadden’s R2 Regression [20] 
Linear regression model Regression [24,20,26,27,16,18,53,57] 
Random forest/ extremely randomized trees Classification [17,18,12,28,29,27,25,52,56,55,54,48] 
Naive Bayes Classification [18,12,52] 
Gaussian Naive Bayes (GNB) Classification [27] 
Decision tree Classification [18,12,13,27,30,31,52] 
Classification and regression tree (CART) − Decision tree Classification [18] 
Support Vector Machine Classification [32,33,52,59,54,48] 
Gradient boosting classifier Boosting and Classification [15] 
XGBoost (eXtreme Gradient Boosting) Boosting and Classification [17] 
AdaBoost (Adoptive Boosting) − Decision tree Boosting and Classification [12] 
Decision Stump − Decision tree Boosting and Classification [12] 
Bagging (Bootstrap aggregation) Boosting and Classification [12] 
Artificial neural network (ANN) Regression [27,58] 
Convolutional neural network (CNN) Regression [34,51] 
Radial basis function − Neural Network Classification [35] 
Multilayer perceptron (MLP) − Neural Network Classification and Regression [35] 
Extreme learning machine (ELM) − Neural Network Classification [36] 
Feed-forward Neural Network (FNN) Classification [50] 
Random Tree − Decision tree Classification [12] 
Hoeffding Tree − Decision tree Classification [12] 
J48 − Decision tree Classification [12] 
REP Tree − Decision tree Classification [12] 
Partial decision tree (PART) − Decision tree Classification [12] 
JRip (RIPPER: Repeated Incremental Pruning to Produce Error Reduction) − Rule induction Classification [12,11] 
Multi-Output Classifiers (MOC) Classification [56] 
DISSFCM (Dynamic Incremental Semi-Supervised Fuzzy C-Means) Clustering  [37] 

Agglomerative hierarchical clustering Clustering [42] 
K-Nearest Neighbor (KNN) Classification [13,27] 
Poisson regression Regression [23] 
Cox regression Regression [45] 
Logistic cross-validation lasso prediction models Regression  [19,58,48]  

Natural language processing (NLP) Classification [25,45]   
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and measures like un-adjusted and adjusted odds ratios (AORs), N (%), 
mean, standard deviation (SD) and median which were used for some 
analyzes. 

Evaluation: The included studies used a variety of evaluation met
rics and/or methods. Some studies used metrics for evaluations, whereas 
others used methods and models (Table 4). 

Recall and Accuracy, for example, were used in several studies, while 
others (e.g., FOR, Confusion matrix) were applied in only one study. 

3.2. A framework for services and functions 

In order to understand and sort roles and actors and areas for 
application of technology, we needed to refine the framework already 
outlined in Fig. 3. The studies and iterative consultation with clinicians 
and managers helped us identify the most important services, organi
zational units, their roles, and functions. The framework in Fig. 3 is the 
result of refining and generalizing CAMH activities from a service point 
of view. It tries to represent the most important services, service func
tions and service providers in a wide CAMHS context, emphasizing roles 
or responsibility in decision-making. Originally, we wanted to take a 
patient perspective, but this did not fit naturally with the perspective of 
the studies. It would indeed be worthwhile to look at the utility of 
research from a patient point of view. 

3.3. Interpretation of studies’ results: Intended utilities 

Expert clinicians were crucial in interpreting the studies and their 
intended utility in particular services (Services were introduced in the 
framework (Fig. 3)). Table 5 shows the utility of studies according to 
services and their different functions. 

4. Discussion 

Other review articles in this domain [38–41], do not distinguish 
between services. Our framework is specific to CAMHS, designed to 
serve this review’s purpose, and is not intended as a general mental 
health service model. The long-term service framework eDESDE-LTC 
aims to organize and standardize health services and procedures [47]. 

It could potentially enable broader and more general comparisons of 
research results and relevance beyond our CAMHS-specific framework. 

The relatively small scope and limited time interval is the short
coming of this study. While the applied categorization system meets the 
study’s objectives, this presents a potential bias based on over-fitting. 
Despite this limitation, there is potential for adaptation of the cate
gories for future research. However, future CAMHS data analytical 
research, having been informed from previous analyses, has the poten
tial to be approached from a broader scope, thus making our framework 
and categories too narrow in scope and thus no longer applicable. Future 
studies should first revise, evaluate and validate the framework in line 
with the study’s specific objectives and search criteria. We present and 
discuss the rest of our findings in the following sections: 

4.1. Context of care 

While all studies seem to acknowledge more or less that clinical in
formation is directly related to the patient and the care process, no study 
included a coherent framework to describe those care processes. This 
motivated us to develop a framework to precisely describe the patient’s 
situations in mental health services. 

4.2. Clinical data as input 

Data structure All but two studies use only structured variables. The 
two studies employed NLP-techniques for analysis of clinical EHR text to 
identify symptoms and disease onsets [25,45]. Clinical text interpreta
tion is a rapidly expanding field of research [60]. We believe that text 
interpretation using NLP combined with deep learning methodology on 
structured and unstructured EHR content may revolutionize mental 
healthcare in general [46]. 

Data size Study data size was given either as the number of record 
entries or patients. The median number of patients was 1,550, and the 
median number of record entries was 46,503. Only two outlier studies 
had data volumes (576,000 patients and 8,460,000 records) to poten
tially support unsupervised learning. The range of data set sizes found is 
not surprising, considering that we did not explicitly search for “ma
chine learning”. 

Data content With regards to the data content, only one study used 
“school records” [35]. Additionally, the input variable subcategory of 
“assessment” did not contain any input variables that were classified 
directly in the “social” or “family” subcategories. It could be interpreted 
as a potential lack of interest or inaccessibility to activities at home, 
studies, or (pre)school (which can have more effects on early recogni
tion) before the patient meets with the community healthcare provider. 
It is based on our limited observation and may not be correct in general 
[42]. 

Among the articles reviewed, ADHD emerged as the most extensively 
studied disorder, with a total of 11 articles dedicated to it 
[11,12,16,28,29,30,31,34,35,36,57]. Following closely, depression was 
examined in four articles [13,14,20,26]. Other disorders such as autism, 
schizophrenia, conduct disorder, bipolar disorder, suicide, substance 
use, hypersomnolence, body dysmorphic disorder and common mental 
disorders (including anxiety), were the subject of other studies. 

Many articles focused on predicting risks and other aspects of care 
rather than on specific disorders. These contributions encompassed 
topics such as maltreatment [17], juvenile delinquency [32], re- 
admission [22], return visits [18], referral patterns [21], timely ser
vices [23], referral and waiting time [24], disorder onset [25,45], child 
treatment recurrence [27], prediction of outcomes [54] and effective
ness of treatments [53]. 

It is worth mentioning, half of the articles were included in the 
period 2022–2023, working on brain activities and neuroimages. 

Data As a crucial factor in determining research areas and choosing 
of targeted data sources, can be considered from two aspects: data does 
not exist, and data exists but is not publicly available. The first aspect 

Table 4 
Evaluation metrics or methods  

(a) Evaluation metric Number of studies 

Sensitivity or Recall 16 
Accuracy 15 
Specificity 8 
Area under the ROC Curve (AUC) 6 
Precision 6 
False Positive Rate (FPR) 3 
F-score 5 
G-mean score 2 
Z-score 3 
False Omission Rate (FOR) 1 
Beta coefficient (standard error) 1 
t score 1 
McFadden’s R2 1 
Cohen’s Kappa 1 
Error rate 1 
Area Under the Precision-Recall Curve (AUPRC) 1 
Matthew Correlation Coefficient (MCC) 1  

(b) Evaluation method Number of studies 

Cross-validation 6 
Chi-square test 2 
Expert validation 1 
Receiver Operating characteristic curve (ROC) model 1 
Field-testing by practitioners 1 
Continual testing by practitioners 1 
Confusion matrix 1 
Sensitivity analyses 1  
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Fig. 3. Services and functions involved in Child and adolescent mental health.  
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highlights the comparatively lower level of documentation in child and 
adolescent mental health services compared to other specialized pedi
atric services. The second aspect reflects that more obstacles exist for 
accessing due to the sensitivity of this field. 

4.3. Pre-processing and feature selection 

While data pre-processing is a mandatory and inseparable part of all 
data analysis, that can widely affect the quality, validity, and precision 
of results. Only two studies have described this phase of the research 
process. Most studies did not describe the details of the methods they 
used. Not considering the neuroimaging studies, feature selection was 
only introduced in 8 out of 39 studies. Half of them (4 studies) used 
Support vector machine as their only feature selection methodology. For 
the remaining studies, feature selection was not explicit about the 
method or criteria. 

4.4. Learning methodology 

While the mental health field is complex and the knowledge about 
possible clusters is limited, it appears that semi-supervised and unsu
pervised learning algorithms can be beneficial. However, the minimal 
use of algorithms limits the strength of the results. The extensive usage 
of the Logistic and Linear regression models, random forest, and general 
decision trees are understandable based on the simplicity of use and the 
ability to interpret the results. It is worth mentioning that most classi
fications were binary and not multi-class, which shows the intent to 
classify a set of elements into two classes based on one classification 
rule. Overall, however, despite the phase of the study or the methods 
applied, commonly, there was no justification/explanation for the 
choice of the specific method applied and why it might be most ad
vantageous to analyze that particular type of data. 

4.5. Evaluation methods 

Regarding to evaluation aspect, the utilization of evaluation metrics 
and methods in studies reveals inconsistencies and a lack of justification. 
While some metrics are commonly used, others are rarely employed. 
Moreover, authors often fail to explain why they chose specific methods 
and metrics, leaving uncertainty regarding their suitability for 

evaluating the study results. 

4.6. Application and Utilities 

Ultimately interpreting the results and developing the framework 
built a basis for seeing what could be derived from the categorized in
formation, which areas of data are most applicable, and still left un
touched with the potential for further assessment. It illustrates many 
exciting possibilities for looking at data and data analysis, such as 
referral, referred patient severity profiling, and admission. In addition, 
data analysis was used significantly for topics such as accurate and early 
diagnoses, intervention planning, the effectiveness of treatment as well 
as follow-up care which are still interesting and worthwhile to investi
gate further using similar analyses on available data sets. Nevertheless, 
medication, prescriptions, discharges, return visits, re-referrals, and also 
care trajectory mining have the potential for more work. 

4.7. Enhancing CAMHS with Temporal Analysis and Machine Learning 

One important feature of CAMHS is that the patient is undergoing 
rapid mental and physical development. This accentuates that contin
uous EHR information and comprehensive patient trajectories that 
integrate all aspects of care for children and adolescents are vital to 
providing the best possible health service to this fragile group of pa
tients. However, this calls for temporal analyses capturing individual 
development, disease progression, and underlying processes. Machine 
learning in temporal domains with sparse and contextual, and complex 
information is a field in rapid development that may bring fundamen
tally new insights to CAMHS. 

5. Conclusion 

This review presents an overview of clinical services and stages of 
care involved in CAMHS, which can help identify future opportunities 
for providing more comprehensive CAMHS using EHR data analyses 
within that landscape. However, there can be areas such as early diag
nosis, comorbidities, changes in general functioning, referral, and re- 
referral processes, disease severity stratification, intervention plan
ning, and the general efficacy of these cases. 

Most studies focused on situation data, and 2 of 39 used temporal 

Table 5 
The utility of studies for different services and service functions.  

Services Functions Utilities  

Home and School Recognition Detect early [34,13,35,19,45]; Prevent early [20,32]; 
Increase accuracy by including novel information [13,54].  

Community Care Evaluation and 
Referral  

Precise referral admission [21,24]; Reduce waiting time for referral [24]. 

Home and School; Community 
Care  

Decision making Predict and reduce health risk [17,52,48]; Predict recurrence [27];  

Community Care; CAMHS  Admission and 
Assessment 

Reduce wrong referral rejections [21]; Reduce undue admission delays [24]; Optimize service selection [21].  

Community Care; CAMHS  Diagnosing Increase explainability [30,12]; Increase accuracy [30,31,12,11,28,59]; Increase precision [30,31,36,35]; Predict 
disorder [37,19,50,51,56,59,55]; Predict symptoms [58]; Improve differentiation of disorder severity [13], symptoms  
[33,57] and patient subgroups [49]; Increase accuracy by including novel information [29,11]; Reduce diagnosis delay  
[11].  

Home and School; Community 
Care; CAMHS  

Intervention 
Planning 

Enable shared decision-making [20]; Reduce symptoms [14]; Predict outcomes [14,19,26,16]; Design interventions  
[14,16]. 

Home and School; Community 
Care; CAMHS  

Treatment and 
Follow-up 

Monitor drop-out [20], Monitor guideline appropriateness [15]; Assess duration [20]; Assess treatment effectiveness 
[53]; Monitor treatment response [33]; Monitor symptom control [25]; Identify follow-up timeliness indicators and 
increase timeliness [23]. 

CAMHS Discharging Reduce re-referrals [21]; Predict re-referral [22]; 
Identify re-referral risk indicators [22,18]; Increase accuracy in re- referral [18].  
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and process features. Disease progression and multi-episodic care are 
particularly important at a young age since social and individual 
development are so dynamic. Trajectory and process modeling may be 
important areas of further research. The studies were seldom explicit 
about the context and perspective of services providing care and 
recording information. Study comparison would be more reliable if 
actor- and perspective features were available. Natural Language Pro
cessing of unstructured clinical text can classify and identify conditions, 
events, and onsets not otherwise available as structured data. There is 
reason to believe that the combined use of NLP and structured data can 
increase the quality of results compared to using only structured data 
[43]. When analyzing mental health data in the presence of potential 
comorbidities and other complex health issues, semi-supervised and 
supervised learning algorithms can provide more accurate results with 
fewer data than unsupervised methods [44]. 

While this review is specific to CAMHS, we believe that the frame
work detailing situations and care processes is important for charac
terizing EHR secondary usage and data analysis. 
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