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ABSTRACT
First-come first-serve scheduling can result in substantial (up to
10%) of transiently idle nodes on supercomputers. Recognizing that
such unfilled nodes are well-suited for deep neural network (DNN)
training, due to the flexible nature of DNN training tasks, Liu et
al. proposed that the re-scaling DNN training tasks to fit gaps in
schedules be formulated as a mixed-integer linear programming
(MILP) problem, and demonstrated via simulation the potential
benefits of the approach. Here, we introduce MalleTrain, a system
that provides the first practical implementation of this approach
and that furthermore generalizes it by allowing it to be used even
for DNN training applications for which model information is un-
known before runtime. Key to this latter innovation is the use of
a lightweight online job profiling advisor (JPA) to collect critical
scalability information for DNN jobs—information that it then em-
ploys to optimize resource allocations dynamically, in real time. We
describe the MalleTrain architecture and present the results of a
detailed experimental evaluation on a supercomputer GPU clus-
ter and several representative DNN training workloads, including
neural architecture search and hyperparameter optimization. Our
results not only confirm the practical feasibility of leveraging idle
supercomputer nodes for DNN training but improve significantly
on prior results, improving training throughput by up to 22.3%
without requiring users to provide job scalability information.
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1 INTRODUCTION
Batch-scheduled high-performance computing (HPC) systems typi-
cally maintain a queue of runnable jobs, with the order in which
queued jobs are run being determined by resource scheduling poli-
cies established by administrators to meet higher-level goals. For
example, the largest supercomputers often implement policies to
encourage capability computing, wherein they prioritize large jobs
that cannot run elsewhere. Other criteria, such as job wait time
and recent usage by a user or group, may also be considered when
determining job priorities. But regardless of policy goals, the fact
that jobs are typically given exclusive access to a fixed number of
nodes while running means that nodes will be idle whenever the
number of free nodes is less than the number needed to run the
next job (as identified by policy).

Backfilling [27], amethod bywhich lower-priority, shorter, and/or
smaller jobs are run on idle resources ahead of higher-priority jobs
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as long as they do not delay the start time of the higher-priority
jobs, can reduce, but not eliminate, inefficiencies, which can be
substantial. For example, in 2012, a comprehensive analysis of a
12-month workload trace of the Kraken supercomputer showed
an average utilization of 94% [37]; a four-year study of the Blue
Waters system revealed that monthly utilization rarely exceeded
80%. Jones et al. [18]; and other studies have reported utilizations
of around 90% [9, 25, 29]. These numbers can represent thousands
of idle GPUs on large supercomputers.

One approach to enhancing utilization in such environments is
to devise new approaches for structuring applications in malleable
forms and for mapping these malleable applications to supercom-
puter resources. A malleable computation adapts its degree of paral-
lelism at runtime in response to external requests [15], for example
by using checkpointing for semi-automated stop/restart [34] or
specialized languages and libraries [6, 11–13]. If well managed,
malleable applications can improve system utilization and schedul-
ing efficiency and reduce average response times, compared with
unmalleable jobs. However, to realize these benefits, (a) malleable
jobs need to be able to adapt dynamically to changing resource
allocations and (b) job schedulers must be able to expand or shrink
their resources to improve system utilization, throughput, and/or
response times.

In practice, the rigid nature of both commonly used programming
models like MPI and many current schedulers makes writing and
running malleable applications a daunting task, which is why few
malleable applications exist.

One intriguing source of malleable applications is deep neural
network (DNN) training. DNNs are being employed widely in scien-
tific computing [8, 10, 19, 21, 24, 26], and DNN training is becoming
a major workload in today’s supercomputers. Furthermore, deep
learning frameworks such as AdaptDL [31], PyTorch TorchElas-
tic [28], and Elastic Horovod [33] enable scaling up and down the
number of workers dynamically during training at modest cost
without requiring a restart. A DNN training job is divided into
many smaller tasks (mini-steps) that can be fitted into node×time
gaps in a supercomputer computing infrastructure. In other words,
DNN training workloads can in principle be structured as malleable
computations. However, practical realization of this malleability
requires the ability to 1) determine, quickly and accurately, what
mini-steps should be configured for different batch queue states,
and 2) assign resources and computations to run those mini-steps.

Liu et al. recently showed how, given knowledge of scheduler
state, the task of identifying mini-steps can be formulated as a
deterministic mixed-integer linear programming–based resource
allocation problem [25]. However, while they showed via simulation
that this “FreeTrain” approach could construct effective schedules
for real scheduler traces, they did not address the second task just
listed, by providing a practical implementation of their proposed
approach. This is a significant obstacle to the effective realization of
malleable DNN training due to the need for several system compo-
nents to coordinate and interact coherently: idle resource manage-
ment, job progress monitoring, resource negotiation, and resource
allocation. These components as well as their coordination are not
readily available in today’s job schedulers that were designed for
unmalleable computing tasks.

A second deficiency of the FreeTrain approach is that it requires
users to provide accurate scaling information, such as measured
throughput when using different numbers of nodes for DNN train-
ing jobs. Providing this information is a substantial challenge be-
cause in many modern DNN training workflows, such as neural
architecture search (NAS) [23, 32, 39] and hyperparameter tuning
(HPO) [22], jobs are generated on the fly based on results produced
in previous iterations by methods such as reinforcement learn-
ing [39] and Bayesian optimization [14]. Thus, even experienced
DNN experts do not know all the model details beforehand, let
alone their scalability characteristics.

In the work reported here, we propose and demonstrate solu-
tions to the two obstacles to the practical realization of malleable
DNN training just noted. First, we present a malleable DNN training
system architecture, MalleTrain, which achieves the efficient co-
ordination of the required idle resource management, job progress
monitoring, resource negotiation, and resource allocation functions.
For instance, in order to make malleable scheduling decisions, the
Resource Allocator must first get information about unfillable nodes
from the batch scheduler (e.g., PBS [16] or Slurm [36]), profiling
information from a profiler, and current running and waiting DNN
jobs from the job monitor; then, it needs to control a DNN scaling
framework (e.g., Elastic Horovod) to execute the scheduling deci-
sions. Throughout this process, it must also avoid negative impacts
on jobs submitted to the main batch scheduler.

Second, we address the challenge of obtaining accurate scaling
information by introducing a lightweight job profiling advisor (JPA)
to obtain automatically the information required for making re-
source management decisions. JPA runs experiments whenever a
DNN training task starts, according to a schedule that minimizes
associated costs by taking advantage of the fact that removing a
node is faster than adding a node in distributed DNN training. By
thus obtaining accurate job information at modest cost, JPA permits
the MILP to make more accurate decisions, with significant benefits
in practice. We conducted extensive simulation evaluations using
workloads from production supercomputer clusters, alongside ex-
periments on a smaller cluster with synthetic logs derived from
real Summit cluster logs. Our findings indicate that the more ac-
curate information provided by JPA allows MalleTrain to achieve
performance improvements of up to 22.3% relative to FreeTrain.
In addition, it permits the scheduling of malleable DNN training
applications, such as NAS and HPO, for which no performance
information may be available.

This paper thus makes three important contributions. First, we
propose a system architecture for running malleable DNNs on
supercomputers, and implement MalleTrain according to this ar-
chitecture. Second, we propose a lightweight online profiler that
employs an inverse-order profiling method to obtain accurate scala-
bility information for dynamic DNN jobs. Third, we present results
from both simulations with supercomputer traces and real-world
executions on a cluster using synthetic traces that demonstrate the
efficiency of these methods in harnessing previously idle nodes for
DNN training—and thus the feasibility of using what may often
be 10% or more of previously unfillable supercomputer nodes for
large-scale DNN training.
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Figure 1: Illustration of dynamic fragment resources on a
portion of a cluster. At time 𝑡 , there are three idle nodes in
the MalleTrain resource pool.

2 BACKGROUND
We present background information on the methods used by cloud
providers to support malleability, fragmented resources in HPC,
FreeTrain, and HPC network topologies.

2.1 Cloud-Preemptable Instances
Cloud providers such as AWS [1], Google [2], and Azure [3] make
preemptable compute capacity available at a reduced cost via mech-
anisms such as AWS Spot Instances. For AWS, Spot Instances enable
strategic utilization of surplus capacity; for users, they provide an
opportunity to reduce their cloud expenses. To make use of such
resources, however, users must be flexibile in their application run-
time and tolerance for interruptions.

Spot Instances are particularly well suited for certain noncritical
tasks such as data analysis, batch processing, and background op-
erations. As noted, their costs are typically lower than for regular
instances; on the other hand, they do not provide a time guarantee,
introducing the possibility of unexpected interruption due to the
cloud provider reclaiming running instances. To mitigate the po-
tential impact of such interruptions, cloud providers often grant a
brief time window and prior notification to clients. This advance
notice enables clients to reconfigure their workload distribution,
effectively rebalancing the workload across available resources. By
reallocating tasks and resources in response to an impending recla-
mation, clients can minimize disruptions and maintain a good level
of user experience. Spot Instance resources in cloud environments
resemble the preemptible HPC nodes addressed by MalleTrain.

2.2 Fragment Resources on HPC
As explored in recent research [9, 25, 29], leadership supercomputer
clusters such as Mira, Theta, and Summit exhibit utilization rates
of around 90%. Considering the substantial scale of these leader-
ship supercomputer clusters, the unutilized resources become a
significant concern. To put this in perspective, 10% idle capacity
corresponds to 460 nodes on the 4608-node Summit and more than
1000 nodes on the 10,624-node Aurora.

Resource allocation within supercomputer clusters is typically
managed by main schedulers such as Slurm [36] or PBS [16]. These

schedulers administer multiple queues to prioritize resource assign-
ments for user requests. As depicted in Figure 1, inevitable fragmen-
tary resources emerge. These fragments may not always be back-
filled, and (a portion of them) may remain unassigned. However,
these seemingly negligible fragments are well suited for scalable
and/or fault-tolerant workloads. The nature of these unassigned
fragment resources resembles that of Spot VMs, as discussed in §2.1.
In subsequent sections we will refer to these fragment resources
within supercomputer clusters as preemptible nodes. Their alloca-
tion timing lacks guarantees, rendering them unsuitable for typical
fixed-size supercomputer workloads. Nonetheless, the paradigm of
malleable applications, exemplified by DNN training, aligns seam-
lessly with this computational context. This suitability is under-
scored by several key factors: (1) DNN training demands substantial
time and computational resources; (2) the distributed data-parallel
training paradigm is inherently scalable; (3) leading DNN training
frameworks, such as Horovod Elastic [33] and TorchElastic [28],
adeptly support elastic training; and (4) DNN training often involves
exhaustive searches for optimal neural network architectures and
hyperparameters, consuming extensive computational resources.

The objective of MalleTrain is to empower users to effectively
leverage the unfilled fragments in supercomputers. Some super-
computers have a preemptable queue (the jobs submitted to this
queue may be preempted anytime) explicitly to encourage the use
of the unfilled nodes. A preemptable queue can be designated for
MalleTrain to which the users will submit adaptable DNN training
jobs. MalleTrain will optimally manage the allocation of unfilled
nodes by dynamically expanding and shrinking these adaptable
DNN jobs. To incentivize the adoption of this preemptable queue,
benefits such as reduced charges, in terms of either monetary cost
or node-time consumption, can be extended to users.

Table 1: Queue types and their characteristics. Queue is the
queue type name on the Polaris cluster, the Min and Max
columns give minimum/maximum number of nodes, and
time, allowed per job request, and Priority is the priority for
jobs in the queue.

Nodes Time
Queue Min Max Min Max Priority
debug 1 2 5 min 1 hr debug

debug-scaling 1 10 5 min 1 hr debug
demand 1 56 5 min 1 hr High
prod 10 496 5 min 24 hr High

preemptable 1 10 5 min 72 hr Low

Table 1 displays the different queue types in the Argonne Lead-
ership Computing Facility (ALCF) Polaris cluster [4]. The low job
priority means that nodes allocated for the job in the preemptable
queue could be reclaimed.

2.3 FreeTrain
As noted earlier, FreeTrain [25] introduces an approach to dynam-
ically allocating idle resources in which nodes and running job
information are taken as inputs and user-defined metrics such as
throughput or scalability are adopted as optimization objectives. By
formulating the problem using MILP, FreeTrain is able to compute
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an optimal allocation of idle resources to DNN training jobs, subject
to constraints such as allowed job size, feasible resource allocation,
job scale information, and job migration overhead.

However, several practical challenges must be overcome before
this approach can be realized into a production environment:

(1) Expecting users to provide specific runtime job details
can be a significant burden to users. The MILP algorithm re-
quires users to supply precise job-specific information, such as
model training throughput and scalability, since these details serve
as essential inputs for the optimization process. This requirement
will significantly increase the burden on users.

(2) Job runtimes often correlate closely with specific hard-
ware capability and configurations. Thus, to attain accurate job
runtime information, users would have to prerun their jobs under
nearly identical system settings and hardware configurations. How-
ever, this approach would be prohibitively time-consuming and
resource-consuming for most supercomputer users.

(3) In some cases, heuristic algorithms rely on current
models to predict future executions, making it impractical
to preprofile all potential models. The majority of HPO/NAS
algorithms are heuristic [14, 23, 32, 39], which implies that the
models to be evaluated are not predetermined until the current
models have completed their execution. Thus, users will not be
able to provide accurate job runtime information, a situation that
will lead to an invalid resource allocation plan and will largely
downgrade the performance of the system.

To overcome these challenges, an intelligent online profiling
mechanism is needed. Such a mechanism should accurately col-
lect job runtime information while minimizing disruptions to the
regular execution of jobs.

MalleTrain also employs MILP to do the allocation optimiza-
tion but emphasizes practical deployment aspects in supercomputer
clusters. JPA can be integrated seamlessly into the workflow, or-
chestrating automatic profiling and obviating the need for manual
input. As a result, the profiling procedure becomes an inherent
facet of the process, efficiently alleviating the user from the need
to provide such details beforehand. This dynamic profiling process
operates in real time, eliminating the need to halt any ongoing
jobs. While the profiling phase may occasionally lead to suboptimal
cluster performance, we mitigate potential overhead through the
implementation of a carefully designed online profiling mechanism.
Thus our design is able to obtain accurate profiling information
without excessive operational costs.

2.4 Topology
The network topology in a supercomputer cluster plays an im-
portant role in facilitating efficient communication, seamless data
transfer, and effective management of network resources. Today,
the dragonfly [20] and fat-tree [7] topologies are widely utilized
in supercomputer clusters due to their ability to deliver high band-
width and low latency. These features make them adept at meeting
the demanding requirements of modern high-performance com-
puting environments. The Polaris cluster and upcoming Aurora
cluster in the ALCF both use the dragonfly network topology, and
the Summit cluster uses fat-tree. A major concern for fragmented
idle resources in a supercomputer is that such resources will often

Figure 2: Example of fragment resources distribution on Po-
laris (27th in the TOP500 supercomputer list on Nov. 2023).
Red stars mark fragmented idle resources scattered on the
cluster. Note: For clarity in presentation, the figure depicts a
majority of the cluster rather than its entirety.

be scattered and distant from each other, as shown in Figure 2. Each
color represents a job; the nodes with same color were allocated to
the same job. To fully utilize the inter connection bandwidth and re-
duce the latency, schedulers tend to assign the nodes into the same
group or make them close to each other. For fragmented resources,
however, usually the nodes are scattered into different topology
groups. This scattering will have two major impacts. First, long
distance usually means more hops are needed, which means the
connections could have a higher fluctuation and cause a downgrade
in the DNN training performance. Second, long distance could in-
crease the end-to-end latency and cause more network resource
contentions. We perform extensive evaluation and show that the
topology is not a critical bottleneck for the design of MalleTrain.

3 SYSTEM DESIGN AND REALIZATION
MalleTrain manages the residual resources of a supercomputer
cluster, in other words, those that at any particular moment have
not been allocated directly by the main scheduler. Two major chal-
lenges for MalleTrain arise in utilizing such residual resources: (1)
their availability varies dynamically, and (2) they are preemptible.
The MalleTrain design enables these resources to be utilized fully
for parallel DNN training. MalleTrain seamlessly integrates with
mainstream schedulers such as Slurm or PBS on supercomputer
clusters. It operates without impacting the main scheduler, exclu-
sively controlling the non-trivial, dynamic, residual resources that
the main scheduler cannot utilize.

3.1 System Architecture Overview
Figure 3 shows the MalleTrain architecture and its five primary
components, which we describe in the following:

Scavenger detects and collects idle nodes from the main job sched-
uler for MalleTrain. Two primary approaches could be employed:
an event-driven mechanism, whereby the main scheduler alerts
MalleTrain to idle nodes, or a proactive strategy, in which Scav-
enger periodically polls to find available unused (but preemptible
when the main scheduler needs them) resources. The latter ap-
proach, preferred for its autonomy, requires no additional action
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Figure 3: Schematic of the MalleTrain architecture. Scavenger adopts idle nodes, Resource Allocator determines a map of nodes
to jobs, Job Manager rescales jobs according to the map, Job Monitor tracks job progress, and Job Profiling Advisor manages the
online profiling process.

from the main scheduler, ensuring seamless and efficient use of idle
nodes by MalleTrain.

Resource Allocator maps nodes to DNN jobs in such a way as to
optimize a given metric such as throughput or scaling efficiency.
The allocation task can be formulated as a mathematical program-
ming problem. In this paper we adopt the formulation of Liu et al.
[25] for resource allocation. The Resource Allocator is event-driven,
with four types of events being considered: new nodes joining
MalleTrain, nodes being recalled by the batch scheduler (i.e., the
corresponding jobs are preempted), arrival of new MalleTrain jobs,
and MalleTrain jobs completing.

Job Manager manages all jobs and implements the jobs-to-nodes
mapping made by the Resource Allocator.

Job Monitor tracks job progress by consuming (current global
batch size, timestamp) records generated by DNN training jobs
via one line of MalleTrain-supplied code added to the training
loop. The Monitor module then computes the current throughput
as well as the cost incurred for each rescale operation and updates
that information in a job records table to be used by the Resource
Allocator.

Job Profiling Advisor manages the online profiling process, as
described in §3.3. The JPA is an independent component that starts
work before the job entering the Resource Allocator.

When nodes cannot be backfilled by the main scheduler, they are
redirected to the Scavenger for utilization. Jobs submitted by users
to MalleTrain await the availability of nodes. As nodes become
available, the jobs at the front of the queue commence execution.
The running jobs transmit progress updates to the Job Monitor via a
socket client. The system’s architecture ensures continuous report-
ing of both cluster node statuses and job execution information to
the Resource Allocator. The Allocator then employs MILP based on
the current job distribution and number of nodes in the Scavenger.

The MILP algorithm devises a strategic plan, which is represented
by a map and subsequently conveyed to the Job Manager. The Job
Manager then implements this plan to adjust resources accordingly.
The events described in §3.2 will trigger the Resource Allocator to
run MILP and generate a new adjustment plan.

Users are provided with the option to explicitly indicate whether
their job requires profiling. If so, the JPA consults with the Resource
Allocator to assess the availability of necessary node resources for
profiling. Should resources be insufficient, the jobs are returned to
the queue. Conversely, if adequate resources are available for pro-
filing, the job proceeds through the profiling process. This process
uniquely involves an inverse order of node numbers; further details
are given in §3.3. When the profiling process is done, the profiled
job information will be an input to the MILP to find the optimal
allocation.

3.2 Event-Driven Resource Adjustment

Figure 4: Event-driven resource allocation process.
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Our event-driven resource management architecture is shown
in Figure 4. There are four types of events:

NewNodes indicates that one ormore nodes have become available
to MalleTrain.

Preemption can be initiated at any time by the main scheduler
without any prior notification. The jobs being run by MalleTrain
on the preempted nodes are terminated and the nodes returned to
the main batch scheduler.

Job Completion. MalleTrain picks a maximum of the top (first
come, first serve, FCFS) jobs from its queue to prevent excessive
hunger of low-priority jobs (e.g., low-throughput jobs when sample
processed per second is the target to optimize). All the selected
jobs are launched by MalleTrain via spawning a process using
a subprocess module of Python in a nonblocking fashion. The
exit/completion of a job is thus notified from the Job Monitor mod-
ule of MalleTrain.

A New Jobs event can trigger resource allocation only when the
number of currently running jobs, 𝑁 𝑗𝑟𝑢𝑛 , is less than the jobs
number threshold allowed in MalleTrain, 𝑃 𝑗𝑚𝑎𝑥 . When more than
one job is submitted as a batch (e.g., grid search of a hyperparameter
search), 𝑃 𝑗𝑚𝑎𝑥 − 𝑁 𝑗𝑟𝑢𝑛 jobs will be added to the running list as a
batch to reduce the rescaling cost. When the number of arrving
jobs 𝑁 𝑗𝑎𝑟𝑟𝑖𝑣𝑒 is larger than 𝑃 𝑗𝑚𝑎𝑥 −𝑁 𝑗𝑟𝑢𝑛 , the 𝑁 𝑗𝑎𝑟𝑟𝑖𝑣𝑒 − (𝑃 𝑗𝑚𝑎𝑥 −
𝑁 𝑗𝑟𝑢𝑛) jobs will be put into the FCFS queue for future execution.

Table 2: Example jobs-to-nodes map, as determined by MILP.
Each row corresponds to a job, with scale given by the sum
of the cells in the row; each column corresponds to a node,
with at most one cell in the column with value 1 indicating
the job to which the node is allocated.

𝑁1 𝑁2 𝑁3 𝑁4 𝑁5 𝑁6 𝑁7 ... ... 𝑁𝑛

𝐽1 0 0 1 0 0 0 1 0 0 0
𝐽2 0 0 0 0 0 0 0 0 1 1
... 1 0 0 1 1 0 0 0 0 0
𝐽4 0 1 0 0 0 1 0 1 0 0

The node-job map shows the allocation plan, and Table 2 demon-
strates an example map of the allocation plan. The MILP optimizer
takes the input and gives a new node-job map to the Allocator to
do the reallocation. We give more details in §3.3.

3.3 Job Profiling Advisor
In contrast to traditional profiling methods that necessitate dedi-
cated resources, our online profiling process is integrated into the
training process. This approach ensures the uninterrupted opera-
tion of worker processes during profiling. The strategic design of
node adjustment sequences, as depicted in Figure 6, to avoid scale-
up operations, effectively minimizes additional overhead. Each job
is equipped with a lightweight reporter (socket client), responsible
for reporting job progress to the Job Monitor (socket server). This
approach facilitates the automatic aggregation by the Job Monitor
of the training process information that is then used for optimiza-
tion purposes. Consequently, the JPA is enabled to make precise
and timely adjustments, thereby maximizing resource utilization.
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Figure 5: Rescaling overhead costs on Polaris A100 GPU
nodes: (a) Time to scale up and down a single node, for differ-
ent models; (b) Time to scale up different numbers of nodes,
for ResNet-50 model.

We noted in §2.3 the necessity for online profiling in order to
permit accurateMILP solutions and to handle tasks for which profile
information is not available before their execution. Here we shift
focus to an in-depth examination of the design elements of JPA. In
our proposed design the profiling function runs concurrently with
jobs. Thus we want it to be:

Prompt, meaning that it processes profiling events rapidly so as to
ensure efficient utilization of profiling information, and furthermore
completes rapidly so as to minimize overhead and limit disruption
to other tasks;

Fair, meaning that its design incorporates principles of fairness,
and that in instances where job interruption is unavoidable, a Least
Recently Used (LRU) strategy is employed to ensure equitable dis-
tribution of interruptions; and

Efficient, meaning that it prioritizes minimal disruption to other
tasks, adhering to two key principles: (1) avoiding the interruption
of multiple jobs simultaneously and (2) preventing the complete
cessation of any single job.

Accurate MILP requires that we know, or can rapidly determine,
the time that will be required to run any training mini-task on any
possible number of nodes. While obtaining this information may
sound intractable, in practice the regular nature of DNN computa-
tions makes it feasible to obtain good estimates. As in FreeTrain, we
assume a fixed per-node minibatch size (when training, we employ
a learning rate scheduler to adjust learning rate according to the
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Figure 6: Inverse-order rescaling sequence. The solid curve
represents scale-up and the dashed curve scale-down. JPA
aims to minimize the number of scale-up operations in order
to reduce overhead.

global batch size [17, 38]). We then need simply to measure the time
per epoch for that minibatch size on different numbers of nodes,
from a specified minimum to a specified maximum.

A useful optimization when performing those measurements
derives from the observation that, as shown in Figure 5a, the cost
of scaling up is consistently multiple times greater than that of
scaling down. Furthermore, Figure 5b illustrates that the overhead
incurred during scale-up remains relatively constant regardless
of the number of nodes involved; even as the number of nodes
increases, the increase in scale-up time is marginal. Consequently,
in our profiling of the rescaling process, we should minimize the
need for scaling up and prioritize scaling down wherever feasible.
As an example, consider the two situations illustrated in Figure 6.
If the initial number of nodes is 1 and the objective is to profile
nodes 2, 3, 4, and 5, we may either: (a) scale up directly to 5 nodes
and then scale down to 1, thereby gathering scalability data for all
nodes using a single scale-up operation, or (b) incrementally scale
up from 1 to 5, which requires four separate scale-up operations.
The first approach is significantly more efficient than the first, since
it requires only one scale-up operation.

The JPA architecture (Figure 7) resembles that of MalleTrain
but with several distinctions: (1) JPA exclusively processes new job
events, since only these require profiling; in contrast, the trainer
instance accepts multiple events, as described in §3.2. (2) The node
adjustment in JPA is decided by our profiling algorithm instead of
by the MILP program. Users retain the discretion to decide whether
their jobs undergo profiling. Upon receiving a profiling request
from a user, a profiling event is triggered, which initiates a process
whereby the Resource Allocator assesses the availability of suffi-
cient resources for profiling. If resources are deemed adequate, a
profiling job is started, temporarily preempting nodes from other
jobs. Upon completion of profiling, the MILP process is engaged to
make adjustments based on the newly collected information. The
gathered scale information is then reported and recorded by the
job manager, contributing to future optimization efforts.

3.4 Cluster Configuration
MILP is an NP-hard problem and the cost of the MILP computation
required to determine a mapping of jobs to idle nodes scales rapidly
with the number of runnable jobs and available nodes. Thus, it can
be preferable to partition a supercomputer into disjoint subsets
and run multiple trainers in parallel, one per subset. This approach
restricts the maximum number of nodes to which any one job can
scale, but has the advantages of reducing delays due to training

and of permitting different trainers to optimize for different metrics
appropriate for different task types, such as computer vision models
and language models.

With multiple trainers, the question arises of whether it is ad-
visable from a performance perspective to run more than one on
a single node. Our preliminary investigation into the effects of
running multiple MILP processes concurrently on the same node
revealed that the processing time begins to increase only when
the number of concurrent trainers exceeds the number of cores,
as illustrated in Figure 8. This suggests that deploying multiple
trainers and running the associated MILP processes concurrently
on a single head node can diminish overheads without adversely
affecting the performance of standard jobs.

4 EVALUATION AND DISCUSSION
We conducted an extensive experimental evaluation to validate the
effectiveness and robustness of our framework with real logs of
supercomputer clusters. We also validated MalleTrain on a small
cluster in a real production environment.

4.1 Experiment Setup
We examined trace logs from two supercomputers listed in the
TOP500 as of November 2023: Summit, ranked 7th, and Polaris,
ranked 27th [5]. The Summit log spans 14 days from February 10 to
February 24, 2021, while the Polaris log covers a 7-month duration,
from January 1 to July 28, 2023.

Figure 9 depicts event traces from the Summit and Polaris super-
computers. We see that Polaris has more shorter gaps than Summit,
with indeed over 50% of its event gaps being shorter than 10 sec-
onds. A key factor contributing to this difference is Summit’s policy
favoring large jobs. Such jobs generally have longer durations, lead-
ing to fewer but more extended resource occupations. Conversely,
without a similar policy favoring large jobs, Polaris experiences
more frequent, shorter gaps between events due to the prevalence
of smaller jobs. However, because of the unavailability of idle node
data for the Polaris cluster, we focus on Summit trace data in our
log replay simulation evaluation. Figure 10, which shows idle nodes
on Summit over a two-week period, shows that the number of idle
nodes varies significantly over time.

While plugging MalleTrain into the batch scheduler of a real
supercomputer would permit accurate evaluation in a real system,
we would lose the ability to reproduce the same trace with different
strategies, including the baseline allocation policy, for comparative
research. Therefore, we instead generate representative traces and
replay them on the real system for our experimental evaluation. In
contrast to the simulation-based evaluation, experiments here do
not rely on any performance modeling: they run the DNN training
task on real supercomputer nodes.

A challenge for MalleTrain is to optimally utilize fragmented
node×time resources to meet a user-specified metric (e.g., through-
put in terms of samples processed per second, resource utiliza-
tion/scaling efficiency). We synthesize traces that are independent
and identically distributed with real traces from supercomputers.
Figure 11 compares node idle gap lengths from real Summit sched-
uler logs vs. our synthetic traces. We see that the distribution of
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synthetic traces is close to those of the real logs, confirming the
representativeness of our synthetic traces.

4.1.1 Workload. NASBench101 [35] is a neural architecture search
(NAS) benchmark dataset created to permit systematic, reproducible,
and accessible evaluation of NAS algorithms. It was introduced to
address the challenges associated with the high computational cost
of evaluating NAS algorithms, which traditionally require training
thousands of neural network architectures from scratch to find the
most efficient one for a given task. We conducted our experiment
within the search space of NASBench101, which comprises 423,624
computationally unique neural architectures. The image size for
our training is 224×224×3. We use randomly generated tensors
instead of the real dataset to remove the potential I/O impact on
our experiments. We note that our focus here is not on the accuracy
of the models but rather on assessing throughput and scalability.
Varieties of deep learning models that do the HPO tasks were also
evaluated in the same context as the NAS workload; the models
were randomly selected from models listed in Figure 14.
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Figure 9: Cumulative histograms of idle gap counts on Sum-
mit and Polaris, for short gaps (0–50 secs: left) and longer
gaps (0–3600 secs: right). Polaris has more shorter gaps (≤60
secs) while Summit has more gaps in the range from 60 to
600 secs.
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Figure 10: Idle nodes on Summit over two-week period.

4.1.2 Testbed. We conducted experiments on a 32-node cluster
in which each node is equipped with four A100 GPUs. The GPUs
are interconnected via NVLink within each node, and nodes are
connected via InfiniBand. The synthesized traces, as depicted in
Figure 11, were instrumental in simulating the preemptive actions
undertaken by the main scheduler.

4.2 Performance Evaluation
We conducted experiments to benchmark our system against the
FreeTrain framework for preemptible resource allocation on HPC
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Figure 11: Comparison histogram of fragment length be-
tween real logs and synthetic. Synthetic (10k) shows the sta-
tistics for 10k fragments, and Synthetic (1k) shows the sta-
tistics for 1k fragments. The synthetic traces keep the same
distribution as that of the real log.

clusters. Our evaluation comprised NAS and HPO training work-
loads. Notably, the NAS workload exhibited more variability in
training speed and scalability compared with HPO tasks.

Our primary metric for comparison was the overall training
throughput of the system. We ran both frameworks under iden-
tical workloads to ensure a fair comparison. For the NAS model
sampling process, we randomly selected models. To maintain con-
sistency, we set the same seed value for both frameworks, ensuring
that the sequence of model training remained identical across the
experiments. We conducted the simulation with the two-week log
and conducted the experiments for 12 hours with the synthetic
trace. The average throughput is shown in Figure 12 with the NAS
workload and HPOworkload. We see that MalleTrain outperforms
FreeTrain in various settings.

4.3 Topology Impact Analysis
The dynamic and randomly scattered nature of fragmented re-
sources across the cluster raises concerns about potential declines
in the overall performance of training jobs. To address these con-
cerns, we conducted experiments on the Polaris cluster with the
dragonfly network topology. Our study involved comparing the
performance of nodes confined within a single dragonfly group
versus those distributed across multiple dragonfly groups. Figure 13
shows that the physical distribution of nodes, whether scattered or
closely situated, has minimal impact on NAS/HPO DNN training
speed. Figure 14 indicates robust scalability of models even at the
32-node level, each node equipped with 4 NVIDIA A100 GPUs,
encompassing a total of 128 A100 GPUs.

The underlying reasons for these observations are multifaceted.
First, leadership-class supercomputer clusters are typically outfitted
with high-performance network devices. For instance, Polaris is
equipped with the HPE Slingshot 11 interconnect, offering up to 200
Gb/s point-to-point bandwidth. Second, the networking infrastruc-
ture in these clusters is often highly overprovisioned, mitigating
network contention among applications running on different nodes.
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Figure 12: FreeTrain vs. MalleTrain performance for the NAS
and HPO applications, as measured both with real logs on a
simulator and synthetic logs on a real cluster.
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Figure 13: We analyzed training performance for sample
MalleTrain jobs under four different scenarios: Same Group,
Empty (where all nodes are located within the same Dragon-
fly group and the cabinet is empty), Same Group, Busy (where
all nodes are within the same Dragonfly group but are collo-
cated with other jobs), Different Group, Empty (where nodes
are distributed across two Dragonfly groups with the two
cabinets empty), and Different Group, Busy (where nodes
are distributed across two Dragonfly groups and collocated
with other jobs). The results demonstrate consistent training
speeds for bothmodels across all scenarios. The error bars for
the Different Group, Busy scenario reveal higher variances
in training speed, indicating fluctuations occur primarily in
this scenario. However, the average training speed remains
consistent despite these fluctuations.
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Third, modern distributed deep learning frameworks, such as Py-
Torch [28] and Horovod [33], effectively overlap computing and
communication tasks. This overlapping functionality reduces the
network’s impact on training speed, thereby diminishing the sensi-
tivity to network conditions.

5 RELATEDWORK
We have already referred to the pioneering work of Liu et al. on
FreeTrain [25], while noting also that certain assumptions and strict
requirements make it fall short in the real production environment.
FreeTrain heavily relies on users to provide accurate runtime in-
formation from training jobs, which increases the burden to the
users, making it impractical for use. Indeed, in some widely used
heuristic NAS/HPO algorithms, FreeTrain has to guess a config-
uration or provide information solely based on user experience;
the inaccurate or out-of-date information might largely downgrade
the overall performance of the MILP optimization algorithm. In
contrast, MalleTrain integrates automatic profiling components
into the process and doing the profiling automatically.

Pollux [30] is a resource-adaptive DNN training and schedul-
ing framework designed to efficiently rearrange distributed deep
learning processes, particularly in dynamic-resource environments
such as shared clusters and cloud infrastructures. This framework
employs Kubernetes for efficient scheduling, rescaling, and recon-
figuring of job batch sizes and learning rates, thus maximizing
training performance and optimizing resource utilization. Pollux
operates on a fixed-size cluster, however, whereas MalleTrain can
handle dynamically varying cluster sizes.

6 CONCLUSION
We have introduced MalleTrain, a system that we demonstrate can
employ idle fragmented nodes on batch-scheduled HPC systems
for large-scale DNN training. MalleTrain defines a workable archi-
tecture for efficient use of such idle nodes, and via its job profiling
advisor, which efficiently gathers accurate job execution data at
runtime with minimal interference to ongoing tasks, enables idle
nodes to be employed efficiently even for dynamic workloads such
as neural architecture search and hyperparameter optimization.

Detailed performance studies involving both simulations and ex-
periments validate the effectiveness of the approach and show that
MalleTrain achieves >20% more training throughput than was
reported, on the basis of simulation studies alone, for a precursor
system. MalleTrain thus opens up the feasibility of both improving
the utilization of large HPC systems and increasing the resources
delivered to DNN applications. Moreover, the methodologies devel-
oped in this study have potential applications beyond their current
scope. They could be adapted, for example, to infrastructure man-
agement tasks, such as scheduling in Kubernetes clusters and other
cloud computing platforms.
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