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Quantum sensing using multiqubit quantum systems and the Pauli polytope
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Quantum sensing has highly practical potential applications in fields ranging from fundamental physics and
quantum communication to biophysics and bioengineering. However, achieving high fidelity and control of
entangled qubits that enables sensing beyond the quantum limit is still a challenging endeavor. In this paper,
we present an alternative approach to quantum sensing, which we call open-system quantum sensing, where
we exploit a generalization of the Pauli exclusion principle to sense the openness of a multiqubit quantum
system from only measurement of the qubit occupations. Qubit occupations of a pure state obey generalized
Pauli exclusion constraints that define a convex set known as the Pauli polytope, and hence violation of one of
these constraints—a facet of the polytope—reveals a mixed state from the interaction of a quantum system with
its environment without performing full-state tomography. We examine experimental ultrafast spectroscopic data
from the photosynthetic light-harvesting complex in green sulfur bacteria and show that we can sense and decode
the relaxation of the complex due to environmental noise. More generally, we can apply open-system quantum
sensing with any general multiqubit quantum system, where it provides a unique, visual approach that promises
enhanced sensitivity and fidelity.
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I. INTRODUCTION

Quantum sensors harness the high sensitivity of quantum
systems to external disturbances to gain more informa-
tion about the world around us. For example, technological
applications of quantum sensing are found in precision
timekeeping [1,2], high-energy physics [3], diagnostic screen-
ings, and single-molecule detection [4–9]. Diamond-based
spin qubits, in particular, present a promising platform for
high-sensitivity measurements [10]. Optical and magnetic
properties of spin defects are studied extensively, providing
detailed information on their energy level structures, coher-
ence times, and spin properties [11–16]. Sensing with a single
electron spin, such as that in a negatively charged nitrogen-
vacancy (NV) center in diamond, relies on optimization of
the two-level spin dynamics. The NV center spin state can be
readily initialized via optical pumps, coherently manipulated
using pulsed radiation, and measured with high fidelity. A
greatly desired scientific goal has been realizing entangled
networks of such spin qubits, which allow for sensitivity mea-
surements that surpass the standard quantum limit. Though
significant experimental progress in ensemble sensing has
been made [4,17–29], noise still presents a limitation in
achieving greater coherence times of correlated sensors. To
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benefit from entanglement, it is necessary to understand the
environmental fluctuations affecting the dynamics of the sys-
tem of interest and the effect of internal degrees of freedom
on the attainable sensitivity levels.

Fermionic systems naturally exhibit entanglement with a
canonical example of a pair of indistinguishable fermions in
an antisymmetric pure state [30,31]. In 1925, Pauli recorded
that no more than one fermion can occupy a spin orbital [32],
requiring the occupations of that orbital to be between zero
and one. Additional restrictions on three-electron systems,
known as the generalized Pauli constraints (GPCs), were
discovered by Borland and Dennis in 1972, paving the way
for the development of entanglement polytopes [33], GPC-
based electronic structure algorithms [34–40], studies on
fundamental symmetries of systems [41–45], and even ex-
perimental demonstrations of the phenomenon on quantum
devices [46,47]. The advantage of considering GPCs in terms
of quantum sensing becomes apparent when going beyond the
1-qubit sensing regime since the condition holds for p qubits,
where p is arbitrary [40,48–50]. In this paper we present a
scheme for open-system quantum sensing using a multiqubit
quantum system. We provide a theoretical framework in terms
of the set of one-particle reduced density matrices (1-RDMs)
for sensing the openness of a 3-qubit system. The 1-RDM
is defined by the integration of the N-fermion density matrix
over the coordinates of all fermions except one:

1D(1; 1̄) =
∫

N D(12 · · · N ; 1̄2 · · · N )d2d3 · · · dN. (1)

The eigenfunctions of the 1-RDM are known as the natural
orbitals φi, and the eigenvalues are natural-orbital occupation
numbers ni. By applying our model to the data available
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FIG. 1. A convex set formed from the ordered natural occupa-
tions of the 1-RDM for three fermions in six orbitals. The sets
of occupations lying inside the yellow region of the polytope, the
pure-state Pauli polytope, are compatible with at least one closed
(pure-state) quantum system. Sets of natural occupations that lie in
the blue region of the polytope are only compatible with an open
(ensemble) quantum system.

from an experimental study of the eight-chromophore Fenna-
Matthews-Olson (FMO) complex [51,52], we provide a
practical analysis of a complex many-body environment and
characterize the multiqubit sensing ability under realistic con-
ditions. We extract the desired sensing information on the
noise-assisted relaxation process in the system by examining
multiple 3-qubit subsystems and their geometric 1-RDM-
based pictures in the Pauli polytope (Fig. 1).

II. RESULTS

When the Pauli exclusion principle,

0 � ni � 1, (2)

is applied to the occupations of natural orbitals of the 1-RDM,
ni, it provides necessary and sufficient constraints that the
1-RDM is representable by at least one ensemble N-electron
density matrix, also known as ensemble N-representability
conditions [53]. In the presence of a third spin- 1

2 particle, the
generalized Pauli constraints (GPCs) for three fermions in six
orbitals feature

n5 + n6 − n4 � 0, (3)

n1 + n6 = 1, n2 + n5 = 1, n3 + n4 = 1, (4)

where ni � ni+1. They are also known as the pure N-
representability conditions [48] since they only hold for pure
states of three fermions. The sum rule for natural-orbital occu-
pations in Eq. (4) is obeyed for all times, restricting the sum of
the fermion population on each site to 1; therefore the system
of three fermions in six orbitals can be treated as a system
of 3 qubits [49]. In the case where fermions are also qubits,
the GPCs for N fermions in 2N orbitals reduce to a single
inequality [39,40,49] defined as

r∑
i=N+2

ni − nN+1 � 0, (5)

where ni are the smallest N eigenvalues for the system and r
is the number of orbitals. Already for 3-qubit states there exist
two physically distinct ways of entanglement represented by
the Greenberger-Horne-Zeilinger |GHZ〉 [54] and |W 〉 [55]
states. The ordered set of the three smallest 1-RDM eigenval-
ues of a 3-qubit system forms a polytope, a closed convex set
with flat facets shown in Fig. 1. The polytope serves as a visual
tool for the detection of entanglement between particles, i.e.,
the deviation of points from the (0,0,0) point in the polytope,
which is the Slater determinant. Both the yellow and blue
regions of the polytope are allowed for occupation numbers
from an ensemble (open) system, but only the yellow region
of the polytope is allowed for a pure-state system. We refer to
this part as the pure-state Pauli polytope.

To apply the GPCs to entanglement-enhanced sensing, we
consider a sample of the eight-exciton FMO complex, previ-
ously studied by Higgins et al. [52] in view of photosynthetic
light harvesting, in particular, the variable steering of exciton
energy transfer in reducing and oxidizing conditions. The
FMO complex [51] is a well-characterized light-harvesting
system present in green sulfur bacteria. It is composed of
three monomers, each containing eight bacteriochlorophyll-a
(BChla) chromophores (sites), which serve as a molecular
wire that facilitates energy transfer from the light-harvesting
antennae to the reaction center. The Hamiltonian for this sys-
tem is described as

Ĥ =
8∑

j=1

h̄ω jσ
+
j σ−

j +
∑
j �=l

h̄ν j,l (σ
−
j σ+

l + σ+
j σ−

l ), (6)

where h̄ω j is the site energy of each chromophore, h̄ν j,l is the
coupling constant between the pair of chromophores j and
l , and σ+

j (σ−
j ) creates (annihilates) a single excitation on

chromophore j. In natural conditions, many light-harvesting
complexes contain at most one excitation at a given time [56];
therefore the representation of this system’s density matrix
can be restricted to an M-dimensional space of single excita-
tions, where M is the number of chromophore sites [44]. Each
of the eight chromophores is generally treated as a single α-
spin fermion in a two-state model, where the two energy levels
are separated by the excitation energy of the chromophore;
so the terms chromophore and qubit are used interchangeably
throughout this paper.

The FMO complex is extensively used as a platform for
studying quantum phenomena [57–62] and, more recently,
for machine learning and quantum information approaches
to simulating energy transport processes in light-harvesting
complexes [63–67]. This highly correlated exciton network
features relaxation time on a timescale of femtoseconds and
presents an ideal architecture for exploring the effects of
entanglement on physical observables of interest in quantum
sensing. Figure 2 shows the site population in the FMO com-
plex for the first 1 ps of the energy transfer process at 77 K.
We employ the 8 × 8 Hamiltonian given in Ref. [68] and an
eight-exciton density matrix, D, that was initialized following
an optical excitation as employed in the ultrafast spectroscopy
experiments described in Ref. [52] (see Appendix B). The
population dynamics are generated by evolving the Lindblad
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FIG. 2. Population dynamics of the FMO energy transfer process
at 77 K in the site basis. The initial excitation oscillates among the
eight sites but loses some of its population to environmental noise
after 1 ps of the chromophore coherence lifetime.

equation,

d

dt
D = − i

h̄
[Ĥ, D] + L̂(D), (7)

where L̂ is the Lindblad operator taken to be the sum of
operators describing dephasing and dissipation of the system
following the initial excitation [69]. The use of experimental
values for dephasing and dissipation parameters, consistent
with definitions in Ref. [70], along with the experimentally
derived density matrix, provides a realistic treatment of the
chromophore entanglement and its influence on the popu-
lation dynamics. The initial excitation oscillates among the
eight sites, after which the system relaxes and loses some
of its initial population to dissipation into the environment.
The experimental FMO sample was not attached to a reaction
center; so the population loss is primarily due to quantum
noise experienced by the system from its interaction with the
environment.

The generalized Pauli constraints [Eq. (3)] allow us to
model the relaxation process in the FMO complex by calcu-
lating the three smallest natural-orbital occupation numbers
of the 3-qubit 1-RDMs obtained from the time evolution
of the initial density matrix. The features of environmental
noise and internal degrees of freedom on the time evolution
trajectories are then inferred from the Pauli polytope. Fig-
ure 3 shows the trajectories of the natural occupation numbers
of a 3-qubit FMO subsystem for 2 ps. The points colored
black (red) show the spectrum outside (inside) the set of
allowed 1-RDMs for pure quantum states. The FMO system
is exposed to dephasing and dissipation noise; therefore the
initial 1-RDM is ensemble N-representable, sharply violating
the GPCs. The system then enters the pure set periodically
and eventually converges to a classical ensemble, ( 1

8 , 1
8 , 1

8 ),
where the excitation is spread equally among the eight sites.
The equidistribution of energy over the degrees of freedom
follows from the excitation reaching the classical limit over a

FIG. 3. Pauli polytope showing the femtosecond trajectories of
a 3-qubit subsystem (chromophores 1, 2, and 3) from the exper-
imentally derived density matrix of the FMO complex. The blue
(yellow) region of the polytope shows the spectrum outside (inside)
the set of allowed N-electron pure states, also denoted using black
(red) spheres. Due to the presence of dephasing and dissipation, the
spectrum of this open quantum system originates in the blue region
of the polytope, violating the GPCs, and converges to a classical
ensemble, in the yellow region, at 10 ps, obeying the GPCs for the
most part of the temporal evolution.

sufficiently long period of time. In this scenario, the quantum
noise, i.e., the environment, can be thought of as a quantum
probe performing an indirect measurement on the 3 qubits
in the system. Therefore, using the GPC framework, we are
able to obtain geometric information about the openness of the
3-qubit system, i.e., its interaction with the environment, as a
function of time from only a knowledge of its time-evolving
1-RDM. By measuring the temporal evolution of the openness
of the system, we are able to sense the temporal evolution of
the environment, providing us with an open-system quantum
sensor. The use of a 3-qubit system is important because 3
is the smallest number of qubits whose 1-RDM can distin-
guish between an open (ensemble) and a closed (pure-state)
quantum system [44]. Furthermore, the presence of 3 qubits
supports an entangled multiparticle interaction that cannot be
simulated by being broken into two-particle subsystems [33].
Our open-system quantum sensing approach can be repre-
sented using a generic quantum circuit model shown in Fig. 4.
All 3 qubits are initially in the |0〉 state, which is flipped
to |1〉 upon the excitation, as demonstrated with single-qubit

FIG. 4. Arbitrary quantum circuit model representing the open-
system quantum sensing scheme for 3 qubits. The X and U gates
function as traditionally ascribed, and the N gate represents environ-
mental noise. The circuit is generic and does not illustrate a lower
bound of the unitary gates needed to prepare an entangled 3-qubit
state.
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FIG. 5. Temporal trajectories of different 3-qubit subsystems of the FMO complex for the first 2 ps of the energy transfer process from
the experimentally derived density matrix. In each case, the time evolution produces an expanded set of 1-RDMs, violating the GPCs initially,
and then converges to the classical limit at longer times. The three panels differ in the choice of one of the 3 qubits or chromophores in the
subsystem: (a) 124, (b) 125, and (c) 126, where, for example, “124” denotes chromophores 1, 2, and 4. Varying only 1 qubit shows enhanced
measurements of the relaxation processes of the remaining qubits in the system.

X gates. Following this excitation, the qubits can be manip-
ulated via unitary operations to prepare different entangled
states. Finally, the noise operator, N , is applied, representing
the environment interacting with the 3-qubit system. In this
example, N may function as a well-defined Kraus operator
that can be converted to unitary matrices in a dilation-based
algorithm [64,71]. The measurements provide single-qubit
populations used for decoding the relaxation process of this
multiqubit system. If the prepared state is interacting with
the environment, the pure-state Pauli polytope will be vio-
lated, demonstrating how the Pauli polytope can be used as a
valuable tool for visualizing a quantum sensing process. The
presented scheme provides a look at a general approach for
embedding quantum computing and quantum sensing into a
single platform for exploring ensemble and high-fidelity sens-
ing regimes. Since the experimental data on the FMO complex
only include information on dephasing and dissipation in the
system, the theory focuses on those sources of quantum noise,
which are also of significance as idle qubit errors in quantum
information science. The advantage of embedding few-qubit
quantum “computers” within quantum sensors is that we
can exploit additional state preparations, measurements, and
pure-state requirements, such as the GPCs or more general
N-representability conditions, to enhance the sensitivity and
fidelity of the sensors and improve postmeasurement analysis.
Additionally, since we are considering a multiqubit system,
this allows for conducting entangling measurements across
multiple quantum states, a process polynomial in n, where n
is the number of qubits, as opposed to measuring one state at
a time.

To demonstrate the application of GPCs in quantum sens-
ing, we highlight system-specific detection of the multiqubit
relaxation process. Figures 5(a)–5(c) demonstrate spatially
distinct trajectories exhibiting differences only based on the
selection of the three chromophores in the 3-qubit subsys-
tem: 124 [Fig. 5(a)], 125 [Fig. 5(b)], and 126 [Fig. 5(c)],
where, for example, “124” denotes chromophores 1, 2, and
4. We observe that, in each system, the degrees of freedom
of a single qubit enhance the measurement of the relaxation
process of 2 correlated qubits. This demonstration establishes
a relationship between entanglement, coherence time, and
the generalized Pauli constraints. The violation of the GPCs

certifies the openness of the quantum system, while the unique
time evolution of the natural-orbital occupations, defining the
GPCs and polytope, provides detailed information about the
environment. This information can be mined visually, or by
machine learning, to identify, assess, and understand varia-
tions that reflect (or sense) major or even nuanced changes in
the environment. Such an open-system quantum sensor is able
to enhance the measurement of energy relaxation processes
by examining the effect of noise on the purity of the quantum
state via the GPCs that define the facets of the pure-state Pauli
polytope. Furthermore, we are able to distinguish unique fea-
tures of the quantum mechanism exhibited by the subsystems,
without having prior knowledge of their functionalities. For
example, our previous work on the FMO complex showed
that in the presence of quantum noise and a reaction center,
the spectrum of 1-RDM occupations of the FMO system con-
verges to the (0,0,0) point, which corresponds to the Slater
determinant of the ground state [40]. It is clear from our
present model that the system of interest in this paper con-
verges to a classical ensemble instead due to the absence of
the reaction center, showing the potential of the GPCs to be
used for sensing the presence of an energy sink in similar
light-harvesting complexes.

We can also observe two distinct types of 3-qubit inter-
actions in the Pauli polytope. For example, Fig. 6 illustrates
different helical behavior than noted in Figs. 5(a)–5(c). The
set of physically accessible 1-RDMs is expanded to a greater
extent when chromophores 7 and 8 constitute the third qubit in
the system. Moreover, the rate at which the subsystems reach
the classical ensemble state varies across the given examples
(see Appendix C). These results demonstrate the temporal
evolution of entanglement in five different multiqubit systems
and illustrate how a single qubit can suppress or enhance the
measured relaxation process. It is important to note that the
present model is not limited to sensing by the FMO com-
plex; rather it is an illustration of a theoretical framework
that may be applied to an arbitrary multiqubit system exhibit-
ing entanglement and that can be described using the GPC
formalism in Eq. (3) and the Pauli polytope. We provide a
scheme for designing a multiqubit sensor with the ability to
act as a simplified quantum “computer” by receiving external
stimuli, performing a sequence of calculations through gate
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FIG. 6. Trajectories of different 3-qubit subsystems of the FMO
complex for the first 2 ps of the energy transfer process. In each case,
the time evolution produces an expanded set of 1-RDMs, violating
the GPCs initially, and then converges to a classical ensemble at
longer times. The two panels differ in the choice of 1 of the 3 qubits
in the subsystem: (a) 127 and (b) 128. The 128 subsystem relaxes
to its classical ensemble state at a faster rate than any of the other
subsystems considered.

manipulation, and carrying an output to the measurement
of the final state. In this paper, the FMO complex converts
quantum information into quantum memory, which is then
processed and measured using the GPC framework. Practi-
cally, this proof of concept could be implemented in the design
of solid-state probes, where, for example, NV centers are
functionalized with antenna complexes [72,73], which serve
as mini quantum computers that may be used to distinguish
environmental noise from the signal or to allow for initializa-
tion of the NV centers at different times.

Remarkably, not only do the GPCs behave as an indicator
of entanglement in a multipartite system, but also they demon-
strate that the essential features of such strong entanglement
and correlation can be decoded from a knowledge of no more
than the 1-RDM. Previous work has shown that GPCs of the 1-
RDM contain important information about the many-fermion
system and its wave function [41,44,74], and recently, it has
been demonstrated that a combination of machine learning
and RDMs may provide a significant reduction in the com-
putational cost of calculating highly correlated systems [75].
Here we establish that the GPCs and the 1-RDM provide a
general platform for constructing a multiqubit-driven class
of quantum sensors that are capable of reporting on the en-
vironment by measuring and analyzing the openness of the
quantum sensor.

III. CONCLUSIONS

Our results reveal that 3-qubit systems provide suffi-
cient degrees of freedom for establishing an entanglement-
enhanced interaction whose 1-RDM can discern between an
open and a closed system. Therefore, we demonstrate how
an entangled multiqubit sensor of low computational cost for
simulation can be harnessed for performing nontrivial compu-
tations, acting as an effective few-qubit quantum “computer.”
The nonexponential measurement performed by the sensor
uncovers whether the prepared state is interacting with the
environment, in which case the pure-state Pauli polytope is

violated. Here, the Pauli polytope is an important tool that vi-
sually highlights openness of the 3-qubit system as a function
of time. The advantage of embedding multiqubit quantum sys-
tems in quantum sensors is that it enables more sophisticated
state preparation and measurement schemes by exploiting
fundamental restrictions of a pure-state quantum space, such
as the GPCs and pure N-representability conditions, to en-
hance the sensitivity and fidelity of the quantum sensor to the
environment. The computational complexity of checking the
GPCs is determined by the cost of computing the eigenvalues
(natural occupations) of the 1-RDM. The measurement and
storage costs of the 1-RDM increase as N2, while the com-
putation of the 1-RDM’s eigenvalues scales as N3, where N
is the number of qubits. Therefore, learning how to extract
information on the system-environment interactions using
single-qubit populations could lead to enhanced quantum sen-
sors that maximally utilize quantum computational advantage.

Though the implementation of entangled multiqubit sen-
sors would enable sensing beyond the standard limit, practical
deployment of entanglement-enhanced quantum sensors, in
part, relies on striking the correct balance between noise
suppression and signal conservation. By acting on the bor-
der between quantum sensing and quantum computation, we
present a scheme for the detection of environmental noise in
a particular implementation of an entangled open quantum
system by exploiting the Pauli polytope. Our open-system
quantum sensing approach demonstrates how the constraints
on fermionic correlation and entanglement can be used to
extract enhanced sensing information on the noise-assisted
relaxation process of a multiqubit system. We show how
multiparticle entanglement in sensors of 3 and more qubits
can be used to exploit the GPCs or, more generally, the pure-
state N-representability conditions to sense the openness of
the quantum system. Hence, the use of GPCs in quantum
sensors offers an alternative paradigm for merging multiqubit
quantum systems with quantum sensors.
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APPENDIX A: CHEMICAL DYNAMICS

The time evolution of the eight-exciton density matrix is
governed by the Lindblad equation [Eq. (7)], where D is the
density matrix,

D =
∑
k,l

ρk
l |ψk〉 〈ψl | ; (A1)

ρk
l are the elements of D in the basis set of wave functions

ψk , representing an excitation on the kth chromophore; and
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L̂ is the Lindblad operator, which accounts for interactions of
the eight chromophores with the environment. The Lindblad
operator is taken as a sum of three operators that describe
dephasing, dissipation, and loss to the energy sink,

L̂deph(D) = α
∑

k

2 〈k| D |k〉 |k〉 〈k| − {|k〉 〈k| , D}, (A2)

L̂diss(D) = β
∑

k

2 〈k| D |k〉 |g〉 〈g| − {|k〉 〈k| , D}, (A3)

L̂sink (D) = 2γ 〈3| D |3〉 |s〉 〈s| − γ {|3〉 〈3| , D}. (A4)

The |g〉 denotes the state in which each of the chromophores
is in its ground state, the |k〉 represents each excited state
having a single excitation on one of the chromophores, the
|s〉 denotes the energy sink, and |3〉 indicates the excited state
of the third chromophore multiplied by the ground states of
the other seven chromophores.

The rate parameters in the Lindblad operators for dephas-
ing (α), dissipation (β), and the sink (γ ) are chosen to be
1.52 × 10−4 a.u. (33.4 cm−1), 7.26 × 10−5 a.u. (15.9 cm−1),
and 1.21 × 10−8 a.u. (0.002 66 cm−1), respectively, which is
consistent with the definitions employed in Ref. [70]. In this
model, dissipation transfers energy from the chromophores
into the environment, and dephasing increases decoherence
within the chromophore system. The “sink” captures the en-
ergy from the third chromophore that would be transferred
to the reaction center. This feature was not present in the
experimental setting; so this parameter is set to zero in the
present model. Further analysis on the effect of dephasing on
the presented results is described in Appendix E. The Lind-
bladian operators are Markovian in time, and the addition of
non-Markovian terms is not expected to qualitatively change
the results of this work. More details on the model used in this
paper can be found in Refs. [76–78].

APPENDIX B: DERIVATION OF THE INITIAL DENSITY
MATRIX FROM EXPERIMENTAL DATA

1. Construction of excitonic transition dipoles

To obtain realistic FMO site populations at the time of ini-
tialization, we calculated the 8 × 8 density matrix of the FMO
complex right after coherent optical excitation of the ground
state [Eq. (B1)], as seen in the ultrafast two-dimensional
electronic spectroscopy experiments reported in the study by
Higgins et al. [52]. The optical excitations correspond to
the Qy transition of each of the eight bacteriochlorophyll-a
chromophores. The site transition dipole moments (TDMs)
are therefore approximated to be the vectors joining two di-
agonal nitrogen atoms at the center of each of the chlorin
moieties of the chromophores. The relevant nitrogen atom
coordinates were obtained from the crystal structure of the
FMO complex [79]. It is necessary to project these site TDMs
in the exciton basis before incorporating the experimental
conditions of Ref. [52], since time-domain spectroscopy re-
solves dynamics in excitonic energy levels, and not in the
spatial sites. For this, we obtain the site-to-exciton unitary
transformation matrix by diagonalizing the Hamiltonian in the
site basis [Eq. (B2)] with energies expressed in cm−1 as in
Ref. [68].

FIG. 7. The calculated excitonic transition dipole moment
squared (black) is in good agreement with the linear absorption
spectrum (blue).

2. Optical pulse interactions with excitonic transition
dipole moments

An excited electronic population is created after the inter-
action with two optical pulses. In other words, the realistic
qubits were initialized in the ultrafast spectroscopy exper-
iment through the quantum system’s interaction with two
electromagnetic perturbations. We denote the ith excitonic
state as |ei〉, i = 1, 2, . . . , 8. After exciting with two optical
pulses, carrying energies of all eight excitonic transitions, the
ground state population, |g〉〈g|, can be excited into an ith exci-
tonic population state, |ei〉〈ei|, or into a coherence between the
ith and jth states, |ei〉〈e j |, considering all the unique double-
sided Feynman pathways. Since each light-matter interaction
entails a perturbation term of −μ · E , where E is the electric
field of the perturbative radiation, the elements of the density
matrix, ρ, can be written as

ρi j = μiμ jEiE j cos θi j .

The perturbative electric field magnitudes at different ener-
gies Ei were obtained from the laser spectrum of the ultrafast
spectroscopy experiment in Ref. [52]. θi j is the angle between

TABLE I. Qubit 1 populations over time in the specified chro-
mophore subsystems.

Time (fs) 123 124 125 126 127 128

0 0.322 0.322 0.322 0.322 0.322 0.322
250 0.228 0.228 0.228 0.228 0.228 0.228
500 0.181 0.181 0.181 0.181 0.181 0.181
750 0.179 0.179 0.179 0.179 0.179 0.179
1000 0.163 0.163 0.163 0.163 0.163 0.163
1250 0.153 0.153 0.153 0.153 0.153 0.153
1500 0.149 0.149 0.149 0.149 0.149 0.149
1750 0.145 0.145 0.145 0.145 0.145 0.145
2000 0.142 0.142 0.142 0.142 0.142 0.142
3000 0.134 0.134 0.134 0.134 0.134 0.134
4000 0.130 0.130 0.130 0.130 0.130 0.130
5000 0.128 0.128 0.128 0.128 0.128 0.128
10000 0.124 0.124 0.124 0.124 0.124 0.124
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the ith and jth TDM vectors. The term cos θi j comes from
the dipole orientational averaging that arises due to the TDMs
being able to assume any configuration in three-dimensional
space, since the experiments were conducted in the condensed

phase [80]. μ2
i is plotted in Fig. 7 showing good agreement

with the linear absorption spectrum of the Qy excitonic tran-
sitions of the FMO complex. The initialized density matrix is
thus

D =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0.091685 0.002176199 0.066362109 0.028780581 −0.10200601 0.078137346 −0.027569155 −0.005531506

0.322040254 −0.174559029 0.101588016 −0.111162506 −0.031343411 −0.032443933 −0.01127451

0.144900733 −0.037710647 −0.017513904 0.066606204 −0.002317347 0.001564286

0.062229502 −0.04568451 0.066426282 −0.020214378 −0.00182618

0.169527856 −0.02623231 0.03989638 0.01313672

0.196813726 −0.024091979 0.004683091

0.011546785 0.002511428

0.001255918

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

(B1)

Ĥsite =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

12461.0 −87.0 4.2 −5.2 5.5 −14.0 −6.1 21.0

12486.0 28.0 6.9 1.5 8.7 4.5 4.2

12151.0 −54.0 −0.2 −7.6 1.2 0.6

12316.0 −62.0 −16.0 −51.0 −1.3

12458.0 60.0 1.7 3.3

12614.0 29.0 −7.9

12368.0 −9.3

12460.0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (B2)

APPENDIX C: OCCUPATIONS OF THE EXCITED-STATE
ORBITALS OVER TIME

The three smallest eigenvalues for each of the qubits in
the considered 3-qubit subsystems over time are the popula-
tions of the excited-state orbitals during the relaxation process
(Tables I–III). The columns in the tables denote different
chromophore subsystems.

APPENDIX D: FENNA-MATTHEWS-OLSON COMPLEX
POPULATION DYNAMICS

To obtain the exciton populations, the diagonal elements
of the density matrix, D, are constructed from orthogonal

TABLE II. Qubit 2 populations over time in the specified chro-
mophore subsystems.

Time (fs) 123 124 125 126 127 128

0 0.145 0.092 0.170 0.197 0.092 0.092
250 0.158 0.158 0.158 0.158 0.158 0.158
500 0.175 0.175 0.175 0.175 0.175 0.175
750 0.163 0.163 0.163 0.163 0.163 0.163
1000 0.156 0.156 0.156 0.156 0.156 0.156
1250 0.153 0.153 0.153 0.153 0.153 0.153
1500 0.147 0.147 0.147 0.147 0.147 0.147
1750 0.144 0.144 0.144 0.144 0.144 0.144
2000 0.141 0.141 0.141 0.141 0.141 0.141
3000 0.134 0.134 0.134 0.134 0.134 0.134
4000 0.130 0.130 0.130 0.130 0.130 0.130
5000 0.127 0.127 0.127 0.127 0.127 0.127
10000 0.124 0.124 0.124 0.124 0.124 0.124

transformation operators as follows:

pi = V T
i DsiteVi,

where pi is the population of ith exciton and Vi is the
ith eigenvector of the defined Hamiltonian, Ĥ . The Fenna-
Matthews-Olson (FMO) complex population dynamics, in the
exciton basis, for the first 1 ps of the energy transfer process
is shown in Fig. 8. Note that Ĥ and Dsite are not diagonal in
this case; therefore the initial conditions in Figs. 8 and 2 differ
slightly.

TABLE III. Qubit 3 populations over time in the specified chro-
mophore subsystems.

Time (fs) 123 124 125 126 127 128

0 0.092 0.062 0.092 0.092 0.012 0.001
250 0.129 0.089 0.133 0.132 0.070 0.062
500 0.115 0.101 0.118 0.137 0.089 0.083
750 0.116 0.105 0.116 0.132 0.093 0.096
1000 0.114 0.108 0.115 0.126 0.104 0.114
1250 0.114 0.111 0.117 0.123 0.108 0.121
1500 0.114 0.113 0.117 0.122 0.111 0.125
1750 0.115 0.114 0.119 0.122 0.113 0.127
2000 0.115 0.116 0.119 0.122 0.115 0.128
3000 0.118 0.119 0.121 0.122 0.119 0.129
4000 0.120 0.121 0.123 0.123 0.121 0.128
5000 0.122 0.122 0.123 0.123 0.122 0.126
10000 0.124 0.124 0.124 0.124 0.124 0.124
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FIG. 8. Exciton populations of the FMO complex for the first 1
ps of the energy transfer process.

APPENDIX E: THE EFFECT OF DEPHASING
ON THE PAULI POLYTOPE DYNAMICS

In Figs. 8 and 9, the dephasing parameter is increased to
100.2 cm−1, which is three times greater than the parameter
consistent with definitions in Ref. [70] used in the main text.
This was done, first, to obtain a smooth exciton dynamics,
since oscillations are dephasing driven, and second, to illus-
trate that our main conclusions hold even for the case of high
dephasing. In Fig. 9, the time evolution produces an expanded
set of 1-RDMs in each scenario, violating the GPCs initially,
and then converges to the classical limit at longer times, as is
the case with lower dephasing character. Varying only 1 qubit
shows enhanced measurements of the relaxation processes of
the remaining qubits in the system even in the presence of high
dephasing, demonstrating the robustness of our qualitative
conclusions to the choice of simulation parameters used in the
main text.

FIG. 9. Temporal trajectories of different 3-qubit subsystems of the FMO complex for the first 2 ps of the energy transfer process from the
experimentally derived density matrix, with the dephasing parameter set to 100.2 cm−1. The panels differ in the choice of 1 of the 3 qubits or
chromophores in the subsystem: (a) 123, (b) 124, (c) 125, (d) 126, (e) 127, and (f) 128, where, for example, “123” denotes chromophores 1, 2,
and 3.
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