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A B S T R A C T   

Opinion summarization and sentiment classification are key processes for understanding, analyzing, and 
leveraging information from customer opinions. The rapid and ceaseless increase in big data of reviews on e- 
commerce platforms, social media, or review portals becomes a stimulus for the automation of these processes. In 
recent years, deep transfer learning has opted to solve many challenging tasks in Natural Language Processing 
(NLP) relieving the hassles of exhaustive training and the requirement of extensive labelled datasets. In this 
work, we propose frameworks for Abstractive Summarization (ABS) and Sentiment Analysis (SA) of airline re-
views using Pretrained Language Models (PLM). The abstractive summarization model goes through two fine-
tuning stages, the first one, for domain adaptation and the second one, for final task learning. Several studies in 
the literature empirically demonstrate that review rating has a positive correlation with sentiment valence. For 
the sentiment classification framework, we used the rating value as a signal to determine the review sentiment, 
and the model is built on top of BERT (Bidirectional Encoder Representations from Transformers) architecture. 
We evaluated our models comprehensively with multiple metrics. Our results indicate competitive performance 
of the models in terms of most of the evaluation metrics.   

1. Introduction 

Air travellers use popular media like Skytrax, TripAdvisor, Google 
Reviews, or Twitter to share their experiences about airlines, airports, 
flights, etc. Reviews reflect customers’ dynamic attitudes toward the 
product or service quality (Lu et al., 2022) and compose a comprehen-
sive characterization of customer perceptions resulting from the inter-
action between emotion and cognition during a product or service value 
estimation (Xu et al., 2024). These reviews are information-rich re-
sources packed with consumer experiences, opinions, emotions, rec-
ommendations, and information on distinctive product features. The 
reviews in the form of eWOM (electronic Word of Mouth) are valuable 
for potential customers as well as for business organizations. Customers 
read reviews before decision-making to compare alternatives and know 
any product/service-related issues or ratings while businesses utilize 
reviews as metrics for service quality (Lu et al., 2022), to know the 
product reputation among the consumers, and to maintain a standard in 
the competitive marketplace (Kumar et al., 2021). Based on dual process 

theories, customers process information through a central route where 
they analyze all the relevant pieces of information and a peripheral route 
where they evaluate the information and go through the 
decision-making process (Bigne et al., 2021). 

Relating to the discipline of economics of information, there is a 
certain search cost associated with exploring and finding pertinent 
content from the big data of customer reviews. This cost occurs in terms 
of ‘time’ and ‘effort’ and it needs to be reduced by extracting the most 
important information (Al-Natour & Turetken, 2020). Big data analytics 
techniques are constantly evolving and gaining significant attention 
across multiple disciplines (Chintalapudi et al., 2021; Hassani et al., 
2020). However, many existing studies related to big data analytics lack 
theoretical context, generalizability, and causal inferences, resulting in 
weak theoretical contributions (Kar et al., 2023) to the field of research. 

Text mining techniques like Automatic Text Summarization (ATS) 
and Sentiment Analysis (SA) use Natural Language Processing (NLP) and 
machine/deep learning methods to automatically summarize text and 
analyse sentiment from the text. The automatic summarization of the 
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reviews also known as opinion summarization retains only useful in-
formation from the review, and sentiment analysis assists in capturing 
the polarity of the sentiment expressed in the review. Sentiment analysis 
classifies the review sentiment as positive, negative, or neutral based on 
the opinion and emotion expressed within the review. A review rating or 
star rating is a quantitative value assigned by the reviewer based on the 
product experience. Customer ratings are considered as one of the prime 
measures of customer satisfaction (Chatterjee, 2019). There are several 
research works in the literature supporting the positive relationship 
between rating and sentiment valence. (Bigne et al., 2023) analyzed 
uniformity between the emotional tone of online reviews collected from 
TripAdvisor and their ratings. Their findings suggest an alignment be-
tween review sentiment and its rating. The findings from Zhu et al. 
(2020) on Airbnb reviews reveal that higher ratings are linked to posi-
tive sentiment and lower ratings express negative sentiment. The results 
from Baniya et al. (2021) also indicate that reviews with positive ratings 
are dominated by positive sentiments. 

In the case of reviews, large, annotated datasets for abstractive 
summarization and sentiment classification are scarce, and manually 
annotating a huge dataset is quite an expensive, exhaustive, and time- 
consuming activity. From a Natural Language Processing (NLP) 
perspective, unlike other existing review datasets, airline reviews are 
generally longer, express opinions on multiple legs of the journey, 
communicate experiences regarding various aspects, such as seat com-
fort, inflight and ground crew services, entertainment, food, beverages, 
etc., and contain mixed sentiments, all in one review. These peculiarities 
make airline reviews challenging for certain NLP tasks including sum-
marization and sentiment analysis. Currently, there are no benchmark 
datasets for abstractive summarization and rating-based sentiment 
classification of airline reviews. We bridge this gap by introducing 
datasets for abstractive summarization and sentiment classification of 
airline reviews accompanied by a dataset for domain adaptive training/ 
review title generation. 

Opinion summarization can be modelled using either an extractive or 
abstractive approach. The extractive approach generates a review 
summary by extracting and concatenating chunks of information 
(words/phrases) from the original text while the abstractive approach 
being more sophisticated also focuses on linguistic features and uses 
Natural Language Generation (NLG) techniques to produce a human-like 
summary consisting of novel words that are not present in the original 
text (Syed et al., 2021). Currently, the idea of deep transfer learning has 
been utilized to achieve improved performance across various NLP 
tasks, where large pre-trained language models are finetuned on the 
target annotated datasets. Deep transfer learning lowers training time 
and costs by transferring the knowledge gained from a source task to 
learn a related target task. The weights of the model are initialized from 
the pretrained model weights and finetuned on the target task. The 
transfer learning approach has also been known to be effective for 
low-resource datasets (Zhang et al., 2020). Abstractive summarization 
using transfer learning usually suffers from the domain shift problem 
when the source and target domains exhibit data from varying distri-
butions resulting in performance degradation at the target end (Ram-
poni & Plank, 2021). 

In this research, we take a model-based approach for transferring 
knowledge from pretrained language models for the tasks of abstractive 
summarization and rating-based sentiment classification of airline re-
views. For the abstractive summarization task, the novelty of our 
research lies in proposing a finetuning-based approach (two-stage 
finetuning) for the adaptation of PLM to the airline review domain 
(addressing the domain shift) while most of the existing works in 
abstractive summarization utilize pretraining-based approaches for 
Domain Adaptation (DA) purposes. The pretraining-based approaches 
are computationally expensive and require larger training times as 
compared to finetuning-based methods. For sentiment classification, 
most of the existing techniques for sentiment scoring are based on the 
word count, length of sentence, and the ratio of the positive and negative 

word counts, etc. In our research, these techniques are not deemed 
suitable due to the multi-aspect nature of airline reviews, due to the 
possibility that a customer might express his negative sentiment on a 
single product aspect and discuss it at length using multiple sentences 
while his opinion on other product aspects might be positive but 
expressed in just one or two sentences. In such a situation, there is a 
possibility that the dominant sentiment of the review becomes the 
negative one while the overall sentiment expressed by the customer is 
positive. To avoid such kinds of unfavorable results and improve the 
consistency of sentiment prediction, our research utilizes ‘customer 
rating’ and ‘recommendation value’ signals. Both these signals have a 
positive association with customer satisfaction leading to positive 
customer sentiment (Chatterjee, 2019). The higher ratings are associ-
ated with positive recommendations and vice versa. In our work, the 
sentiments are predicted based on customer ratings. However, there 
might be possible discrepancies between the textual content of the re-
view and the customer-assigned rating. These discrepancies have been 
examined across the dataset using the ‘recommendation value’ signal. 
The data instances with higher ratings along with negative recommen-
dations were verified as having discrepancies between textual content 
and rating and were removed from the data. 

Thus, our contributions from this work are:  

1. We have introduced datasets (Syed et al., 2023) for abstractive 
summarization, domain adaptive training, and rating-based senti-
ment classification for airline reviews collected from the Skytrax 
reviews portal (https://www.airlinequality.com/).  

2. We propose a novel two-step abstractive summarization framework 
for airline reviews using a pretrained PEGASUS (Pre-training with 
Extracted Gap-sentences for Abstractive SUmmarization Sequence- 
to-sequence models) (Zhang et al., 2020) model that also di-
minishes the domain shift problem via supplementary training on an 
intermediate task.  

3. We propose a rating-based sentiment classification model for airline 
reviews using the pretrained BERT language model. 

The remaining paper is organized as follows. Section 2 provides a 
background and literature review on abstractive summarization, senti-
ment classification, deep transfer learning, and pretrained language 
models. Section 3 highlights related works from existing literature in the 
areas of abstractive summarization and sentiment classification. Section 
4 explains the research methodology. Section 5 describes the datasets 
and the data analysis using figures, graphs, network diagrams, bubble 
charts, etc. Sections 6 and 7 present frameworks for abstractive sum-
marization and sentiment classification of airline reviews in due detail. 
Section 8 is the discussion section and Section 9 concludes this article. 

2. Literature review 

2.1. Abstractive summarization (ABS) 

Abstractive summarization methods as opposed to their extractive 
counterparts produce more concise, fluent, and coherent summaries by 
assimilating the semantic, syntactic, and contextual information from 
the input words. Katwe et al. (2023) taxonomize abstractive summari-
zation into document-based, structure-based, semantic-based, and deep 
learning-based approaches. 

Document-based abstractive summarization refers to whether the 
content being summarized is based on a single document or encapsulates 
topics from multiple documents. Structure-based methods are guided by 
existing knowledge and schemas and include various forms such as 
trees, templates, ontologies, lead and body phrases, and graph or rule- 
based methods (Syed et al., 2021). Semantic approaches construct a 
semantic representation of the input text by locating the noun and verb 
phrases from the input. This semantic representation then becomes the 
input for the natural language generation system. Among the semantic 
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categories are the models based on information items, predicate argu-
ments, semantic graphs, and multimodal semantics (Sciforce, 2019). 

Deep learning techniques for abstractive summarization are based on 
seq2seq models using the RNN (Recurrent Neural Network), LSTM (Long 
Short-Term Memory), GRU (Gated Recurrent Unit), the bidirectional 
variants (biRNN, biLSTM, biGRU), transformer architecture (Vaswani 
et al., 2017), etc. The recent works are developed utilizing Pretrained 
Language Models (PLM) and are focused on making abstractive sum-
marization systems more efficient and effective. Fig. 1 illustrates the 
main components and stages of a deep learning-based abstractive sum-
marization framework that includes the dataset acquisition and 
pre-processing stage, encoder-decoder architecture, mechanisms to 
enhance model functionality and performance, training and optimiza-
tion process, model testing and evaluation using automatic metrics or 
human evaluation. For a detailed explanation of neural abstractive text 
summarization and abstractive summarization using pretrained lan-
guage models, we refer readers to (Syed et al., 2021) and (Syed et al., 
2022). 

2.2. Sentiment classification 

Sentiment classification is the process of automatically determining 
the orientation of opinion in a piece of text by classifying text into three 
primary sentiment classes; positive, negative, and neutral (Tan et al., 
2023). It is a multidisciplinary area of research integrating sociology, 
psychology, data mining, computational linguistics, natural language 
processing, and machine learning/deep learning fields (Ligthart et al., 
2021). 

The sentiment analysis process can be performed at multiple levels of 
granularity as document level, sentence level, word level, and aspect 
level (Bordoloi & Biswas, 2023). The document-level sentiment classi-
fication determines the overall polarity in a text/document by 
combining the polarities of all words and sentences in the document. At 
the sentence level, sentiment analysis determines the polarity in a sen-
tence by combining the polarities of all the words or phrases that make 
up that sentence. Word-level classification aims to determine the 
sentiment of individual words and their influence on the overall text 
sentiment. It is usually implemented using a dictionary-based or 
corpus-based approach (Bordoloi & Biswas, 2023). Aspect-based 

sentiment classification is a fine-grained analysis task in which first as-
pects and targets are identified and then the orientation of these aspects 
toward the targets are determined. The general workflow for sentiment 
classification is illustrated in Fig. 2. 

Chamekh et al. (2022) categorizes sentiment analysis approaches 
into lexicon-based, machine learning-based, and hybrid approaches. Tan 
et al. (2023) groups the classifiers for sentiment classification into three 
classes, machine learning (decision tree, Naïve Bayes, k-nearest 
neighbor, support vector machine, etc.), deep learning (RNN, LSTM, 
BERT, etc.), and ensemble learning (combination of multiple classifiers 
to achieve better performance). Cambria et al. (2017) proposed a 
triple-layer structure for solving the problem of sentiment analysis. The 
first layer is the syntactic layer in which the text is pre-processed, the 
second layer is the semantics layer that is focussed on interpreting 
meanings, concepts, anaphora, and entities in the text and removing the 

Fig. 1. Components of Neural Abstractive Text Summarization Framework (Syed et al., 2022).  

Fig. 2. General Workflow for Sentiment Classification.  
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unnecessary content from the normalized text, the third layer is the 
pragmatics layer that performs various tasks like personality recogni-
tion, sarcasm detection, semantics understanding, aspect extraction, and 
polarity determination. Recently, researchers have been investigating 
pretrained language models for the task of sentiment classification and 
realized that pretraining and finetuning language models on specific 
datasets produce better performance even on datasets with class 
imbalance and out-of-domain data problems (Kant et al., 2018). 

2.3. Deep transfer learning 

Deep transfer learning in general refers to the application of Transfer 
Learning to Deep Neural Networks. In NLP, it involves transferring 
knowledge from neural networks based on large pretrained language 
models to the target task with limited data for an efficient learning 
process and better model performance. 

2.3.1. Transfer learning 
Transfer Learning is a learning paradigm that enables the transfer of 

knowledge from a source domain to a related target domain. It assists in 
minimizing large-scale data requirements for the target domain as well 
as improves the final task performance (Zhuang et al., 2021). The pro-
cess of transfer learning occurs in two phases. The first phase comprises 
gaining knowledge by pretraining a language model on a single or 
multiple source task/domain. The second phase constitutes the fine-
tuning process where the knowledge acquired during the first phase is 
transferred/passed on to the target task/domain (Han et al., 2021). 
Formally, transfer learning is explained using the concepts of ‘domain’ 
and ‘task’. 

2.3.1.1. Domain & task. A domain is a set of values that can be used by a 
function. For transfer learning, we define domain d as, d = (χ, P(X)),
where χ is the feature space and P(X) is the marginal probability dis-

tribution. Further, we have a source domain and a target domain. dS =

{(xS1 ,yS1 ),...,(xSn ,ySn )}, where dS is the source domain data, xSi ∈ χS and 
ySi ∈ YS and dT = {(xT1 ,yT1 ),...,(xTn ,yTn )}, where dT is the target domain 
data, xTi ∈ χT and yTi ∈ YT. A task is the purpose for which a mathe-
matical function is sorted out. We define task t as: t = (Y,f(.)), where Y is 
the label space, and f(.) is the predictive function. Likewise, we have a 
source task, symbolized as tS, a source predictive function represented as 
fS(.), a target task notated as tT and a target predictive function denoted 
as fT(.). 

Considering a source domain dS with its source task tS and a target 
domain dT with its task tT, where, either dS ∕= dT or tS ∕= tT, transfer 
learning utilizes the knowledge from a source domain dS and source task 
tS to learn the target domain predictive function fT(.) (Weiss et al., 
2016). 

2.3.2. Domain adaptation (DA) 
In practice, while implementing transfer learning, there usually oc-

curs a situation where the source and target datasets belong to varying 
domains and data distributions do not match. The problem is known as 
the domain shift problem. However, in an ideal scenario, machine 
learning models are expected to generalize effectively on out-of- 
distribution data. Domain Adaptation (DA) is a practice that can be 
used to address the domain shift issue (Ramponi & Plank, 2021). DA is 
an example of transductive transfer learning where the focus is to 
diminish the dissimilarity between the source and target domains 
(Zhuang et al., 2021). Formally, given that Ps(X) ∕= Pt(X), domain 
adaptation strives to learn a function f from a source domain Ds to a 
target domain Dt that generalizes and performs well on the target 
domain Dt. 

DA implementation can be supervised or unsupervised. For super-
vised DA, a small amount of labeled target data is usually available while 
in unsupervised DA, the target data is not labeled. Ramponi & Plank 

(2021) categorizes domain adaptation implementation approaches into 
three classes, model-centric, data-centric, and hybrid approaches. The 
model-centric methods work by manipulating the loss function or 
changing model architecture/parameters. The data-centric methods 
work by labeling/pretraining the data. The hybrid approaches use a 
combination of model and data-centric methods. 

2.3.3. Fine-Tuning 
Fine-tuning is the standard approach used for transferring knowl-

edge from a pre-trained model to the target task. Generally, the idea of 
finetuning is to set the parameters of the neural network initially with 
the parameters of the pre-trained model and then optimize those pa-
rameters using the target task and dataset (Guo et al., 2019). Practically, 
the fine-tuning process is a four-step process. The first step is to obtain 
the pre-trained model on the source dataset. Second, to design a target 
model by initializing the parameters from the pre-trained model. An 
additional task-specific layer is added to the model in the third step. The 
final part of the process is to train the new model on the target training 
dataset. In the whole process, the newly added output layer would be 
trained fully from the beginning. The parameters of the rest of the model 
would be finetuned with the source model as the base model. 

2.4. Pretrained language models (PLM) 

With pretrained language models, NLP has entered the real pro-
gressive and advanced era. The paradigm of feature engineering in NLP 
has been shifted from hand-crafted features to distributed feature rep-
resentation obtained via deep neural network models (Min et al., 2021). 
The availability of fast computational resources, development of the 
Transformer architecture, and continuous advancements in training and 
optimization techniques contribute to the success of large pretrained 
language models (Qiu et al., 2020). Pretrained language models are 
trained in a semi-supervised, supervised, or unsupervised manner on 
huge text corpora to learn the universal language representations. These 
representations apply to a wide variety of downstream tasks. The first 
generation of pretrained models includes pretrained embeddings like 
word2vec (Mikolov et al., 2013) and Global Vectors (GloVe) (Penning-
ton et al., 2014). Although these embeddings were effective in capturing 
the semantics of words, they failed to capture the context and under-
stand higher-level relationships between words in the text. The second 
generation of pretrained language models like BERT, GPT (Generative 
Pretrained Transformers), etc., have resolved the problem of the poly-
semous nature of words used in sentences and can produce a contextu-
alized representation of words. 

2.4.1. Pretraining objectives 
The pretraining objectives are the tasks that PLMs are trained on. 

These objectives can be learned through supervised, unsupervised, or 
semi-supervised learning. In NLP, huge datasets are scarce for the su-
pervised training of language models, so most of the PLMs are trained 
with self-supervised learning objectives. Masked Language Modelling 
(MLM) as in BERT (Devlin et al., 2019) is a well-known example of 
self-supervised learning where some words in the input text are masked, 
and the model learns to predict the masked words using the remaining 
words. Other common pretraining tasks include permuted language 
modeling, denoising auto-encoder, next-sentence prediction, etc. 

Table 1 
Loss functions for various pretraining objectives.  

Task Loss Function 

Masked Language Modelling LMLM = −
∑

x̂∈m(x)
logp(x̂|x\m(x))

Permuted Language Modelling LPLM = −
∑T

t=1 logp(zt |z<t)

Denoising Autoencoder LDAE = −
∑T

t=1 logp(xt |x̂,x<t)

Next Sentence Prediction LNSP = − logp(t|x,y)
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Table 1 mentions the loss functions for well-known pretraining tasks. 

3. Related work 

3.1. Abstractive summarization 

Online reviews are important for managing customer policies, 
maintaining service quality, and helping customers in decision-making. 
(Yu et al., 2021) analyzed domain adaptation for low resource 
abstractive summarization over diverse domains, one of which is movie 
reviews. In this work, domain adaptation is implemented as continued 
pretraining or a second phase of pretraining on the BART language 
model under three different methods such as Source Domain 
Pre-Training (SDPT), Domain Adaptive Pre-Training (DAPT), and Task 
Adaptive Pre-Training (TAPT). In SDPT, pretraining is continued on a 
large, labeled corpus from the source domain e.g., the news domain. In 
DAPT, pretraining is continued on an unannotated data corpus from a 
related domain. TAPT leverages a small task-related unannotated 
corpus. On some of the target domain datasets, SDPT performed better 
while on others DAPT performed well. The domain adaptation tech-
niques generally show an improvement in ROUGE (Recall Oriented 
Understudy for Gisting Evaluation) R-1 scores as compared to the 
standard finetuning of the BART model on the target datasets. AdaSum 
(Brazinskas et al., 2022) is a few-shot opinion summarization model. It 
proposes self-supervised pretraining of the BART (Bidirectional and 
Auto-Regressive Transformer) (Lewis et al., 2020) language model on 
customer reviews using adapters to introduce in-domain knowledge. 

Jain et al. (2021) proposed MRCBert (Machine Reading Compre-
hension BERT) using the paradigm of transfer learning for unsupervised 
summarization of user opinions. In this work, the researchers utilized 
the machine reading comprehension technique to extract opinions from 
reviews and generate aspect-wise and rating-wise summaries for the 
Amazon reviews dataset. The target is achieved through question 
answering task performed by MRCBert which answers specific questions 
about the product to extract user opinions. The extracted opinions are 
fed to the abstractive summarization model to produce a review sum-
mary. The uniqueness of this work is that it does not require a labeled 
dataset or ground truth summaries and is unsupervised. Also, it is 
applicable in low-resource scenarios. 

The work of Brazinskas et al. (2022) is based on the use of pre-trained 
adapters for the improvement of opinion summarization in a few-shot 
setting. Adapters are small neural network modules that are added to 
the pre-trained language model such as BART (Bidirectional and 
Auto-Regressive Transformers) to efficiently tune the model on a small 
target dataset. The researchers added adapters to the BART model and 
pretrained only the adapter modules in a self-supervised way and 
task-specific as well as query-based manner on an unannotated corpus of 
customer reviews. This gives domain-specific learning to the model. The 
adapters were then tuned on a small human-annotated dataset. The 
resulting summaries from pretrained adapter-based finetuning were 
better in quality and improved in terms of ROUGE scores as compared 
with summaries from the standard finetuning method. The summaries 
from query-based adapter pretraining were better in terms of coherence 
and exhibited low redundancy. 

Bražinskas et al. (2020) presented FEWSUM, a framework for 
opinion summarization in a few-shot learning setting. The 
transformer-based conditional language model is trained using a 
leave-one-out objective. The model is conditioned on the review prop-
erties during training. These properties are automatically obtained from 
a large unannotated reviews corpus. The model is then tuned jointly 
with a tiny plugin network on a small target/annotated dataset con-
sisting of 60 to 100 reviews. The model was evaluated on Amazon and 
Yelp datasets. The performance in terms of ROUGE scores as well as the 
human evaluation was better as compared to the other competing 
approaches. 

A model for abstractive review summarization was proposed by 

Shobana and Murali (2021). The model’s architecture consists of bidi-
rectional LSTM as the encoder and standard LSTM as the decoder. The 
model implements a better attention mechanism to increase semantic 
understanding, a pointer generator network for handling rare words, 
and a coverage mechanism to avoid repetition and produce a 
better-quality summary. The experiment and evaluation were carried 
out on the Amazon mobile reviews dataset using the ROUGE metric. 

3.2. Sentiment classification 

The work in Bigne et al. (2023) approached sentiment classification 
using deep learning-based open-source tools and examined the relation 
between sentiment polarity and star ratings of 20,954 customer reviews 
related to the tourism industry collected from TripAdvisor. Their find-
ings reveal conformity and alignment between customer sentiment 
orientation and the review star rating. Setiyawan et al. (2021) con-
ducted lexicon-based sentiment analysis on 2937 reviews collected from 
an Indonesian e-commerce platform. The researchers also investigated 
the relationship between customer sentiment and review rating. Their 
findings reveal that most of the time, customers give a high rating with a 
straightforward opinion and a positive sentiment. The work of (Iddrisu 
et al., 2023) emphasized on identifying the sarcastic language in avia-
tion reviews and proposed a three operator framework (Assemble+Deft, 
Edify+Authenticate, Forecast) for the analysis and classification of 
sarcastic and non-sarcastic sentiments within the aviation sector using 
RNN with GRU (Gated Recurrent Unit) and Support Vector Machine 
(SVM) algorithms. 

Munikar et al. (2019) used the BERT model to tackle the fine-grained 
sentiment classification task on the Stanford Sentiment Treebank (SST) 
dataset. Their findings suggest that BERT outer performed other base-
lines based on RNN, LSTM, BiLSTM, and CNN (Convolutional Neural 
Network). Ullah et al. (2020) built a sentiment classifier based on text 
and emoticons for airline data from Twitter. The textual and emoticon 
data were analyzed individually and in combination to determine sen-
timents using machine learning and deep learning techniques. Various 
features like TF-IDF (Term Frequency – Inverse Document Frequency), 
Bag of Words (BoW), emoticon lexicon, etc. were used during the pro-
cess. The research findings suggest better results for sentiment predic-
tion with deep learning-based models as compared to machine learning 
models. Further, text and emoticon combined data present better results 
as compared to text-only data. 

A hybrid RoBERTa-LSTM model for sentiment classification was 
proposed in the work of Tan et al. (2022). RoBERTa stands for Robustly 
Optimized BERT Pre-training Approach. The work utilized data 
augmentation techniques to alleviate the class imbalance issue by up 
sampling the minor classes. Roberta can produce better embeddings 
while LSTM effectively captures long-distance semantics. The combi-
nation of architectures leverages the strengths of both architectures to 
achieve the target performance. Alduailej & Alothaim (2022) proposed 
AraXLNet by pretraining the XLNet (eXtreme Language understanding 
Network) language model on a large Arabic dataset and finetuning it on 
an annotated Arabic tweets dataset from Twitter for Arabic language 
sentiment classification. The preprocessing was conducted using the 
Farasa segmenter. The findings indicate the model’s superior perfor-
mance on several Arabic language benchmark datasets. 

4. Research methodology 

The methodology for this research work as illustrated in Fig. 3, 
comprises three major phases: Data, Analysis, and Modelling & 
Evaluation. 

4.1. Data 

During the data phase, the datasets of airline reviews for abstractive 
summarization, domain adaptive training, and sentiment classification 
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were collected and annotated. 

4.1.1. Data collection 
The datasets were collected from the Skytrax (https://www. 

airlinequality.com/) review portal via web scraping using Python Re-
quests and Beautiful Soup libraries. An HTTP request was sent to the 
website by specifying the website’s URL via Requests library. The data of 
interest was extracted from the HTML content using the Beautiful Soup 
library. For abstractive summarization and title generation datasets, the 
‘reviews’ and ‘titles’ were retrieved. For the sentiment classification 
dataset, additional tags like ‘rating’ and ‘recommendation value’ were 
also retrieved. The data was stored in CSV files. 

4.1.2. Data annotation 
The datasets for abstractive summarization and sentiment classifi-

cation were annotated based on the required tasks. For the abstractive 
summarization dataset, abstractive summaries were manually written 
for each review following a certain criterion. The summary writing 
criteria requires the summary to include an expression of customer 
opinion towards various flight aspects including seat, comfort, food, 
entertainment, etc. as well as an overall opinion towards the product 
(airline). The summaries were written with clear and consistent lan-
guage rules (structure and grammar). The summary size was maintained 
around 30–40 % as of the original review. For the sentiment classifica-
tion dataset, sentiment class was assigned based on customer rating 
value. The class assignment rule is presented in Table 2. 

4.2. Analysis 

After the collection and annotation processes, the prepared datasets 
enter the analysis phase. Two approaches were taken for data analysis. 
The first one is exploratory data analysis and the second is language- 
based or n-gram data analysis. 

4.2.1. Exploratory data analysis (EDA) 
During exploratory data analysis, we analyzed the datasets visually 

for various review text statistics including word frequency analysis, re-
view length analysis in terms of the number of words and characters, 
average word length, token counts, rating distribution, recommendation 
value distribution, kernel density plot, correlation between variables 

like customer rating, recommendation, and sentiment, etc. Visualiza-
tions were created using Python’s matplotlib. This data analysis and 
visualization offered several insights into how variables are related and 
how this correlation between variables can be used to design better 
models. 

4.2.2. N-gram analysis 
N-grams are single words or combinations of words and are more 

commonly known as unigrams, bigrams, and trigrams. These are useful 
for slicing data into meaningful word combinations that can identify the 
trends in the data and offer several insights from the data based on the 
requirements. For n-gram analysis, the datasets were first pre-processed. 
Preprocessing is cleaning and transforming raw data to make it useful 
for further analysis. The cleaning process was based on removing 
punctuations, URLs, stop words, and lowercasing the text, followed by 
tokenization, stemming, and lemmatization processes. The cleaned data 
was then analyzed for bigram and trigram networks, the n-gram analysis 
across sentiments and recommendation value. The data was visualized 
in the form of network diagrams, word clouds, and bubble charts. 

4.3. Modelling & evaluation 

The final phase is the modeling and evaluation phase where the 
models for abstractive summarization and sentiment classification were 
designed and assessed. The datasets for abstractive summarization and 
domain adaptation were utilized in training the abstractive summari-
zation model while the sentiment classification dataset was used to train 
the rating-based sentiment prediction model. The models were evalu-
ated for performance using specified metrics. In the case of abstractive 
summarization, the model’s performance was evaluated via automatic 
as well as human evaluation. 

4.3.1. Abstractive summarization modelling and evaluation 
Fig. 4 illustrates the methodology undertaken for abstractive sum-

marization modeling. During the data preparation phase, the datasets 
were split into train, validation, and test sets. Next, the data is tokenized 
using the Pegasus tokenizer. A tokenizer is used for preparing the inputs 
for a model. During the tokenization process, the strings are split into 
sub-word tokens. These tokens can then be readily converted to nu-
merical data. 

The next step is the implementation of transfer learning by selecting 
a pretrained language model, in our case the PEGASUS language model. 
First, the PEGASUS model was finetuned in a standard way on the 
abstractive summarization dataset for airline reviews. Second, PEGASUS 
was finetuned on an intermediate task of review title generation (first 
stage finetuning). The finetuning process was then continued to the 
second stage to make the model learn the final task of review summary 
generation. 

Fig. 3. Methodology of Current Research.  

Table 2 
Sentiment class assignment based on customer 
rating.  

Rating Sentiment Class 

1–4 Negative 
5–6 Neutral 
7–10 Positive  
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The models were evaluated using automatic and human evaluation 
methods. For automatic evaluation ROUGE and BERT score metrics 
were utilized. The manual evaluation was conducted through the Best 
Worst Scaling (BWS) method. The results of models with standard 
finetuning and two-stage finetuning were compared and analyzed for 
performance. Finally, the results were also compared to other existing 
studies implementing domain adaptation for abstractive summarization 
to examine the impact of two-stage finetuning as a domain adaptation 
strategy. 

4.3.2. Rating-based sentiment classification modelling and evaluation 
Fig. 5 portrays the methodology for modelling the rating-based 

sentiment classification problem. The initial phases are the data prepa-
ration and tokenization followed by BERT model, input embeddings, 
and the addition of dropout layer and fully connected classification layer 
on top of BERT. The next step is the model training followed by the 
evaluation phase. 

The evaluation metrics utilized were accuracy, precision, recall, F1- 
score, and confusion matrix. The evaluation was conducted using the 
conventional random train-val-test split as well as via 5-fold cross- 
validation. The results were analyzed and compared with the existing 
studies to demonstrate the effectiveness of the rating-based sentiment 
prediction model. As part of the model evaluation, the finetuned BERT- 
based model was also compared to unsupervised approaches like VADER 
(Valence Aware Dictionary for Sentiment Reasoning) and BERT pipe-
line, standard machine learning methods like Support Vector Machines 
(SVM) and Decision Trees, the deep learning architectures like the 
Recurrent Neural Networks and Long-Short Term Memory Networks. 
The results from all the models were analyzed and discussed. 

5. Datasets 

This section introduces the datasets for abstractive summarization, 
domain adaptation, and rating-based sentiment classification of airline 
reviews. The datasets have been collected from the Skytrax reviews 
portal (https://www.airlinequality.com/) using Python library 
packages. 

5.1. Dataset for abstractive summarization 

This dataset contains review-summary pairs. The shape of the dataset 
is represented by a tuple (500,2) where there are 500 rows and 2 col-
umns. Fig. 6 shows the review size and summary size distribution across 
the abstractive summarization dataset. The longest review is around 600 
words. Most of the reviews are under 200 words. Almost all the sum-
maries are under 100 words. The mean compression ratio between re-
views and summaries is 26.3 %. 

Fig. 7 shows the most common words found in reviews and 
abstractive summaries. The stop words are excluded before generating 

Fig. 4. Methodology for abstractive summarization modelling and evaluation.  

Fig. 5. Methodology for sentiment classification modeling and evaluation.  
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these plots. It can be noted from these graphs that many words are 
overlapping between reviews and summaries indicating that the sum-
maries cover most of the topics discussed in reviews. 

Figs. 8 and 9 present the network of bigrams and trigrams found in 
the abstractive summarization dataset. These network diagrams are 
useful for exploring relationships between co-occurring words. 

5.2. Dataset for domain adaptation 

The dataset for domain adaptive training consists of review and re-
view title pairs. It has 7079 data entries and two columns. Fig. 10 shows 
statistics of this dataset, such as character distribution, word distribu-
tion, and average word length across customer reviews and review titles. 

5.3. Sentiment classification dataset 

The sentiment classification dataset consists of five columns; review, 
title, rating, recommended, and sentiment. The sentiment column is 
manually annotated based on customer rating value. Fig. 11 reveals the 
sentiment class distribution as well as the token count density distri-
bution across the dataset. Most samples belong to the negative class. 

There are about 700 reviews representing the negative class, 300 re-
views for the positive class, and 100 for the neutral class. 

Figs. 12 and 13 present word clouds of bigrams and trigrams for 
reviews exhibiting positive and negative sentiments. The bigrams and 
trigrams provide information and context for customers’ positive and 
negative sentiments. For example, in the bigram word clouds, positive 
sentiment mostly relates to ‘business class and ‘cabin crew’, while 
negative sentiment mostly relates to ‘customer service’ and ‘Air Can-
ada’. An interesting observation is the bigram ‘Air Canada’ that appears 
in both positive and negative word clouds. However, the bigram fre-
quency for ‘Air Canada’ on the negative side is far more as compared to 
the positive one, signaling that most customers express negative opin-
ions on ‘Air Canada’ rather than positive. 

Fig. 14 presents a pie chart showing statistics of airline customers 
who ‘recommended’ versus ‘not recommended’ certain airlines. The pie 
chart indicates that most of the customers 746/1100 do not recommend 
their experienced product. Only 354/1100 customer reviews give a ‘yes’ 
to the recommendation. 

Fig. 15 shows a bar plot representing customer rating distribution 
across the dataset. Most reviewers give a rating of 1/10. The rating 
distribution also explains the majority of ‘negative sentiments’ and ‘not 

Fig. 6. Review size and summary size distribution in Abstractive Summarization dataset.  

Fig. 7. Common words found in Reviews and Summaries.  
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recommended’ in the review dataset. 
Fig. 16 shows a contour plot representing the bivariate probability 

distribution for customer rating and sentiment with recommendation 
value mapping. The graph clearly explains the relationship between 
customer rating, sentiment, and recommendation value. The lower left 
region that corresponds to negative sentiment and low rating values 
shows a recommendation value of 0 (no) while the upper right region 
with positive sentiment and high rating values indicates a recommen-
dation value of 1 (yes). However, in reviews with neutral sentiment or 
middle rating values, both recommendation values (yes & no) are pre-
sent. It can also be observed that regions with negative recommenda-
tions are denser as compared to regions with positive recommendations. 
The same condition is there when the sentiment is neutral. 

The correlation matrix in Fig. 17 represents the correlation patterns 
between customer rating, recommendation value, and sentiment. From 
the correlation matrix, rating and sentiment exhibit a correlation value 
of 0.96. The correlation between recommendation value and sentiment 
is 0.91 while between rating and recommendation value, the correlation 
is 0.89. All the variables show a significant relationship and a close as-
sociation with one another. 

Figs. 18 and 19 illustrate bubble charts of trigrams in reviews with 
positive recommendations and those with negative recommendations. 
The size of the bubble represents the frequency of the trigram. These 
charts help analyze and relate information that led to positive or nega-
tive recommendation decisions by the customer 

In Figs. 18 and 19, the major trigrams that reflect positive recom-
mendation are ‘business class passengers’, ‘business class product’, ‘long 
haul flight’ while major trigrams reflecting negative recommendation 
are ‘worst customer service’, ‘worst airline ever’ and ‘missed connecting 
flight’. 

6. Abstractive summarization framework 

6.1. Task formulation 

We model the abstractive summarization of airline reviews as a 
sequence-to-sequence text generation task. Given a review R consisting 
of a sequence of n words R = {r1, r2, r3, …., rn}, the abstractive 
summarization model generates a concise summary of m words for the 
review as S = {s1, s2, s3, …., sm} where m < n by finding a mapping 
from R→S. Moreover, we have a language model L pretrained on a 
source domain dp and we have a target domain consisting of airline 
reviews dr. With varying source and target domains (dp ∕= dr) and similar 
source and target tasks, the summarization model learns to adapt and 
transfer knowledge effectively from the source domain to the target 
domain. 

6.2. The proposed model 

This section introduces our proposed model. The backbone archi-
tecture implementing transfer learning in our framework is the pre-
trained PEGASUS language model. PEGASUS is based on a standard 
Transformer encoder-decoder architecture. We used PEGASUSLARGE in 
our experiments which has 16 encoder-decoder transformer blocks, a 
hidden layer of 1024 neurons, and a feedforward layer size of 4096. Our 
model goes through two learning stages. The first stage is for domain 
adaptation purposes and implements intermediate finetuning of the 
PEGASUS model on the review title generation task. The second stage 
further trains the model on the final task of an abstractive summary 
generation. The model is presented in Fig. 20. 

Fig. 8. Bigram network in abstractive summarization dataset.  
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6.2.1. The encoder function 
The encoder block produces a contextualized encoded sequence from 

the input sequence as: 

gθ : R1:n→R1:n. (1) 

Each encoder has a bidirectional self-attention mechanism to relate 
each input vector with other vectors thereby converting each input 
vector into its contextual representation. For example, the input vector rj 

is transformed into a contextualized representation r
′
j where j ∈ {1, …,

n). The bidirectional self-attention projects each vector of the encoder 
input sequence to a key (k), query (q), and value (v) vector using the 
corresponding weight matrices wk, wq, and wv as: 

ki = ωkri, (2)  

qi = ωqri, (3)  

vi = ωvri (4) 

The importance of the value vector is determined by comparing each 
of the query vectors to all the key vectors. The high similarity between 
the query and key vector gives more weight to the value vector. After 
applying the self-attention, the encoder output is computed as: 

R
′

1:n = softmax
(
Q1:nKT1:n

)
V1:n + R1:n (5) 

The encoder component consists of multiple encoders, in this case 
16. The representation created by the first encoder is passed on to the 
following encoders which further refine the contextual information in 
the encoded representation until the final encoded representation R1:n. is 
obtained. 

6.2.2. The decoder function 
The decoder takes the contextualized sequence from the encoder and 

determines the conditional probability distribution of the target output 
as a product of the conditional distributions of the target vector given 
the previous target vectors and the encoder representation. 

pθ(S1:m|R1:n) =
∏m

i=1
pθ(si|S0:i− 1,R1:n) (6) 

The decoder is a stack of decoder blocks followed by a language 
modeling head. To obtain a quality representation of the next target 
vector, each decoder consists of a unidirectional self-attention and an 
encoder-decoder cross-attention. The unidirectional self-attention re-

lates each input vector sj
′
with all the previous input vectors si

′ 
and is 

expressed as: 

s′ i

′

= V0:i ∗ softmax
(
KT0:i ∗Qi

)
+ s

′
i (7) 

The encoder-decoder attention relates each of its inputs with all the 
contextualized vectors from the encoder and is computed as: 

s′
′
′

i = V1:n ∗ softmax
(
KT1:n ∗Qi

)
+ s

′
′

i (8) 

Each decoder in the decoder stack maps the encoded sequence R1:n 

and the target vector sequence S0:i− 1 to an encoded sequence of target 
vectors S0:i− 1 which is then mapped to the logit vector sequence L1:n = l1,
l2, …., ln. The dimension of the output logit vector is that of the size of 

the vocabulary. The SoftMax function transforms each logit vector to a 
conditional probability distribution. The conditional probabilities of all 

Fig. 9. Trigram network in abstractive summarization dataset.  
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Fig. 10. Statistics of the domain-adaptive training dataset (review-title pairs).  

Fig. 11. Sentiment class distribution and token count density distribution in sentiment classification dataset.  
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the target vectors are multiplied to reveal the final conditional proba-
bility distribution of the target sequence. 

6.3. Experiment details 

The abstractive summarization model has two finetuning stages. 
During the first stage of finetuning, we tuned PEGASUSLARGE on the 
domain-specific data (airline reviews and titles) using a learning rate of 
5 × 10− 5. We specified a learning rate scheduler of type ‘linear’. We 
used the Adam optimizer with exponential decay rates β1 and β2 as 0.9 
and 0.99, and epsilon value as 1 × 10− 8 respectively. We maintained a 
training batch size of 1 and an evaluation batch size of 8. We continued 
finetuning up to 150,000 steps and 30 epochs. For the second stage/ 
final tuning, we used our intermediate-tuned model as the base model 
and continued training on the final task of abstractive summary gener-
ation with the same set of hyperparameters as in the intermediate tuning 
stage but now we trained for 5 epochs and 2000 steps. Till this point, we 
were able to achieve a balanced training and validation loss reduction. 

To investigate the impact of two-stage tuning, we also obtained a 

model with vanilla or standard finetuning of the PEGASUS-XSUM model 
on an abstractive summarization dataset of airline reviews. We 
continued training for 5 epochs and 2000 steps. The training and vali-
dation losses for models with standard finetuning and two-stage tuning 
are illustrated in Fig. 21. 

The variation in loss reduction between models at a few time steps is 
presented in Table 3. It is worth notable that the model with two-stage 
tuning for domain adaptation reduces loss efficiently on the final task as 
compared to the standard model, thus reducing the training time, and 
increasing the training efficiency. 

6.4. Evaluation 

The evaluation of models is conducted using ROUGE (Recall Ori-
ented Understudy for Gisting Evaluation) scores (Lin, 2004), the BERT 
Score metric (Zhang et al., 2020), BLEU (BiLinngual Evaluation Un-
derstudy) score (Papineni et al., 2001) and human evaluation. The 
ROUGE metric is the well-known metric for the evaluation of automatic 
summarization and is based on the concept of recall and computes 
n-gram overlap between the model summary and one/more reference 
summaries. We have used ROUGE-1, ROUGE-2, and ROUGE-L for 
assessing our models’ performance. ROUGE-1 (R1) measures the unig-
ram overlap between the model/candidate summary and the ground 
truth/reference summary. ROUGE-2 (R2) determines the bi-gram 
overlap between the model summary and the ground truth. ROUGE-L 
is based on LCS (Longest Common Subsequence) and computes the 
longest overlapping sequence of words between the model summary and 
the gold reference. BERT Score is based on BERT contextual embeddings 
and measures the similarity of each token in the model summary with 
each token in the reference summary. However, unlike ROUGE, that 
measures the surface level n-gram overlap, the BERT Score measures the 
sematic similarity using each token’s contextual embeddings. In litera-
ture, BLEU has been used by some researchers to complement the 
ROUGE metric for evaluation of the quality of the model generated 
summaries against gold references. The summarization models pre-
sented in this research also use multiple metrics including BERT Score, 

Fig. 12. Word cloud of bigrams representing positive and negative sentiment.  

Fig. 13. Word cloud of trigrams representing the positive and negative sentiment.  

Fig. 14. Recommendation value distribution across the sentiment classifica-
tion dataset. 
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ROUGE, and BLEU to obtain comprehensive performance evaluation of 
the models. 

6.4.1. Automatic evaluation 
The abstractive summarization model has been evaluated from two 

perspectives using automatic metrics:  

1. First, we have proposed PLM based approach using finetuning 
PEGASUS language model for abstractive summarization of airline 
reviews in a limited data scenario. To demonstrate the usefulness of 
the proposed approach for the kind of airline reviews dataset used, it 
is also compared with non-pretraining approach, that is the standard 
transformer model. Furthermore, the evaluation metrics ROUGE and 
BERT Score are complemented with the BLEU (BiLingual Evaluation 
Understudy) metric for a more comprehensive evaluation of the 
models. The results are presented in Table 4. 

The evaluation results reveal that two-stage finetuning model sur-
pass other models in terms of most of the metric scores. For the standard 

transformer model, the scores are significantly lower as compared to the 
transfer learning-based models on our airline reviews dataset. The 
reason for this performance is the smaller number of samples in the 
training dataset. Because we are training a transformer encoder-decoder 
architecture from scratch and to learn and perform better on the target 
task, it needs a larger training dataset. Due to limited training data, the 
summaries predicted with the transformer model were inconsistent, 
repetitive, barely informative, and lack meaning. On the other hand, the 
summaries produced with transfer learning models were better at 
fluency, coherence, informativeness, and exhibited non-redundancy. 
The reason is that pretrained language models possess a deeper lan-
guage understanding ability including grammar, syntax, semantics, and 
relationships between the textual components. Finetuning these models 
on the target task data enhances their capabilities on the target task 
resulting in a good performance at the final task. 

2. Second, we have proposed two-stage finetuning as a domain adap-
tation strategy for abstractive summarization of airline reviews. We 
have compared our proposed approach to alternative methodologies 

Fig. 15. Customer rating distribution across sentiment classification dataset.  

Fig. 16. Bivariate kernel density plot of customer rating and sentiment class with recommendation value mapping.  
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existing in literature for domain adaptation in abstractive summa-
rization. For this purpose, we have compared our works with several 
works ((Yu et al., 2021), (Bražinskas et al., 2022), and (Hoang et al., 
2019)) implementing the domain adaptation for abstractive sum-
marization. Table 6 presents a comparison of various domain adap-
tation techniques with our proposed two-stage finetuning approach. 

Referring to Table 6, AdaptSum (Yu et al., 2021) is a low-resource 
abstractive text summarization model comprising multiple target do-
mains that implements domain adaptation using three methods: SDPT 
(Source Domain Pretraining), DAPT (Domain Adaptive Pretraining), and 
TAPT (Task Adaptive Pretraining) with and without the use of RecAdam 
(Chen et al., 2020) optimizer. AdaSum (Bražinskas et al., 2022) is a 
few-shot opinion summarization model. It proposes self-supervised 
pretraining of the BART (Lewis et al., 2020) language model on 
customer reviews using adapters to introduce in-domain knowledge. 

The work of Hoang et al. (2019) is an abstractive summarizer with 
efficient adapting capability. It proposes domain adaptive training to 
adapt the transformer based GPT language model to the newswire text 
data. Our approach to domain adaptation uses two-stage finetuning, 
where we first finetuned the PEGASUS model on an intermediate task of 
title generation and then finally tuned the model on abstractive sum-
marization task. 

In Table 6, the models are compared in terms of improvement in 
ROUGE scores obtained with different approaches to domain adapta-
tion. The improvement is computed by taking the difference between the 
ROUGE scores obtained with standard finetuning versus ROUGE scores 
obtained with various domain adaptation methods. As noted, our two- 
stage tuning model achieves an increment of 2.7 R2 points which is 
the best R2 improvement score as compared to models using alternative 
domain adaptation techniques. These results support the effectiveness of 
the two-stage finetuning approach for domain adaptation, reduced 
overfitting, and better knowledge transfer, leading to improved final 
task performance as compared to the pretraining-based domain adap-
tation approaches e.g., SDPT, DAPT, TAPT, etc., that come with a high 
computational expense and training costs. 

6.4.2. Human evaluation 
The summaries from the models with vanilla finetuning and two- 

stage finetuning have been evaluated manually using the Best Worst 
Scaling (BWS) method as in (Bražinskas et al., 2020). Since the evalu-
ation set was small, two people (language experts) were employed to 
evaluate the summaries. The summaries were assessed against reference 
summaries as well as original reviews. The evaluation criteria included 
summaries assessment based on fluency, coherence, non-redundancy, 
informativeness, and sentiment. Fluency measures whether the sum-
mary is well-understandable, grammatically correct, and, easy to read. 
Coherence inspects the summary structure and organization of infor-
mation. Non-redundancy determines whether there is any redundant 
information in the summary. Informativeness measures the information 
coverage of the summary when estimated against the reference sum-
mary and the original review. Sentiment defines how well the summary 
expresses the sentiment of the original review. 

The scores for each criterion are computed based on the difference 
between the percentage of times a model was selected as the first best 

Fig. 17. The correlation heatmap between rating, recommendation value 
(rec_val), and sentiment. 

Fig. 18. Bubble chart of trigrams in reviews with a positive recommendation.  
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and the percentage of times it was selected as the second best. The scores 
range between − 0.1 and +0.1 with positive scores inclining toward 1st 
best and negative scores representing the second best. The results are 
presented in Table 5. It is noted that the two-stage tuned model out-
performed the standard model for each criterion. The results are also in 
line with automatic evaluation results. 

7. Sentiment classification framework 

7.1. Task formulation 

We model rating-based sentiment prediction of airline reviews as a 
multiclass classification problem. Given a review R consisting of a 
sequence of n words R = {r1, r2, r3, …., rn} and a set of customer 
ratings over L different kinds of sentiment classes (L ∈ {0, 1, 2}), the 
sentiment classification model predicts an overall sentiment score based 
on customer rating. The sentiment categories over customer ratings are 
predefined where class 0 indicates negative sentiment, class 1 specifies 

Fig. 19. Bubble chart of trigrams in reviews with a negative recommendation.  

Fig. 20. Framework for abstractive summarization of airline reviews.  
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neutral sentiment, and class 2 denotes positive sentiment. 

7.2. The proposed model 

Our model for rating-based sentiment classification of airline reviews 
is built on top of the pretrained BERT language model (Fig. 22). BERT 
(Bidirectional Encoder Representations from Transformers) model is 
pretrained in an unsupervised manner on large text corpora using 
Masked Language Modelling (MLM) and Next Sentence Prediction (NSP) 
pretraining objectives to obtain deep bidirectional (left and right) 
contextual language representations. Our architecture includes a 
dropout layer for regularization purposes and a SoftMax classifier as an 
output layer on top of the BERT language model. 

7.2.1. Preprocessing  

• The text is tokenized using the Bert tokenizer that converts sentences 
to words and sub-words with a vocabulary from the WordPiece 
algorithm.  

• BERT-specific tokens including [CLS] and [SEP] are inserted at the 
beginning and the end of the sentences.  

• Since Bert accepts constant-sized inputs, we specified a maximum 
length and introduced padding.  

• The attention masks are created with padded tokens and original 
tokens. 

7.2.2. BERT embeddings 
BERT input is represented as embeddings. Embeddings are vectors 

that hold the semantics of a word. BERT input embeddings are a com-
bination of position, segment, and token embeddings as seen in Fig. 23. 
Position embeddings convey information about the position of a word 
within a sentence. The segment embeddings represent whether a 

Fig. 21. Training & validation losses for model with standard finetuning vs two-stage finetuning.  

Table 3 
Variation in loss reduction – standard finetuning vs two-stage finetuning.   

Model (vanilla finetuning) Model (two-stage tuning) 
step loss loss 

50 8.7411 7.9192 
250 8.0597 5.0974 
750 6.2406 4.6374 
990 5.8669 4.5501 
1500 5.3431 4.3464  

Table 4 
Results of automatic evaluation – ROUGE scores and BERT score.  

Model Rouge Scores 
R1/R2/RL 

BERT Score BLEU Score 

Two-stage finetuning 30.6/9.9/24.9 0.54 0.094 
Standard finetuning 32.6/7.2/24.1 0.54 0.068 
Standard Transformer 20.3/1.7/17.9 0.51 0.022  

Table 5 
A comparison of various domain adaptation techniques with two-stage 
finetuning.  

Domain Base PLM Model R1/R2/ 
RL 

Improvement 
R1/R2/RL 

Movie 
Reviews 

BART AdaptSum stand. ( 
Yu et al., 2021) 

25.13/ 
9.22/ 
20.04 

— 

AdaptSum SDPT 26.06/ 
10.27/ 
20.91 

0.93/1.05/0.87 

AdaptSum DAPT 25.78/ 
9.84/ 
20.69 

0.65/0.62/0.65 

AdaptSum TAPT 25.65/ 
9.13/ 
20.45 

0.52/0.00/0.41 

Amazon BART AdaSum full ( 
Bražinskas et al., 
2022) 

37.22/ 
9.17/ 
23.51 

— 

Adasum 5 %+L1O 39.78/ 
10.80/ 
25.55 

2.56/1.63/2.04 

YELP AdaSum full 37.40/ 
10.27/ 
23.76 

— 

Adasum 5 %+L1O 38.82/ 
11.75/ 
25.14 

1.42/1.48/1.38 

CNN/Daily 
mail 

GPT T-LM (ETT) ( 
Hoang et al., 
2019) 

36.82/ 
16.04/ 
34.03 

— 

T-LM (DAT+ETT) 38.00/ 
17.13/ 
35.20 

1.18/1.09/1.17 

T-SM (ETT) 37.81/ 
16.82/ 
34.87 

— 

T-SM (DAT+ETT) 38.34/ 
17.34/ 
35.44 

0.53/0.52/0.57 

Airline 
Reviews 
(current 
work) 

PEGASUS Standard 
finetuning 

32.6/7.2/ 
24.1 

— 

Two-stage 
finetuning 

30.6/9.9/ 
24.9 

0.00/2.70/0.80  
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particular word belongs to which segment of the input, whether it be-
longs to the sentence ‘A’ or sentence ‘B’. The token embeddings are 
pretrained embeddings for the input words and are obtained through 
WordPiece tokenization. All the embeddings are added to create a 
meaningful input representation for the BERT model. 

7.2.3. The BERT architecture 
The BERT model is a stack of bidirectional Transformer encoders. 

Each encoder consists of multi-head attention and feedforward neural 
networks. There is a residual block around each of the attention and 
feedforward layers. The residual connections make the model easy to 
train and optimize. The residual blocks are followed by the normaliza-
tion layer. 

The attention mechanism in the BERT model is scaled dot product 
attention. The query and key vectors have a dimension dk and value 
vectors have a dimension dv. The attention function is computed as the 
SoftMax of the dot product of the query with all the keys scaled by 1 
/

̅̅̅̅̅
dk

√
to give weights to the value vectors. 

attention(Q,K,V) = softmax
(
QKT
̅̅̅̅̅
dk

√

)

∗ V (9) 

The multi-headed attention consists of multiple attention layers 
running in parallel and is given as, 

multihead.attn(Q,K,V) = concat(head1,…., headh)WO (10)  

headi = attention
(
QWQ

i , KW
K
i ,VW

V
i

)
(11)  

7.2.4. Dropout 
We added a dropout layer to prevent the overfitting problem. We set 

the probability factor p to 0.3. p represents the probability of a neuron 
being dropped off or eliminated from the neural network layers. 

7.2.5. The classification layer 
The final classification layer is a fully connected feedforward 

network with a SoftMax activation function. The SoftMax function 
computes the relative probabilities of the input review for the three 
sentiment classes in a manner that the sum of all probabilities is 1. The 
node with the maximum probability represents the predicted class label. 
For i = (1,….., k) and logit output, z = (z1, ….., zk) ∈ Rk, the SoftMax 
function is given as, 

softmax(zi) =
ezi

∑k
j=1ezj

(12)  

7.3. Experiment & evaluation 

The sentiment classification model has a hidden layer size of 768. To 
deal with fixed-length sequences, we specified a maximum length of 400 
tokens. We finetuned the BERT model for 10 epochs with a batch size of 
16 and a learning rate of 5 × 10− 5. We used the AdamW optimizer and 
computed the loss function as cross-entropy loss. 

The evaluation of the model has been conducted once via a random 
train-valid-test split as well as using k-fold (5-fold) cross validation. With 
k-fold cross validation, the dataset is divided into k smaller sets. The 
model is trained using k-1 folds and validated on the remaining part. The 
process is repeated for k-splits of the data. During each split, the model is 
validated on a different fold of the data. We used the 5-fold stratified 
cross validation process that is a variation of the conventional k-fold 
cross validation suitable for classification models with imbalanced 
datasets. The basic process is the same as that of k-fold cross validation. 
The difference is in the sampling process where the samples for each fold 
are produced such that the ratio of original dataset class distribution is 
maintained across each fold of the data. The stratified 5-fold cross 
validation sampling on the sentiment classification dataset is illustrated 
in Fig. 24. 

7.3.1. Evaluation 
The model is evaluated using metrics such as accuracy, precision, 

recall, F1-score, and confusion matrix. The metrics are defined below. 

Table 6 
Results of human evaluation.  

Model Fluency Coherence Non-redundancy Informativeness Sentiment 

Standard finetuning − 0.01 − 0.1 − 0.05 − 0.03 − 0.02 
Two-stage finetuning +0.01 +0.1 +0.05 +0.03 +0.02  

Fig. 22. The rating-based sentiment classification framework.  

Fig. 23. BERT Embeddings.  
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Accuracy =
Number of correct class predictions
Total number of predictions

(13)  

Precision =
True positive class predictions
Total positive class predictions

(14)  

Recall =
True positive class predictions
Total actual positive predictions

(15)  

F1 score = 2
(
precision x recall
precision+ recall

)

(16) 

A confusion matrix is an m × m matrix, where m is the number of 
target classes. It provides information on model classification perfor-
mance by showcasing the number of true predictions and false pre-
dictions on the target classes. 

Table 7 presents the results of rating-based sentiment classification 
model evaluation via random train/validation/test split with the ratio 
80:10:10. Despite a highly imbalanced dataset with a limited number of 
samples, the model has achieved an overall 89 % accuracy with a very 
good performance on the classification of positive and negative classes. 
The precision, recall, and F1-score for negative, neutral, and positive 
classes are shown in Table 7. The scores are low for the ‘neutral’ class 
having the smallest number of samples. 

Fig. 25 illustrates the confusion matrix obtained with the rating- 
based sentiment classifier. Out of 66 total predictions for the ‘nega-
tive’ class, 5 reviews were misclassified as ‘neutral’. For the ‘neutral’ 
class, there are 3 mispredictions out of a total of 8 predictions. The 
‘positive’ class missed 4 shots out of a total of 36. Overall, there are 12 
misclassifications out of a total of 110 samples in the test set. 

The classification accuracy computed across each fold in the cross- 
validation process is shown in Table 8. The minimum model accuracy 
is 85.45 % which is computed across the first fold. The maximum model 
accuracy is 100 % which is achieved across 4th fold of the data. The 
average model accuracy using cross-validation is computed as 95.36 %. 
The confusion matrices generated across the 5-fold cross-validation 
process is illustrated in Figs. 26, 27, and 28. 

Based on Fig. 26, the 1st fold confusion matrix shows 11 mis-
classifications for negative class, 12 missed shots for the neutral class, 

and 9 wrong predictions for the positive class. It can be observed from 
the 2nd fold confusion matrix that there are 7 misclassifications for 
negative class, 6 mis-predictions for the neutral class, and 2 invalid 
predictions for the positive class. 

It can be noted from Fig. 27 that for the 3rd fold confusion matrix, 
there are no misclassifications for the negative class, still there are 2 
missed shots for the neutral class, and 1 wrong prediction for the posi-
tive class. For the 4th fold confusion matrix, all predictions are correct. 
The confusion matrix for 5th fold in Fig. 28 shows only one wrong 
prediction for the neutral class. 

Table 9 compares the performance of sentiment classification in 
terms of overall model accuracy with existing related works of (Kang 
et al., 2022), (Tan et al., 2022), and (Hasib et al., 2021). All three works 
are based on BERT or its variants to classify sentiments on airline re-
views. Our model achieves 89 % (via random train-test split) and 95.36 
% (via 5-fold cross-validation) accuracy as compared to 86 %, 85.89 %, 
and 83 % accuracy obtained by the existing works. The results of the 
rating-based sentiment prediction model for airline reviews reveal the 
effectiveness of using the ‘customer rating’ outcome for classifying 
airline customer sentiments at the review level as compared to other 
conventional methods for sentiment category labeling. The results also 

Fig. 24. Visualization of Stratified k-fold (5-fold) cross-validation on the sentiment classification dataset.  

Table 7 
Results of the rating-based sentiment classification model.   

Precision Recall F1-score 

Class 0 – Negative 0.95 0.92 0.94 
Class 1 – Neutral 0.38 0.62 0.48 
Class 2 – Positive 0.97 0.89 0.93 
Accuracy   0.89 
Macro Average 0.77 0.81 0.78 
Weighted Average 0.92 0.89 0.90  

Fig. 25. The confusion matrix for classification performance for one- 
time evaluation. 

Table 8 
The classification accuracy across k-folds.  

Fold Accuracy (%) 

1st fold 85.45 % 
2nd fold 93.18 % 
3rd fold 98.64 % 
4th fold 100 % 
5th fold 99.54 % 
Average accuracy 95.36 %  
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support the efficacy of the BERT language model with its ability to 
effectively capture the context and nuances in textual data for handling 
the sentiment classification of airline reviews. 

As part of our transfer learning-based sentiment classification model 
assessment, we have conducted our rating-based sentiment classifica-
tion experiment using other techniques including unsupervised ap-
proaches like VADER (Valence Aware Dictionary for Sentiment 
Reasoning) and BERT pipeline, standard machine learning approaches 
like SVM (Support Vector Machines) and Decision Trees, and deep 
learning models like RNN (Recurrent Neural Network) and LSTM (Long 
Short-Term Memory). The results are presented in Table 10. 

Based on Table 10, the accuracy scores reflect that transfer learning 

using finetuned BERT shows the best classification performance on our 
dataset. These results can be interpreted from various perspectives 
including model architecture, structure and complexity, feature size, 
feature engineering, language representation, number of parameters, 

Fig. 26. The confusion matrices for fold 1 and fold 2.  

Fig. 27. The confusion matrices for fold 3 and fold 4.  

Fig. 28. The confusion matrix for Fold 5.  

Table 9 
The comparison of rating-based sentiment classification with existing works.  

Model Accuracy Dataset 

Sentiment analysis on 
Malaysian airlines using 
BERT (Kang et al., 2022) 

86 % Malaysian airlines 
(14,000 samples) 

Roberta-LSTM (without data 
augmentation) (Tan et al., 
2022) 

85.89 % Twitter US airline 
sentiment dataset 
(10,000 tweets) 

Sentiment classification on 
Bangladesh airline service 
using BERT (Hasib et al., 
2021) 

83 % Bangladesh Airlines 
(1047 reviews) 

Rating-based sentiment 
prediction with BERT 
(current work) 

89 % (random train- 
test split) 95.36 % (5- 
folds cross-validation) 

Airline reviews 
dataset (1100 
samples)  

Table 10 
A Comparison of multiple approaches on rating-based sentiment analysis task.  

Technique Approach Accuracy 

Unsupervised VADER 77.53 % 
BERT without finetuning 85.07 % 

Standard Machine Learning (ML) SVM 84.00 % 
Decision Tree 74.00 % 

Deep Learning (DL) RNN 74.55 % 
LSTM 80.91 % 

Deep Transfer Learning BERT (random train-test split) 89.00 % 
BERT (5-fold cross-validation) 95.36 %  
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parameter optimization techniques, amount of training data, algorithm 
training, and computational requirements. BERT with its large feature 
size, huge number of trainable parameters, and its ability to encode 
linguistic knowledge through contextualized language representations 
outperforms other models when finetuned even on a limited dataset. The 
standard machine learning models are less complicated as compared to 
deep learning or transfer learning models. With standard machine 
learning models, SVM shows better performance as compared to the 
decision trees approach as well as surpasses deep learning models. The 
problem with deep learning models like RNN and LSTM is that these 
methods generally do not work well in limited data situations and need 
huge amounts of training data and longer training times to increase the 
model accuracy. SVM, on the other hand, doesn’t need huge amounts of 
training data and is trained faster as compared to other deep learning 
models. However, it still requires careful feature engineering to turn the 
textual data into features. From the computational cost dimension, the 
use of BERT is compute-intensive requiring GPU, large RAM, and storage 
resources while the use of SVM with moderate computational re-
quirements, good feature engineering, and at the expense of somewhat 
reduced accuracy compared to BERT is cost-efficient. The transfer 
learning paradigm, however, offers ease in feature creation and hyper-
parameter selection while saving human time and effort and offering 
better scalability across various applications in real-world practices. 

8. Discussion 

This Sections discusses the contributions of this research to the 
literature as well as the practical implications. It also discusses some 
limitations of this study and recommends some future directions to 
follow. 

8.1. Contributions to literature 

This study enhances the literature on information management and 
processing of customer reviews across the civil aviation industry. It 
contributes towards enhancing the understanding of two important NLP 
tasks, abstractive summarization and sentiment classification using deep 
transfer learning. It has advanced the progress in these research areas by 
enhancing the capabilities of these models via improving the perfor-
mance of these models for the airline customer opinion domain. Most of 
the existing research is focussed on solving one of these tasks for 
customer opinions. Still, there exists a few models in the literature that 
perform these two tasks jointly, but these models use methods that are 
still away from state of the art in NLP. 

From an information management perspective, the use of deep 
transfer learning technology may be viewed as a junction between 
abductive, inductive, and deductive reasoning in the context of data 
science and artificial intelligence. On the inductive reasoning dimen-
sion, this research proposes models for abstractive summarization and 
rating-based sentiment classification for airline customer reviews that 
generalize well on the airline reviews domain. 

Using deductive reasoning approach, the current study concludes 
that the two-stage finetuning approach assists the abstractive summa-
rization model in adapting effectively to the airline review domain, 
thereby improving model performance on the target task of airline re-
view summary generation. The proposed finetuning-based approach to 
domain adaptation differs from the previous research on domain adap-
tation for abstractive summarization in terms of computational resource 
utilization because most existing domain adaptation approaches for 
abstractive summarization rely on pretraining language models on 
target domain tasks or data, which is computationally expensive due to 
hardware requirements, large storage resources, and long training times. 
While for rating-based sentiment classification models, the research 
concludes that using sentiment supporting data such as ’customer rat-
ing’ and ’recommendation value’ for an overall sentiment analysis of 
multi-aspect reviews such as airline reviews improves the accuracy of 

sentiment classification tasks for airline reviews when compared to 
existing conventional techniques. Future research should investigate 
other signals, such as emoticons, along with the proposed customer at-
tributes to further improve the accuracy of sentiment prediction. 

For the abductive reasoning aspect of the utilization of the deep 
learning technology for information management of airline customer 
reviews, the research infers from the existing literature on PLMs that 
when pre-trained language models are finetuned on downstream tasks 
and domains, there usually occurs a problem known as the ‘domain 
shift’. The domain shift issue occurs when data distributions for the 
source and target domains do not match. In this case, the source domain 
comprises of the domains including news, science, short stories, in-
structions, emails, patents, etc., particularly the domains on which 
PEGASUS language model has been pretrained. The proposed abstrac-
tive summarization dataset belongs to customer reviews domain (target 
domain) particularly for airline customers. It has been hypothesized that 
domain shift issue likely degrades the performance of the abstractive 
summarization model for airline customer review domain. The present 
research addresses the domain shift issue for airline reviews domain by 
proposing two-stage finetuning as a domain adaptation strategy for 
abstractive summarization of airline reviews, resulting in better per-
formance of the abstractive summarization model. For rating-based 
sentiment classification task, it was figured out from the proposed 
sentiment classification dataset that airline reviews are multi-aspect 
reviews and consists of intricate narratives. It was also presumed that 
sentiment supporting data like customer rating and recommendation 
value would better predict an overall sentiment of multi-aspect reviews 
(airline customer reviews) as compared to the conventional sentiment 
labelling techniques. The presumption was supported by investigating 
the correlation between rating and recommendation value signals that 
very found to be highly correlated. The positive correlation between the 
mentioned customer attributes was also inferred from the existing 
literature. The task was modelled using BERT language model and the 
performance turned out to be better as compared to existing models 
despite the dataset being highly imbalanced in terms of positive, nega-
tive, and neutral sentiment classes. 

Overall, the present study adds up to the interdisciplinary research 
where NLP (abstractive summarization & sentiment classification), deep 
transfer learning, information management, e-commerce, and civil 
aviation sector meet at a junction. 

8.2. Practical implications 

The research has a direct practical application across the aviation 
industry. It can be applied to real-time airline review processing, or the 
models can be integrated into airline customer service platforms. 

From the practical perspective, opinion summarization and senti-
ment classification play an important role in improving the management 
and processing of customer reviews on air travel review websites, 
making it convenient for industry practitioners to respond, address is-
sues, and continuously enhance their services, leading to higher levels of 
customer satisfaction and loyalty. 

The research also contributes publicly accessible datasets that can 
benefit other researchers in advancing the research, development, and 
innovation. Public datasets can also assist industry personnel for data- 
driven decision making or to inform strategic planning or marketing 
research. 

8.3. Limitations and directions for future work 

For abstractive summarization and rating-based sentiment classifi-
cation, this research particularly focuses on the airline reviews domain, 
which has obvious benefits for the aviation sector but limits the appli-
cability of this research on domains and sectors other than the aviation 
sector. As a direction for future research, it would be useful to conduct 
this study on other domains and compare the results. 
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For the rating-based sentiment classification task, the dataset 
collected and used in this research suffers from the class imbalance issue. 
The class imbalance poses a risk to the trained model to be biased toward 
major classes. This situation likely leads to low performance of the 
classification model on minor classes. For future direction, it would be 
beneficial to explore data augmentation techniques to deal with class 
imbalance issues. 

To verify the effectiveness of the two-stage finetuning approach for 
domain adaptation, it is suggested to compare it with other current 
alternative methodologies. The future research should also focus on how 
the proposed models can be used in real-world situations. 

9. Conclusion 

In this research, we proposed models for abstractive summarization 
and rating-based sentiment prediction of airline reviews using pre-
trained PEGASUS and BERT language models. For abstractive summa-
rization, we used a two-stage finetuning approach to help our model 
better adapt to the target abstractive summarization task on the airline 
reviews dataset. We evaluated our model with automatic and manual 
evaluation methods. We demonstrated that the two-stage finetuning 
approach works better as compared to the standard finetuning approach 
for varying domain data. The rating-based sentiment classification 
model is based on pretrained BERT architecture. Despite its simplicity in 
architecture, the model shows an overall accuracy of 89 % (random 
train-test split) and 95 % (via cross-validation). We discussed the con-
tributions of our work to the literature, practical scenarios, and industry. 
We also discussed limitations of our research and presented some di-
rections for future work. Along with multiple future work recommen-
dations from this study, the abstractive summarization and sentiment 
classification frameworks can be integrated into a unified framework 
using a multitask learning (Zhang et al., 2022) approach or prompt 
tuning a single Large Language Model (LLM) on these tasks. 
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