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Prognosis and Treatment of Non–Small Cell Lung Cancer
in the Age of Deep Learning
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Lung cancer is both the most common and the most deadly cancer, with more than 2 million cases
diagnosed worldwide in 2018 per Global Cancer Observatory estimates and with non–small cell lung
cancer (NSCLC) accounting for the great majority of cases. The 8th edition of the American Joint
Committee on Cancer TNM stage groupings represents the most well-validated prognostic metric for
NSCLC. However, a variety factors unaccounted for by these TNM stage groupings affect outcome,
from patient-specific factors such as performance status, age, and socioeconomic status to tumor
characteristics such as grade, lymphovascular invasion, programmed cell death 1 ligand 1 expression,
and the presence of molecular driver variants. Integrating the various clinical and pathologic
characteristics of each case to provide an accurate prognosis is challenging in the absence of easy-
to-use and comprehensive predictive models.

She and colleagues1 approach this problem using a novel deep learning proportional hazards
model, DeepSurv.2 They compiled data from the Surveillance, Epidemiology, and End Results (SEER)
database for a subset of 16 140 patients with NSCLC who received a diagnosis between 2010 and
2015, the vast majority of whom underwent surgical resection for stage IIIA or earlier disease. A
DeepSurv survival model incorporating the demographic characteristics of the patients, markers of
tumor extent (such as TNM stage), and type of surgical resection was trained on 80% of the patients
selected from the SEER database. This model outperformed use of the TNM staging system alone in
both the remaining 20% of the SEER data (C statistic = 0.739 vs 0.706; P < .001) and an
independent validation set of 1182 patients with resected lung cancer treated at Shanghai Pulmonary
Hospital in China (C statistic = 0.742 vs 0.706; P < .001). These results are in line with the accuracy
of neural network models of recurrence of resected NSCLC3 and provide additional evidence of the
increasing benefit of deep learning prognostic models over standard approaches.

After a seminal randomized clinical trial by the Lung Cancer Study Group demonstrated superior
survival for patients with T1N0 lung cancer who underwent a lobectomy as opposed to a limited
resection,4 the role of sublobar resection has been hotly debated. Numerous studies have attempted
to clarify this issue, including a prior SEER database analysis that found wedge resection and
segmentectomy were associated with worse overall survival than lobectomy.5 No subgroup of
patients could be identified for whom limited resection would provide equivalent results; a benefit
for lobectomy was seen even in tumors smaller than 1 cm in size. However, prior retrospective studies
on this topic are limited by the use of linear models, in which covariates have a consistent association
with survival independent of other model inputs. One principle advantage of DeepSurv and other
nonlinear survival methods is the inherent ability to model the interaction between covariates
without the need for explicit specification (such as interaction terms or repeated analysis in multiple
subgroups).2 By modeling the interdependence of patient- and disease-specific factors with
treatment received, DeepSurv can provide a case-by-case prediction of survival with different
therapeutic modalities, leading to truly personalized treatment decisions. She et al1 apply these
principles to identify patients who may safely undergo sublobar resections without compromising
outcomes. She et al1 trained 2 DeepSurv models, one on 10 766 of the aforementioned SEER patients
who received lobectomy and another on 1444 patients undergoing sublobar resection. Lobectomy
resection was recommended for patients who had longer predicted survival with the former model
than the latter. Of the 3064 patients in the held-out validation subset of the SEER data set, as well as
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the 1142 patients examined in an external single-center cohort data set, survival was prolonged for
patients receiving treatment according to these recommendations (with a hazard ratio of 2.99 for
the SEER data set and 2.14 for an external single-center cohort data set [both P < .001]). Most
importantly, survival was equivalent for lobectomy vs a more limited surgery if the model had
recommend sublobar resection, which suggests that the model successfully identified patients for
whom sublobar resection can be safely performed.

The ability to select patients for less extensive surgery without compromising outcome has
practice-changing implications, but several obstacles have stymied the use of machine learning tools
for patient care. She et al1 have already crossed 1 hurdle by designing an intuitive interface for
clinicians, with graphical survival curves that can facilitate shared decision-making. Another inherent
challenge with deep learning is the lack of transparency of the inner workings of the model.6 Whereas
associations in linear models can be assessed for biologic plausibility, the factors that lead the
DeepSurv model to recommend sublobar resection are undefined, and thus predictions must be held
to a high degree of scrutiny before implementation. Several methods can provide insight into the
inner workings of neural networks.7 Analysis of variable importance can identify features with the
strongest correlation to the outcome in question. Single variable sensitivity analysis could
demonstrate plausible associations between features and outcome—such as an increased preference
for sublobar resection in the smallest size tumors or a decreased benefit of lobectomy for patients
of advanced age. Furthermore, preexisting bias within the training data set may lead to bias in the
treatment recommendations.6 For example, if socioeconomic factors are associated with certain
patients receiving sublobar resections by more skilled surgeons, the model may incorrectly assume
that such patients are the only to benefit from resection. The most rigorous way to validate
recommendations would be through a trial in which patients with discordant physician and model
recommendations are randomized to receive lobectomy or sublobar resection, but such a trial may
not be feasible. Alternatively, continuous study of real-world use would build confidence in the
accuracy of the model. Although excitement must be tempered by the need for further study, the
work of She et al1 has laid the groundwork for the future of personalized prognosis and treatment of
early stage NSCLC.
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