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Privacy and utility are two important objectives to consider when releasing census data.
However, these two objectives are often conflicting, as protecting privacy usually neces-
sitates introducing noise into the data, which compromises data utility. Determining the
appropriate level of privacy protection presents a significant challenge in the data release.
Therefore, it is necessary to investigate the tradeoff between privacy and utility before
making a final decision on the level of privacy protection. In this article, we propose a mul-
tiobjective optimization framework to generate multiple optimal solutions that satisfy the
two objectives of privacy and utility, as well as to analyze the tradeoff between privacy and
utility for decision-making. This framework relocates individuals susceptible to revealing
their identities to protect their privacy. We maximize the number of individuals relocated
while maximizing the utility of the data after relocations. The proposed framework is tested
using synthetic population data in Franklin County, Ohio. Our experimental results show
that the framework can efficiently generate a collection of optimal solutions and can be used
to effectively balance privacy and utility.

Introduction

Complete-count census data enumerates every individual and household of the United States
and includes information on their demographic, social, and housing characteristics. Such data
has been widely used in a variety of social, economic, health, and demographic applications
(Donnelly 2019; Walker 2023). In line with the Census Bureau’s commitment to promoting

public participation and ensuring “everyone counts,” measures have been taken to protect
individual privacy by removing personal identifiers such as names and addresses from data
releases. However, even without these identifiers, privacy concerns can still arise because the
data contains information such as locations and demographic attributes that can be used to
disclose the identities of individuals (Sweeney 2000; Lin and Harvey 2015; Lin and Xiao 2023a).
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An illustrative case is found in the research conducted by Abowd and Hawes (2023) on the 2010
U.S. Census data, which demonstrate that using a combination of census block, sex, and single
year of age can differentiate a person from others in 44% of the national population.

Many methods have been proposed to enhance the privacy protection of census data, and
these methods often introduce noise into data so that the chance (or risk) of disclosure can
be reduced (Shlomo, Tudor, and Groom 2010; Abowd 2018; Abowd et al. 2022; Ruggles and
Magnuson 2023). For example, the U.S. Census Bureau employs a method called data swapping to
protect the 2010 Census data, which exchanges the locations of people who have high disclosure
risks with those in different locations, thereby introducing noise to individual locations to protect
privacy (Dalenius and Reiss 1982). While introducing noise helps to protect privacy, doing so
will inevitably reduce the usefulness of data and therefore compromises data utility. Purdam and
Elliot (2007), for instance, demonstrate that data swapping can significantly impact the utility of
the published census data as well as the validity of findings derived from analyzing such data. The
term “data utility” can encompass various aspects, such as completeness, relevance, consistency,
and other requirements of users or applications (Veregin 1999). But within the privacy literature,
data utility often assumes a more specific definition, referring to a numerical assessment of
the usefulness of the released data to users that involves quantifying the disparity between the
privacy-preserved data and the original data (Duncan, Keller-McNulty, and Stokes 2004; Li and
Li 2009). In our research, we adhere to this specific convention.

The privacy concerns revolving census data are essentially a location privacy issue, as
identity disclosure with census data involves not only attribute information such as age and
race, but also geographic information at multiple levels such as census block, block group,
and tract. In addition, census data exhibits unique characteristics as a spatial data set, where
individuals or households in close locational proximity often share similarities. The literature on
location privacy has seen the development of privacy-preserving techniques applicable to a broad
spectrum of geographic data beyond census data, including disease locations, crime incidents,
and individual GPS waypoints. These methods consider not only privacy protection but also the
utility of geographic data. For example, Wieland et al. (2008) propose an optimization method
to relocate sensitive disease-related points to protect patients’ privacy while minimizing the
expected distance displaced required to achieve a certain privacy level. In other research, some
incorporate strategies into method design to eliminate the displacement distance for point data
to maintain utility (Seidl, Jankowski, and Tsou 2016; Zurbaran et al. 2018; Houfaf-Khoufaf,
Touya, and Le Guilcher 2021; Lin 2023). Additionally, there are studies that assess the utility
of privacy-preserved data as an indicator of the effectiveness of privacy-preserving methods
(Kounadi and Leitner 2016; Wang, Kim, and Kwan 2022). Recent years have also witnessed a
new branch of research dedicated to eliminating false identifications, thus avoiding the relocation
of points to improbable locations (e.g., moving households to water bodies) in order to enhance
data utility (Richter 2018; Seidl, Jankowski, and Clarke 2018; Polzin and Kounadi 2021). These
research endeavors offer invaluable insights for addressing the privacy issues associated with
census data by prioritizing the importance of both privacy protection and data utility.

The public release of census data can be thought of as a decision-making problem, where a
solution to such a problem should be evaluated by two objectives: the level of privacy protection
and the utility of the data. These two objectives, however, are often conflicting because privacy
protection necessitates the introduction of noise that reduces data utility. In addition, a complex
network of actors are involved in this problem, including decision-makers such as administrative
leadership, data management teams, and legal and compliance teams, as well as stakeholders
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such as data subjects (e.g., civilians) and data users (e.g., communities, researchers, planners,
and marketers). As with many decision-making problems that involve multiple and conflicting
objectives as well as diverse actors (Brill Jr. 1979; Brill Jr., Chang, and Hopkins 1982; Deb 2001),
there may not be a single optimal or best solution to maximize both privacy protection and data
utility. Instead, there often exists a set of optimal solutions where no alternative is available to
improve one objective without degrading the other. The practical release of census data often
requires the decision-makers and stakeholders to negotiate and weigh priorities and demands in
order to determine the most preferred solution. In order to make sound decisions, it is important
for them to be able to survey a wide range of optimal solutions to the problem.

The decision-making problem of releasing census data that balances between privacy
protection and data utility will be referred to as the privacy-utility tradeoff (PUT) problem in
this article. The literature on generating multiple optimal solutions to the PUT problem has
been limited. While practical approaches such as data swapping exist, they are not designed to
produce optimal solutions. Other methods typically fix either privacy protection or data utility
and then optimize the other to obtain one singular optimal solution (Abowd et al. 2022; Lin and
Xiao 2023b). In the 2020 U.S. Census, for example, the Census Bureau uses a privacy parameter
to maintain the desired level of privacy protection and then applies a series of optimization models
to derive an optimal solution that preserves the level of privacy protection while maximizing
data utility (Abowd et al. 2022). However, without considering other optimal solutions, this
singular solution may not fully reflect how privacy and utility trade off, and doing so also lacks
transparency to explain why the particular level of privacy protection is chosen over others.

The purpose of this article is to develop a modeling framework for generating and evaluating
multiple optimal solutions to the PUT problem. While the decision-making process in general is a
fascinating topic that deserves much attention, we set the scope of this article on a methodological
ground in the mathematical formulation of the PUT problem and illustrate how to explore the
tradeoffs revealed by solving such a problem. The proposed modeling framework is developed
based on multiobjective optimization, which has been widely used to generate optimal solutions
to decision-making problems that have multiple conflicting objectives (Deb 2001; Cohon 2004;
Xiao, Bennett, and Armstrong 2007; Branke et al. 2008). In the remainder of this article,
Section The Privacy-Utility Tradeoff Problem describes the PUT problem. Section Methods
details the proposed modeling framework by formally describing the optimization model and the
measurement of privacy protection and data utility. In Section Computational Experiments, the
proposed framework is applied to data in Franklin County, Ohio to demonstrate its effectiveness
in generating and evaluating optimal solutions to the PUT problem. We conclude the article in
Section Discussion and Conclusions.

The privacy-utility tradeoff problem

Individual-level data contains the geographic location and attributes of each individual in a
population. The geographic location is typically collected at the street address level, but for
confidentiality reasons, the address-level location is often replaced by a small area, such as a
census block, which is presumed to contain multiple individuals rather than a single person. We
denote the number of geographic locations in the individual-level data as n. Fig. la illustrates
such an individual-level data set in a table form, which includes two (n = 2) block-level locations
(replacing each individual’s address-level location) and three attributes (voting age, race, and
ethnicity) of 10 individuals. Based on the attributes in the individual-level data, we form a
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Person Block Voting age Race Ethnicity Block
1 1 Age <18 White Non-Hispanic 1 2
2 1 Age <18 White Hispanic 1: <Age < 18, White, Non-Hispanic> | 1 4
3 1 Age =18 White  Non-Hispanic 2: <Age 2 18, White, Non-Hispanic> |3 0
4 1 Age = 18 White Non-Hispanic 3: <Age < 18, White, Hispanic> 1 0
5 1 Age=18  White  Non-Hispanic 4: <Age = 18, White, Hispanic> 0 o0
6 1 Age 2 18 Blaf:k Hlsp_anlc : 5: <Age < 18, Black, Non-Hispanic> | 0 0
7 2 Age <18 White Non-Hispanic 6: <Age = 18, Black, Non-Hispanic> | 0 0
8 2 Age <18 White Non-Hispanic 7: <Age < 18, Black, Hispanic> 0 0
9 2 Age <18 White Non-Hispanic 8: <Age = 18‘ Black’ Hispanic> 1 0
10 2 Age <18 White Non-Hispanic ’ - ’

(a) (b)
Figure 1. Census data at the individual level. (a) Table form; (b) Matrix form.

combination of attribute values using one value from each of these attributes (e.g., <Age<18,
White, Non-Hispanic>), and the number of all possible combinations is denoted as m. In our
example, there are eight possible combinations (m = 8) containing one value from each of the
three attributes, as listed on the left of Fig. 1b. The individual-level data can then be transformed
into an m X n matrix X = {x; ;}, where x;; denotes the number of individuals at location i
(1 <i < n) who can be characterized using combination k (1 < k < m) of attribute values. For
example, the data in Fig. 1a can be written equivalently as an 8 X 2 matrix X (Fig. 1b).

Many privacy laws and regulations restrict the publication of individual-level data with small
area locations, because this type of data includes a full set of attributes that, when combined
with the small area locations, can still be used to reveal the identities of individuals. In our
example, person 1 who is counted in the first element of X (x; ; = 1) can be uniquely identified
using a combination of attribute values <Age<18, White, Non-Hispanic> together with the
block location, which leads to a disclosure. The probability of disclosure for an individual, also
referred to as the individual disclosure risk, is determined by the value of the matrix element
that counts the individual. For individuals counted in matrix elements of ones (e.g., Xy1), the
individual disclosure risk is at its maximum, or one. As the value of a matrix element increases,
the corresponding individual disclosure risk decreases. For example, each of the persons counted
in elements of fours, such as x; 5, has a decreased individual disclosure risk of one in four.

Individual-level data is often aggregated to reduce the disclosure risk for public use. There are
two typical types of aggregation. The first is spatial aggregation, which combines multiple small
areas into a single large unit. In our example, spatial aggregation can be accomplished by combin-
ing blocks 1 and 2 into a single geographic unit. In this way, there will be five individuals sharing
the same attribute values <Age< 18, White, Non-Hispanic> in the new unit, and the individual dis-
closure risk for person 1 is reduced from one to one in five. However, spatial aggregation can limit
data availability for applications such as retail site selection that require small area information.

This limitation of spatial aggregation can be addressed, at least partly, by the second type of
aggregation, attribute aggregation, which reduces the number of attributes for each individual.
Attribute aggregation is the focus of this article: by “aggregated data," we mean data that have
undergone attribute aggregation. In our example, the individual-level data in Fig. 1a has three
attributes (voting age, race, and ethnicity), and it can be aggregated to data in Fig. 2a that
counts the number of individuals by two attributes (voting age and race). We use p (p < m) to
denote the number of possible combinations of attribute values in the aggregated data, where
each combination contains one value from each attribute used for aggregation (e.g., <Age<18,
White>). The aggregated data can be represented using a p X n matrix Y = {y;s;}, where y;/ ; is
the number of individuals at location i (1 < i < n) who can be characterized using combination
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Block <Age <18, <Age=218, <Age<18, <Agez=218,
White> White> Black> Black>
1 2 3 0 1
2 4 0 0 0
(a)
Block

: <Age < 18, White>
: <Age = 18, White>
: <Age < 18, Black>
1 <Age 2 18, Black>

(b)

A WN =
S O WN =
OO OM~N

Figure 2. Census data at the aggregate level. (a) Aggregated data that counts the number of
individuals by voting age and race in each block. There are four possible combinations, each
with one value from sex and race, respectively (p = 4). (b) A 4 X 2 matrix Y that represents the
aggregated data in (a). (a) Table form; (b) Matrix form.

k" (1 < k' < p) of attribute values. For example, the aggregated data in Fig. 2a can be written
equivalently as the matrix Y in Fig. 2b. In our example, after attribute aggregation, the individual
disclosure risk for person 1 (first row in Fig. 1a) is reduced from one to one in two, while the
block-level location for each individual is preserved. It should be noted that, while the individual
disclosure risk may decrease for some persons when data is aggregated, it may remain high
for others. In our example, individuals may still be uniquely identified using information from
aggregated data and have an individual disclosure risk of one (e.g., the individual counted in y, ;).

To protect individual privacy for both individual-level and aggregated data, we need to
determine the individuals with high risks of disclosure. We define a A-element as a non-zero
matrix element with its value smaller than or equal to an integer A. For the example in Fig. 1b,
all elements of one are 1-elements, and all elements of one and two are 2-elements. Each
individual counted in a A-element has an individual disclosure risk of at least one in . When
a small A value is set, individuals counted in the A-elements typically have high individual
disclosure risks and therefore need to be protected. We protect privacy by transforming the
individual-level data X so that, when a small A value is set, individuals counted in the A-elements
(at-risk individuals) are assigned to other locations (Fig. 3). In theory, privacy protection can
be achieved by transforming both individual-level and aggregated data. We only transform the
individual-level data here because aggregation using the transformed data does not produce new
A-elements that require further protection, and doing so can ensure consistency across different
sets of data aggregated from the same transformed individual-level data.

We use a transition probability, or the probability of assigning an individual from the
original location to a candidate location, to indicate how at-risk individuals will be relocated.
The primary rationale for utilizing transition probabilities instead of a binary policy of relocating
or not relocating an at-risk individual is that, by basing the actual relocation on probabilities,
randomness is introduced to mitigate the risks associated with reverse engineering the original
data. The candidate location to be assigned from the original location can be either the original
or a new location. The sum of the probabilities of assigning an individual to all the candidate
locations is one. When the candidate location is the original location, it means that the at-risk
individuals will not be relocated (e.g., arrow A in Fig. 3). High probabilities of assigning at-risk
individuals to new locations (e.g., arrow B in Fig. 3) generally mean strong privacy protection.
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X1 A X1 2

Block 1 Block 2

e 0T
(L

Figure 3. Relocating at-risk individuals to protect their privacy. The individual in block 1
counted in the first row of X in Fig. 1b (x| ;) is considered at risk. This individual could be
assigned to one of two locations, block 2 or the original location, as represented by two arrows,
and the transition probabilities (0, and 8, ;,) are used to indicate the likelihood of each
assignment.

However, assigning individuals to new locations introduces noise in the data. As individuals
are assigned to new locations, the number of A-elements decreases, while the values of other
elements in the same rows of X increase. For example, if the individual counted in x, ; in Fig. 1b
is assigned from block 1 to block 2, values in the first row of X will change from [1, 4] to [0, 5].
This introduces noise and reduces the utility of the data.

We aim to find optimal transition probabilities to the PUT problem. Each at-risk individual
has a set of transition probabilities for being assigned to different candidate locations. The
transition probabilities for all at-risk individuals form a solution to the PUT problem. Each
solution in this context is evaluated by two objectives: level of privacy protection and data utility
after relocations (we will formally define these two objectives in the next section). All of the
solutions can therefore be placed on a two-dimensional coordinate system, with the two axes
being privacy protection and data utility, respectively. These solutions together form a solution
space, in which each point represents a unique solution. Given the conflicting objectives, Fig. 4
provides an illustration of such a solution space, where all solutions are bounded by the axes and
the curve on the upper-right side of the shaded area. No solutions can exist outside the solution
space. The upper-right curve is known as the Pareto front (Pareto 1971), and solutions on this
front are optimal because they all have at least one, or in our case, exactly one objective function
value that is higher than any other solution. Each solution that is not on the front has both
objective function values smaller than at least one solution on the front, and is thus referred to as
a dominated or inferior solution. For this reason, optimal solutions are also called nondominated
solutions. For the example in Fig. 4, solutions A through D are nondominated, while solution E
is dominated by B.

Methods

Multiobjective optimization is concerned with finding optimal solutions to decision-making
problems with multiple conflicting objectives. We propose a modeling framework based on
multiobjective optimization for identifying optimal solutions to the PUT problem and evaluating
the solutions for decision-making (Fig. 5). This framework begins by assessing the risks of
disclosure for the original data, which can be at either individual or aggregate levels. If the
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Figure 4. Solution space and the Pareto front to a PUT problem.

Individual-level "
data > Aggregated data
A A
Disclosure risk Disclosure risk
evaluation evaluation
Original data
> Mult_lot_)]ec_tlve —>|  Optimal solutions
optimization
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Transition L, Selecting one |
probabilities solution
Assignment
Privacy-preserved _| Privacy-preserved
individual-level data i aggregated data
‘ Y —
Disclosure risk and data Disclosure risk and data
utility evaluation utility evaluation

Transformed data

Figure 5. A flowchart of the proposed modeling framework.
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original disclosure risks are deemed to be high, the PUT problem will be formulated as a
multiobjective optimization problem to generate multiple nondominated or optimal solutions.
Decision-makers and stakeholders will then select one of these solutions for further evaluation
after negotiating based on their privacy and utility preferences. The transition probabilities from
the selected solution will be used to determine how to transform the data by relocating at-risk
individuals. By evaluating the disclosure risk and utility of the transformed data, decision-makers
and stakeholders can determine whether to use the selected solution for the official data release
or explore other options from the set of optimal solutions that better align with their priorities.

Multiobjective optimization

A multiobjective optimization model is formulated to determine the optimal transition probabil-
ities. Several parameters are required as input by the user. First, the value of A for A-elements
needs to be specified to determine whether an individual counted in X is at risk and should be
relocated. The second parameter is the capacity of each candidate location, or the maximum
number of individuals that can be assigned to a candidate location from other locations. Limiting
the capacity for each candidate location can prevent overcrowding and excessive noise that
may arise from assigning too many people to a single location. The capacity of each candidate
location can be set differently based on its population size. For the purpose of demonstration, we
use a capacity of 20 for each candidate location in this article. Third, it is necessary to decide the
locations to which at-risk individuals can be relocated. A candidate location is said to cover an
individual if it is different from his or her original location and is feasible for this individual to
be assigned to. We define in this article that at-risk individuals counted in each element x; ; are
covered by a candidate location j that is not the original location i, has no at-risk individuals, and
has a nonzero count in the kth row of X (i.e., x; ; > 4). Other principles to define the coverage
are possible, such as those considering the spatial proximity between at-risk individuals and
candidate locations, as introduced in the work by Lin and Xiao (2023b). The input parameters
are summarized below.

A = integer used to determine theA-elements in X,
m = number of rows in X,
n = number of columns in X,
K = set of all combinations of attribute values (rows of X; indexed by k),
I, = set of locations for individuals counted in A-elements of row & in X (indexed by i),
J = set of all candidate locations (indexed by j),
r; = capacity of j,
1 if location j covers the individuals counted in row k of X at location i,

lrij =
"] 0 otherwise.

The decision variables are a set of transition probabilities, each denoted as:

0;; = transition probability of assigning an individual counted in row k of X (i.e., the kth

combination of attribute values) from location i to ;.
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Objective functions

Two linear objective functions are developed to formulate the multiobjective optimization
problem as a linear problem. The first objective is to maximize the sum of at-risk individuals
assigned to new locations, where each at-risk individual receives a weight so that those with high
individual disclosure risks can be relocated with a high priority. The expected sum of at-risk
individuals being relocated is calculated as

Z Zztk,ijek,i,jxk,i' €]

kekK jel iel,

To prioritize the relocation of people with high individual disclosure risks (i.e., people counted
in small elements of X), we define a weight as the inverse of a super-linear (e.g., polynomial
or exponential) function of x; ; that grows faster than a linear function. In this way, assigning
individuals counted in a small element of X is preferred over assigning those counted in a large
element. As we maximize the weighted sum of at-risk individuals assigned to new locations,
those counted in small elements will be relocated before those counted in large elements. Let wy ;
denote the weight of any at-risk individual included in element x; ;. We formally define the first
objective function as the expected weighted sum of at-risk individuals assigned to new candidate

locations:
P= 2 2 D WeitkisOniSei 2)

keK jeJ i€l

Table 1 illustrates the effects of different types of weight w; ; using our example in Fig. 1b.
We consider individuals counted in 3-elements to be at risk and relocate them to protect their
privacy. Two example solutions are presented. In the first solution, individuals counted in both
X1, and x, ; have a probability of 0.5 to be assigned to new locations (i.e., 0y, = 6, ; = 0.5,
012 =051, =0.5), and individuals counted in x;; and xg, remain at their original locations
(i.e., 031, =03, =1,05,, =03, =0). In the second solution, the individual counted in x; |
has a probability of 0.9 to be assigned to a new location (i.e., 0, ; = 0.1, 6, ; , = 0.9), while
those counted in x, ; have a probability of 0.1 to be assigned to new locations (i.e., 6, | = 0.9,
0,1, =0.1). Individuals counted in x;; and xg still remain at their original locations in the
second solution. To prioritize the relocation of people with high individual disclosure risks,
the person counted in x; ; = 1 should be relocated before those counted in x, ; = 3. We should
therefore favor the second solution over the first. Of the five types of weight that we examine,

the ones that yield the desired result are all inverses of super-linear functions (l/xzt., l/xz ;» and
Table 1. The Privacy Protection Measures (P) for Different Types of Weight wy ;.
Privacy protection (P)

Wi Solution 1 Solution 2
Constant 1 2 1.2
Inverse-linear 1Uxy 1 1
Inverse-quadratic 1x, 0.67 0.93
Inverse-cubic 1x; 0.56 0.91
Inverse-exponential 1/e*ki 0.26 0.35
Note: We assume 7, ;1 = 0,1, = 1Vk.
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1/e*xi). Without loss of generality, in this article, we illustrate the use of the inverse-quadratic
weight for each individual counted in element x; ;:

o] —

X

=

1
In practical applications of the model, any types of inverse super-linear functions can be utilized,
and they yield equivalent transition probabilities 6, ; ; for relocating individuals.

The second objective of the optimization problem is to maximize the utility of transformed
data. We first define the inverse concept of utility — noise — astheratio of the absolute difference
between the original and transformed data to the original data. When one at-risk individual with
combination k of attribute values is moved out of location i, the absolute difference between the ith
row in the original data and transformed data is one, and thus the ratio is )t Meanwhile, this indi-
vidual is moved to location j, resulting in an absolute change of one at row k and column j of X, and
the ratio of the change is therefore )%] We always assume that an individual can only be moved to
anonzero element, meaning x; ; > 0. The total amount of noise as the result of assigning one indi-
vidual counted in the kth row of X from location i to j, denoted as €ijs is the sum of the two ratios:

erij = L “)

Xei Xk

The expected noise introduced by relocating all individuals counted in the kth row of X
from location i to j can be derived by multiplying the expected sum of relocated individuals
(7k.i,jk.i %r,;) by the amount of noise resulting from relocating one individual (¢ ; ;), and its sum
is the total expected noise introduced to X:

E= Y Y Yeniiliisei (5)
keK jeJ i€l

We define the expected utility of transformed data as one minus the noise E averaged over all
matrix elements, which serves as the second objective function:

E

U=1- ,
mxn

(6)

The value of U has a range of zero to one, with one indicating that the transformed data is
identical to the original data and therefore has the highest utility, and zero indicating the opposite.

Model formulation

We formulate the multiobjective optimization problem based on two well-known spatial opti-
mization problems: assignment problem (Munkres 1957) and covering problem (Daskin 2013),
with each transition probability 6, ; ; being a decision variable to be determined:

max P = ZZZWk,itk,iJgk,i,jxk,i ’ D

keK jeJ i€l
1
max U=1- mzzzek,thk,iJek,ink,i ; (®)
keK jeJ i€l
subject to Oy, + Dt 0 =1 ki, 9)
jer
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Thij = Okij =20 Vi, j#i, (10)
2 Dtkifeigii <17 Vi (11)
keKiel,
0<6,;;<1 Vk,ji. (12)

Objective 7 maximizes the expected weighted sum of at-risk individuals assigned to new
candidate locations, whereas objective 8 maximizes the expected utility of transformed data.
Constraints 9 state that each at-risk individual must either remain at the original location or
be assigned to a candidate location that covers the person. Constraints 10 ensure that at-risk
individuals cannot be relocated to new candidate locations that do not cover them. Constraints 11
ensure that the expected sum of at-risk individuals assigned to each candidate location does not
exceed its capacity. Constraints 12 define the range of decision variables.

Disclosure risk evaluation
Disclosure risk and utility of the transformed data are evaluated after deriving multiple optimal
solutions using the optimization model. The objective function value U (equation (6)) can be
used to evaluate data utility, because it has a definite range of zero to one and can be compared
across different privacy-preserved data sets. However, to formulate a linear optimization problem
in order to efficiently find optimal solutions, as well as to prioritize the relocation of people
with high individual disclosure risks, the objective function value P (equation (2)) is computed
with a user-defined weight w; ; and may not be appropriate for use as a well-defined measure of
privacy protection or disclosure risks. We therefore develop two measures for the evaluation of
disclosure risks. Specifically, we here show how to evaluate disclosure risks for individual-level
data. Similar methods used to evaluate the aggregated data are discussed in Appendix A.1.

We begin by representing the transformed individual-level data using an m X n matrix
X = {%,}, where %, ; is the expected number of individuals at location i (1 <i < n) who can
be characterized using the kth (1 < k < m) combination of attribute values. Based on transition
probabilities 6y ; ;, the value of X; ; can be calculated as:

n
Xpi = Zek,j,ika~ (13)
=1

For any person counted in element ¥, ;, we compute the individual disclosure risk as a probability
suggested by Shlomo and Skinner (2010); Shlomo (2014):
Orii (14)
Pri= 7
Y
The probability of disclosure for the transformed data X, rather than per individual, is referred to
as the global disclosure risk, which is denoted as = and can be calculated as the average of the
individual disclosure risks (p, ;) over all its elements:

m n

1
mxnzzpk’i' (15

k=1i=1

T =

"
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We use the global disclosure risk as a risk measure because it represents the average level of
disclosure risk per person across the data set. The global disclosure risk for the original data
X, referred to as the baseline global disclosure risk, can be estimated by setting 6, ;; = 1 and
X = X, (i.e., no individuals are assigned to new candidate locations):

m

ZZE (16)

k=

an

Another risk measure used in this article is the probability of finding a true 1-element,
namely a matrix element of one before and after transformation (Bethlehem, Keller, and
Pannekoek 1990; Fienberg and Makov 1998; Dale and Elliot 2001; Skinner and Elliot 2002;
Lin and Xiao 2023a). We refer to this risk measure as the population uniqueness rate. For the
transformed individual-level data X, the population uniqueness rate (¢) is estimated as

m n

1 ZZ
= ]19”=1~i=1, 17
¢ le’lkz][:l(kH S : an

where 1(-) is the indicator function which equals one when the input condition is true, and zero
otherwise. For the original data X, we always have 6, ;; = 1, and X is identical to the original
data X (i.e., ¥, ; = x; ;). The corresponding population uniqueness rate, referred to as the baseline
population uniqueness rate, can be calculated as follows:

m

anZZH(xkl_ 1). (18)

Computational experiments

A set of computational experiments is performed to examine the effectiveness of the proposed
modeling framework and to analyze the privacy-utility tradeoffs. The framework requires the
input of an individual-level data set that covers the entire population of a region, but such data is
typically not publicly available due to individual privacy protection. A synthetic individual-level
data set is therefore used for our computational experiments (Lin and Xiao 2022, 2023c).
Specifically, this data set contains 1,163,414 individuals in 284 census tracts of Franklin County,
Ohio, and each individual has three attributes: voting age (V), ethnicity (E), and race (R).
We generate this data set based on the 2010 U.S. Summary File 1 (SF1), which contains the
data aggregated from 100% individual census responses from Franklin County residents. The
synthetic data are compared to the original SF1 data as well as an external data set called the
American Community Survey Public Use Microdata Sample (ACS PUMS). The results show
that the synthetic data is consistent with both the SF1 and the ACS PUMS, with correlation
coefficients of 1 and 0.99, respectively.

Three data matrices are created based on the synthetic population data. The first matrix, also
called VER, is the individual-level data matrix (i.e., X in Fig. 1b). Each element in the matrix
represents the number of individuals in each census tract that share the same values of voting
age, ethnicity, and race. The individual-level data are aggregated into two sets of data, which are
represented by two data matrices called ER and R, respectively. Each element in ER represents
the population count in each census tract with the same values of ethnicity and race, and each
element in R represents the population count in each census tract with the same race. We calculate
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Figure 6. Baseline risk measures for individual-level (VER) and aggregated (ER and R) data.

the baseline risk measures for VER, ER, and R, as shown in Fig. 6. Specifically, VER has a
baseline global disclosure risk (z*) of 0.167, which means that releasing the individual-level
data is likely to disclose the identities of more than 16% of the population in Franklin County.
Even for data that is aggregated, such as ER and R, the values of 7* can still reach 0.154 and
0.094, which are close to or exceed 0.1. The baseline population uniqueness rates (¢*), which
measure the portion of the population at the highest risk of disclosure, are lower compared to 7*.
However, considering Franklin County’s large population, over 800 individuals can be counted
in the 1-elements of VER and ER and can be uniquely identified if releasing the data. Because of
the relatively high risk measures observed in the three data sets (VER, ER, and R), it is necessary
to conduct privacy protection so that at-risk individuals will be relocated to different locations.
The transformed VER, ER, and R after privacy protection are denoted as VER, ER, and R,
respectively.

The e-constraint method (Haimes, Lasdon, and Wismer 1971) is used to solve the
multiobjective optimization problem and obtain a set of optimal solutions to transform our data
for privacy protection. The use of the e-constraint method consists of two steps. The first step
is to determine the range of each objective function (P and U). Given a 4 value, P reaches its
maximum value while U has its minimum value using the transition probabilities derived from
optimizing a single objective of max P. In this case, all at-risk individuals are assigned to new
locations, which provides maximum privacy protection while leading to minimum data utility.
When no individuals are assigned to new locations, we have 6 ;; = 1 and 6; ;; = 0, Vi # j. In this
case, P has its minimum value while U reaches its maximum value (i.e., minimum protection
but maximum utility). The ranges of P and U for varying A values are presented in Table 2.

The second step of the e-constraint method is to transform the multiobjective optimization
problem into a series of single objective optimization problems. Specifically, we retain P as the
objective function and add U as a constraint that specifies U > €, where ¢ is a constant that falls
within the range of U. Given a 4, the value of ¢ is systematically changed from the minimum to
the maximum value of U using

€= Umax - q(Umax - Umin)’ (19)
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Table 2. Ranges of P and U for A Values of One, Two, and Three

Range
A Objective functions Min Max
1 P 0 684
U 0.91 1
2 P 0 921.5
U 0.83 1
3 P 0 1,034.17
U 0.78 1
154 e
ORTY BT
[0) o * LA A e A= 3
.g L aA A A A=2
E Laantt A=1
51 LAt at
0.
0.00 0.25 0.50 0.75 1.00
q

Figure 7. Cumulative runtime to obtain optimal solutions using the e-constraint method.

and U,

max are the minimum and maximum values of U, and ¢ changes from zero to

where Ui,
one with an increase of 0.05. The 21 different values of € lead to 21 single objective optimization
problems. We solve these optimization problems using a linear programming solver called
Gurobi (Gurobi Optimization, LLC 2021). The solutions to these single objective optimization
problems are optimal solutions to the original multiobjective optimization problem. Fig. 7 shows
the cumulative runtime for solving the 21 optimization problems on a computer with AMD
Ryzen 5 5600X 6-Core Processor (3.70 GHz) and 32GB RAM. The runtime increases as the
value of A increases. However, the runtime to obtain all 21 optimal solutions is less than 20s for

each A value tested.

Tradeoffs between privacy and utility

Fig. 8 illustrates the 21 optimal solutions for each A value. There is an obvious tradeoff between
privacy and utility when A is fixed: increasing the privacy protection (P) clearly leads to a
decrease in data utility (U) because of the increasing noise introduced into the data. The tradeoff
is also demonstrated by the observation that as the value of A increases, the maximum value of
P increases, but at the expense of a reduction in the minimum value of U. It is also observed
that the curves representing the Pareto fronts for different A values overlap with each other.
For example, the curve formed by red dots for A = 3, which stretches from 0 to 921.5 in P
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Figure 8. Optimal solutions to the PUT problem. The labeled solutions correspond to the
subplots in Fig. 11.

and from 0.83 to 1 in U, overlaps with the blue curve for 4 = 2. This overlap is due to the
practice of prioritizing the relocation of at-risk individuals using the weight wy ; in equation (2),
which results in individuals included in smaller element counts being relocated before those
included in larger counts. When 4 is set to three, individuals relocated before U reaches 0.83
and P reaches 921.5 all come from 2-elements, causing the curve for A = 3 before U reaches
0.83 to overlap with the curve for 4 =2. When U falls below 0.83, individuals included in
elements of three start to be relocated, resulting in an increase in the P value for A = 3 after
reaching 921.5.

Fig. 9 presents the risk and utility measures for the transformed individual-level (VER) and
aggregated (ER and R) data. The global disclosure risk () and population uniqueness rate (¢)
for all the transformed data are lower than the corresponding baseline risk measures (z* and ¢*).
when U is smaller than one (z* = 7 and ¢* = ¢ when U = 1). However, data utility is subject
to tradeoffs for reduced disclosure risks. When A is fixed, the utility measure decreases as = or
¢ decreases. As we increase the value of A, the minimum value of = decreases, at the expense
of a decrease in the minimum value of U. This means that raising the A value may allow us to
further reduce the global disclosure risks because additional people will be relocated, but doing
so may also lead to a further decrease in data utility. Nonetheless, the value of 4 has no effect on
the minimum ¢ that can be obtained, because the latter is only affected by the 1-elements and is
always consistent with the minimum ¢ when A is set to 1. We also find that the curves for different
A values overlap in each subplot of Fig. 9. This is consistent with the patterns found in Fig. 8
and indicates that individuals counted in small elements are relocated before those counted in
large elements.

The multiobjective optimization model maximizes the number of at-risk individuals
assigned to new locations instead of directly optimizing the risk measures defined in
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Figure 9. Risk and utility measures for the transformed individual-level (VER) and aggregated
(ER and R) data.
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Figure 10. Relationships between the objective function P and the risk measures (z and ¢).

Section Disclosure Risk Evaluation. This is because we want to formulate a linear optimization
problem in order to efficiently find optimal solutions. We here examine the relationship between
the objective function P and the risk measures (z and ¢), as depicted in Fig. 10. All data points
in Fig. 10a are on a decreasing straight line, implying that increasing the privacy protection
(P) necessarily reduces the global disclosure risks. In Fig. 10b, the data points for various A
values lie on a decreasing straight line before P reaches 684, which is when all individuals
counted in l-elements are assigned. This implies that before finishing assigning individuals
counted in 1-elements, the population uniqueness rate decreases as we increase the privacy
protection as indicated by P. Overall, these results demonstrate that the objective function
P can effectively represent the risk measures in formulating the multiobjective optimization
problem.
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Figure 11. Expected population change for each census tract with respect to the selected 12
optimal solutions. Each map, labeled as (a) through (1), corresponds to a solution labeled in
Fig. 8. Each black line connects a tract that contains at-risk individuals to the candidate tract
that receives the maximum expected number of individuals among all candidate tracts. We only
show this particular candidate tract and all the lines that converge on it. (a) A = 1,q = 0.25; (b)
A=1,9g=05 @) A=1,g=075 A A=1,g=1;() A=2,4=025; ) A=2,4=0.5; (g
A=2,q=05Mh) A=2,g=1;1) 41=3,4=0.25;(G) A=3,4g=05; (k) A =3,4=0.75; (D
A=3,9g=1.

Effects on population totals

Assigning individuals to new locations can change the population totals in different locations,
which is likely to affect the subsequent applications of data such as population-based
policymaking. Two questions are investigated to explore the impact on population totals: how
the change in population totals varies across space, and how to explain the variation? To answer
these questions, we select a subset of the optimal solutions with different combinations of 4 and
q. Each g value is used to compute a value of € (equation (19)), which yields a pair of P and
U values on the Pareto front. Specifically, for each A value, we choose from ¢ values ranging
from 0.25 to 1, with an interval of 0.25. Based on the selected solutions (also labeled in Fig. 8),
we derive the transformed data and compute the expected population change with respect to
the original data. Fig. 11 shows the census tracts with net population increase, net population
decrease, and unchanged population. When 4 is fixed (each row), increasing the value of g
reduces the number of tracts with unchanged population. This is because increasing g reduces
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Table 3. All Explanatory Variables and Their Summary Statistics

Variable Min Mean Max
Percent of Whites (%) 4.20 67.28 100
Percent of Black or African Americans (%) 0 25.73 91.80
Percent of American Indians and Alaska Natives (AIANS) (%) 0 0.27 1.51
Percent of Asian Americans and Pacific Islanders (AAPIs) (%) 0 3.46 33.69
Percent of individuals with other races (%) 0 3.26 23.71
Percent of individuals aged below 18 (%) 0 24.01 43.43
Percent of individuals aged 18 and above (%) 56.57 77.18 100
Percent of Non-Hispanics (%) 69.97 96.78 100
Percent of Hispanics (%) 0 3.23 30.03
Total population 2 4,007 15,479

the lower bound of data utility, and therefore increases the number of at-risk individuals who are
expected to be assigned. In addition, when we fix the value of g (each column), increasing the
A value reduces the number of tracts with an unchanged population, indicating an increase in the
number of individuals assigned to different locations.

The effects of privacy protection on population totals vary across space, as illustrated in
Fig. 11. Identifying the factors that determine the population change in each census tract is critical
in order to understand the consequences of implementing different optimal solutions. Potential
factors to determine the change include the demographic composition and population size of
each census tract (Table 3), because they both may affect the number of at-risk individuals who
require privacy protection. We use stepwise regression (Draper and Smith 1998) to investigate
how these factors, or explanatory variables, affect the population change in each census tract with
A =3and g =1 (Fig. 111) that serves as the response variable. The goal of stepwise regression is
to select explanatory variables to fit the best regression model that explains changes in a response
variable. Starting with a null model with an intercept term, explanatory variables are added to
the model one at a time, based on which variable is the most statistically significant, until no new
variables are available. Following the addition of each new variable, all explanatory variables in
the model are checked to see if they are significant and can be removed.

The best model resulting from stepwise regression contains four of the ten explanatory
variables, as shown in Table 4. These variables are highly significant statistically, with p-values
under 0.01, indicating their effectiveness in explaining the variations in population change.
The percents of Whites and Non-Hispanics have negative coefficients, while the percent of
American Indians and Alaska Natives (AIANs) has a positive coefficient. Because tracts with
high percents of Whites and Non-Hispanics and low percents of AIANSs are typically less diverse
demographically, we can infer that tracts with low demographic diversity are prone to population
decrease as a result of privacy protection. One possible explanation for the decrease is that in
tracts with low demographic diversity, it can be difficult to have many individuals from minority
populations (e.g., AIAN) who share the same demographics, which leads to their relocation to
other locations for privacy protection that causes the population decrease. It is also observed that
the total population has a positive coefficient, which suggests that tracts with small population
sizes are also susceptible to population decline due to privacy protection. This may be because
these tracts have a small number of individuals who share the same demographics, and some
individuals may be relocated due to privacy protection.
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Table 4. Explanatory Variables in the Best Model Resulted from Stepwise Regression

Variable Coefficient P-value
(Intercept) —0.00 1.000
Percent of Whites —0.16 0.002
Percent of AIANs 0.19 0.001
Percent of Non-Hispanics -0.25 0.000
Total population 0.53 0.000

Discussion and conclusions

The privacy protection of census data often entails relocating individuals to different geographic
locations, either directly or indirectly. For example, in the U.S. Census data releases from 1970 to
2010, the data swapping approach has been employed to exchange the location of at-risk individ-
uals with those not considered at risk from a different geographic unit (Dalenius and Reiss 1982).
In the 2020 Census, the Census Bureau applies a new disclosure avoidance method known as
the TopDown Algorithm (TDA) that adds noise to census tables to protect privacy (Abowd
et al. 2022). The TDA produces the same outcomes as relocating individuals by altering the
population counts in each geographic unit while maintaining the total population of all geographic
units. This article answers an essential question for methods that relocate people to protect pri-
vacy: what are the possible optimal ways of relocating individuals while considering data utility?
Importantly, the multiobjective optimization approach proposed in this article has two significant
advantages. The first is that it ensures the optimality of solutions to the PUT problem. In the
practical release of census data, decision-makers would prefer an optimal solution that maximizes
either privacy or utility when the other is held constant, rather than running into the risk of adopt-
ing a dominated or inferior solution in the solution space. Being able to explore possible optimal
solutions will substantially aid the decision-making process. Another advantage of our method is
that it can be used to efficiently generate different alternatives. Having more information is prefer-
able to less when solving decision-making problems like the PUT problem. Accepting or rejecting
a single optimal solution provided by methods such as the TDA may lead to an uninformed
decision because it lacks knowledge of the full range of possibilities. Multiobjective analysis can
address this issue by presenting a range of choices rather than only one of the optimums.

In this article, our approach to protecting at-risk individuals involves moving them from
a less densely populated region to a more densely populated region. It may be argued that an
alternative approach, which moves individuals from a more populated region to a less densely
populated one, may also reduce the presence of at-risk individuals and contribute to privacy
preservation. The reason why we did not pursue this alternative approach is that, when individuals
are moved out of densely populated regions, those who remain in the originally densely populated
areas may become the new at-risk individuals. This could potentially result in weaker privacy
protection compared to the approach we propose in this study. Another potential concern about
our approach is the possibility of reverse engineering the original data using the published data.
If transition probabilities are not made public, reverse engineering is improbable, similar to
the privacy protection approach of data swapping used in the 2010 U.S. Census. However, if,
for transparency reasons, the transition probabilities are made public as part of the method’s
reproducible details, there could still be a probabilistic risk of reverse engineering. Further
research could explore the implications of this. In addition, it should be noted that the outcomes
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of our approach are dependent on how we define coverage, which specifies the locations to
which at-risk individuals can be relocated. In this study, we base our coverage principle on the
assumption that there exist geographic units with populations exceeding the k threshold set by
users. If this assumption is not met, alternative principles can be considered. For example, one
might relax the principle and allow at-risk individuals to be relocated to units with other at-risk
individuals. This adjustment would not affect the use of our approach and could expand its
applicability to other scenarios.

While this article does not include a formal comparison of the effectiveness of our
method with other privacy-preserving techniques applied to complete-count census data, existing
literature has conducted relevant assessments and comparisons using identical synthetic data
and metrics. For example, Lin and Xiao (2023a) evaluate the population uniqueness rate for
the TDA using synthetic data in Franklin County, which reveals that the TDA may introduce
significant noise to the data without effectively minimizing population uniqueness. In another
study, Lin and Xiao (2023b) compare the TDA to the Pareto front solution with maximum
privacy protection. The results demonstrate that the latter can provide better privacy protection
while introducing less noise compared to the former. These research endeavors offer valuable
insights into the effectiveness of our optimization method compared to established approaches in
census data privacy. Notably, the ability of our method to generate multiple effective and optimal
solutions further distinguishes it as a promising approach. With that being said, we acknowledge
the limited scope of comparisons in the current literature and recognize the necessity for further
studies to enhance our understanding in this domain.

Concerns may arise that this approach is not differentially private and can subject to privacy
risks. To address this concern, it is essential to recognize that the Census Bureau’s adoption of
differentially private TDA in 2020 was primarily driven by internal reconstruction experiments
that showed the potential for combining multiple census tables to recover a substantial portion
of the original individual-level data of the national population and identify these individuals
(Abowd et al. 2022). Our approach, though not differentially private, relocates individuals using
individual-level data and then generates aggregated data. This method ensures that even if
someone were to attempt to reconstruct the individual-level data, it would not match the original
data, thereby preventing reconstruction-abetted identification. In this vein, our approach can be
used to effectively address the concerns raised in the reconstruction experiments. It should also
be mentioned that various research indicates that TDA’s strength in introducing excessive noise
to the data to avoid reconstruction may be unnecessary (Muralidhar and Domingo-Ferrer 2023a,
2023b), and our research provides an alternative perspective on this matter.

The relocation of individuals for privacy protection, particularly in official statistics like
census data, should undergo careful evaluation for potential impacts on future data applications.
In this study, we investigate the effects of relocating individuals on the population total of each
geographic unit. This is crucial for census data since these totals inform policy decisions such as
congressional redistricting and federal funding allocation. The population shifts resulting from
privacy protection may introduce bias in public policymaking, as evidenced by previous research
on the impact of the TDA (Kenny et al. 2021; Cohen et al. 2022). It is therefore critical to involve
a variety of stakeholders, rather than just technicians, in evaluating solutions that align with their
priorities and demands to ensure that the final resolution to the PUT problem reflects the public
interest. One limitation of our study is that we only examine the factors that affect population
change for one optimal solution. In practical decision-making, analyzing all possible optimal
solutions of interest would be useful to gain a better understanding of the impacts.

20

85U8017 SUOWIWOD BAIER.1D 3|qedjdde s Aq paueAob a8 Seoie YO ‘8sn Jo S3|nJ 10} AkeiqiT 8uluQ A8|IAA UO (SUONIPUOD-PUR-SWBIAW0D" A8 | 1M AJe.q 1 Buljuoy//Sdny) SuonipuoD pue swie 1 8yl 89S *[z0z/T0/0g] uo Ariqiauliuo Ae|im ‘ofeoyDd JO Aisieniun Aq 8gezT Uesb/TTTT OT/I0p/woo 8|1 Aeiqipuljuo//sdny wolj pepeojumod ‘0 ‘ZEr8EST



Yue Lin and Ningchuan Xiao Privacy and Utility of Census Data

Computational efficiency is a practical issue in multiobjective programming, especially for
large-scale problems. The computational experiments in this study use a tract-level data set as
the test data, and it takes less than 20s to generate a set of 21 optimal solutions using the exact
linear programming solver. If the data used is at a low geographic level such as the census
block level, the runtime of the model is expected to increase significantly as the number of the
decision variables grows. Existing literature has shown that heuristic methods are promising
for efficiently finding high-quality solutions to large-scale multiobjective optimization problems
(Reeves 1995). Among existing heuristics, genetic algorithms (GAs) have proven to be effective
for solving problems with similar formulations to ours such as the covering problems (Xiao,
Bennett, and Armstrong 2002; Tong, Murray, and Xiao 2009; Bao et al. 2015). The use of GAs
will be explored in the future to ensure reasonable runtime for solving large problems.
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Appendix A

The aggregated data matrix Y can be derived by premultiplying the individual-level data matrix
X by a p x m query matrix A = {a;,; }, where a;/ ; equals one if the k’th (1 < k" < p) row of Y
includes the counts in the kth row of X (1 < k < m). With the query matrix, the probability of
assigning an individual counted in the k’-th row of Y from location i to j can be calculated as

m 0
_ D Ok

0, = - (A1)
K Zkzl Ap! Xk

The transformed aggregated data matrix can be represented using a g X n matrix Y = (Ve i}
where j,/ ; is the expected number of individuals at location i who can be characterized using a
combination of attribute values k’. The value of y, ; can be calculated as

m

Vi = Zak’,kxk,i- (A2)
k=1
We derive the following risk measures for the aggregated data by replacing the matrix elements
X and Xp; with yp; and y,,; as well as the transition probabilities 6 ;; with 6 ;; in
equations (15)—(18):

- 1 oo i (A3)
gxXnisia Yo ’
q n
Tt = ! L , (A4)
qXN IS Ve
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Here, 7 is the global disclosure risk for the transformed aggregated data, 7* is the baseline global
disclosure risk for aggregated data, ¢ is the population uniqueness rate for the transformed
aggregated data, and ¢* is the baseline population uniqueness rate for aggregated data.

The utility measure used for aggregated data is computed as

_ |)’k' yk’
U= - o Z Z (A7)

p=1i=1 YK
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