
Electrophysiological markers of memory consolidation in the
human brain when memories are reactivated during sleep
Jessica D. Creerya,b , David J. Brangc , Jason D. Arndtd , Adrianna Bassarda,b , Vernon L. Towlee , James X. Taoe, Shasha Wue , Sandra Rosee,
Peter C. Warnkef , Naoum P. Issae , and Ken A. Pallera,b,1

Edited by Jessica Payne, University of Notre Dame, Notre Dame, IN; received February 2, 2022; accepted June 29, 2022 by Editorial Board Member
Henry L. Roediger III

Human accomplishments depend on learning, and effective learning depends on con-
solidation. Consolidation is the process whereby new memories are gradually stored in
an enduring way in the brain so that they can be available when needed. For factual or
event knowledge, consolidation is thought to progress during sleep as well as during
waking states and to be mediated by interactions between hippocampal and neocortical
networks. However, consolidation is difficult to observe directly but rather is inferred
through behavioral observations. Here, we investigated overnight memory change by
measuring electrical activity in and near the hippocampus. Electroencephalographic
(EEG) recordings were made in five patients from electrodes implanted to determine
whether a surgical treatment could relieve their seizure disorders. One night, while each
patient slept in a hospital monitoring room, we recorded electrophysiological responses
to 10 to 20 specific sounds that were presented very quietly, to avoid arousal. Half of
the sounds had been associated with objects and their precise spatial locations that
patients learned before sleep. After sleep, we found systematic improvements in spatial
recall, replicating prior results. We assume that when the sounds were presented during
sleep, they reactivated and strengthened corresponding spatial memories. Notably, the
sounds also elicited oscillatory intracranial EEG activity, including increases in theta,
sigma, and gamma EEG bands. Gamma responses, in particular, were consistently asso-
ciated with the degree of improvement in spatial memory exhibited after sleep. We thus
conclude that this electrophysiological activity in the hippocampus and adjacent medial
temporal cortex reflects sleep-based enhancement of memory storage.

memory j sleep j consolidation j hippocampus j EEG

Memory research and sleep research have converged in recent years to yield increasingly
strong evidence for the hypothesis that important memory processing takes place dur-
ing sleep. A widely held view is that sleep is an ideal state for memory consolidation to
occur, given reduced demand for sensory and executive function. Sleep may be particu-
larly relevant for newly formed memories for facts and events (declarative memories)
and probably for other types of memory as well (although here we emphasize declara-
tive memories). Many investigators have argued that sleep-based consolidation involves
a recapitulation of recent memory representations via conjoint operation of hippocam-
pal and neocortical networks (1–5). The changes in memory storage that mediate con-
solidation would likely take place in these same networks. Yet, it has been difficult to
fully characterize the neural operations that underlie consolidation.
The assumption that consolidation is tied to the reactivation of recently formed

memories is reasonable, given that memory change would require some sort of activa-
tion of the existing memory. Yet, consolidation is more than just memory reactivation.
Observations of memory reactivation are therefore an important part of this research
but not sufficient; quantitative memory change must also be part of the empirical basis
for understanding memory storage and consolidation.
Research on hippocampal activity in rodents has defined the phenomenon termed

hippocampal replay (6) whereby patterns of place-cell firing first observed in a novel
waking context are observed again during subsequent sleep (7, 8). Coordinated replay
between the hippocampus and neocortical regions such as visual cortex (9) is suggestive
of the communication across regions that might be pivotal for consolidation. Whether
hippocampal replay occurs with a concurrent experience of conscious retrieval is
unclear, as is whether it produces changes in memory storage. Memory consolidation
during sleep may occur in many species, including songbirds (10).
Research on human sleep has produced evidence linking memory processing with

deep stages of sleep in particular. Arguably, the strongest such evidence has been
obtained using the method of targeted memory reactivation (TMR) whereby memory

Significance

Sleep contributes to memory
consolidation, we presume,
because memories are replayed
during sleep. Understanding this
aspect of consolidation can help
with optimizing normal learning in
many contexts and with treating
memory disorders and other
diseases. Here, we systematically
manipulated sleep-based
processing using targeted
memory reactivation; brief sounds
coupled with presleep learning
were quietly presented again
during sleep, producing 1) recall
improvements for specific spatial
memories associated with those
sounds and 2) physiological
responses in the sleep
electroencephalogram. Neural
activity in the hippocampus and
adjacent medial temporal cortex
was thus found in association with
memory consolidation during
sleep. These findings advance
understanding of consolidation by
linking beneficial memory changes
during sleep to bothmemory
reactivation and specific patterns
of brain activity.

Author contributions: J.D.C. and K.A.P. designed
research; J.D.C. performed research; J.D.C., D.J.B., J.D.A.,
A.B., V.L.T., J.X.T., S.W., S.R., P.C.W., and N.P.I.
contributed new reagents/analytic tools; J.D.C., D.J.B.,
J.D.A., A.B., and K.A.P. analyzed data; and J.D.C., D.J.B.,
J.D.A., A.B., V.L.T., and K.A.P. wrote the paper.

The authors declare no competing interest.

This article is a PNAS Direct Submission. J.P. is a guest
editor invited by the Editorial Board.

Copyright © 2022 the Author(s). Published by PNAS.
This article is distributed under Creative Commons
Attribution-NonCommercial-NoDerivatives License 4.0
(CC BY-NC-ND).
1To whom correspondence may be addressed. Email:
kap@northwestern.edu.

This article contains supporting information online at
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.
2123430119/-/DCSupplemental.

Published October 24, 2022.

PNAS 2022 Vol. 119 No. 44 e2123430119 https://doi.org/10.1073/pnas.2123430119 1 of 10

SPECIAL FEATURE | PSYCHOLOGICAL AND COGNITIVE SCIENCES
NEUROSCIENCE

D
ow

nl
oa

de
d 

fr
om

 h
ttp

s:
//w

w
w

.p
na

s.
or

g 
by

 U
N

IV
E

R
SI

T
Y

 O
F 

C
H

IC
A

G
O

 T
H

E
 J

O
H

N
 C

R
E

R
A

R
 L

IB
R

A
R

Y
 o

n 
Ja

nu
ar

y 
9,

 2
02

4 
fr

om
 I

P 
ad

dr
es

s 
12

8.
13

5.
53

.2
3.

https://orcid.org/0000-0002-0170-6190
https://orcid.org/0000-0002-2706-6777
https://orcid.org/0000-0003-1000-2176
https://orcid.org/0000-0003-4931-3422
https://orcid.org/0000-0002-2166-5496
https://orcid.org/0000-0002-2461-6323
https://orcid.org/0000-0001-7989-5692
https://orcid.org/0000-0001-9247-1341
https://orcid.org/0000-0003-4415-4143
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:kap@northwestern.edu
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2123430119/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.2123430119/-/DCSupplemental
http://crossmark.crossref.org/dialog/?doi=10.1073/pnas.2123430119&domain=pdf&date_stamp=2022-10-19


processing during sleep can be systematically altered. For exam-
ple, Rasch et al. (11) administered a spatial learning task with a
background rose odor and then presented this odor again dur-
ing sleep. Results showed that TMR with the same odor during
sleep improved performance after sleep, consistent with the sug-
gestion that the odor reactivated the spatial memories. This
memory benefit was found with odor presentations during
slow-wave sleep (SWS) but not during rapid eye movement
sleep. Whereas the odor TMR cue in this study influenced all
memories learned in the same context, Rudoy et al. (12)
showed that auditory TMR cues could produce benefits for
specific spatial memories. Before sleep, participants learned a
set of unique object–location associations, each linked with a
distinct sound, and then a subset of the sounds were played
during SWS to reactivate corresponding memories. Additional
studies of TMR have replicated and extended these findings
with many sorts of learning (13, 14).
A reasonable hypothesis is thus that memory consolidation

can progress by virtue of hippocampal–neocortical interactions
during SWS in conjunction with the reactivation of recently
formed memories. Findings from studies of amnesia have long
supported the idea that these hippocampal–neocortical interac-
tions are needed (15, 16). Hippocampal projections to entorhi-
nal cortex, and from there to parahippocampal and perirhinal
cortex, can presumably provoke widespread neocortical activity
for specific memories. This activity could thereby produce a
recapitulation of information principally represented in cortical
networks—which specific networks would vary in accordance
with which types of specialized cortical processing are needed
for a given fact or event. In keeping with these ideas about
hippocampal–neocortical interactions, Peigneux et al. (17)
showed that cerebral blood flow in the hippocampus during
SWS was correlated with postsleep performance in a route-
learning task initially learned before sleep. Moreover, a subse-
quent study showed that sleep appeared to improve memory in
association with increased functional connectivity between hip-
pocampus and medial prefrontal cortex (18).
The physiology of memory consolidation can now be investi-

gated using a variety of methods, including pharmacological
interventions, closed-loop stimulation, and optogenetics (19–22).
When the TMR method was applied during rodent sleep (23),
results showed that two sound cues presented during SWS differ-
entially biased place-cell firing in accordance with the spatial
meaning of those two sounds acquired during prior waking ses-
sions. Although TMR cues influenced hippocampal replay, it was
unclear whether changes in memory storage resulted. In humans
studied with functional MRI (fMRI), brain activity during sleep
has been elicited by TMR cues, including odors (11, 24) and
sounds (25, 26). However, fMRI is not directly sensitive to the
primary neurophysiological signals that have been linked with
memory processing during sleep, the following three electroen-
cephalographic (EEG) oscillations in particular.
First, slow oscillations are observable widely across the cere-

bral cortex, comprising a hyperpolarizing downstate of neuronal
silence and a depolarizing upstate corresponding to high levels
of neuronal activity. At 0.5 to 1 Hz, slow oscillations are at the
lower end of the slow-wave or delta band, 0.5 to 4 Hz. Second,
sleep spindles are transient thalamocortical oscillations at 12 to
16 Hz defined as lasting between 0.5 and 2 s. Third, sharp-
wave/ripple complexes include high-frequency ripple activity
(70 to 110 Hz in humans) (27–29), typically in the hippocam-
pus but also in cortex, and observed contemporaneously with
place-cell replay in rodents. These three cardinal oscillations are
thought to be temporally coordinated (2). Ripples in the

hippocampus tend to be nested in the troughs of sleep spindles,
which, in turn, ride on the peaks of slow oscillations (30).
Slow-oscillation upstates may provide a synchronized temporal
frame that optimizes cross-cortical communication, when spe-
cific cortical networks are activated through the guidance of
hippocampal-to-cortical communication.

Much remains to be learned about these oscillations in relation
to human memory consolidation. Although they do not comprise
a complete description of the relevant neurophysiological events,
they are currently our best clues about these mechanisms. We
also need to understand how the physiology of memory process-
ing during sleep compares with the physiology of memory proc-
essing during waking states. Notably, awake EEG signals such as
medial temporal theta and gamma oscillations have also been
attributed mechanistic roles in memory functions (31).

Manipulating memory processing during sleep with TMR
yields the empirical advantage of a precisely timed event that pro-
vokes reactivation and concomitant neural activity. Efforts to
decipher neural signals of this memory reactivation have shown
that it is possible to use EEG signals to implicate specific types of
reactivation (32–36). Importantly, to understand how consolida-
tion progresses, memory reactivation during sleep should be
linked with a verifiable improvement in memory storage, usually
in the form of improved memory performance after sleep. A key
challenge is thus to characterize brain activity during sleep that is
causally related to improvements in memory storage.

To examine relationships between human hippocampal activ-
ity and consolidation during sleep, we recorded field potentials
from electrodes implanted in the medial temporal region (SI
Appendix, Fig. S1 and Table S1). This rare opportunity to moni-
tor brain activity directly from the hippocampus and adjacent
cortex was possible because electrodes were implanted to evaluate
neurosurgical treatment options for medically intractable epi-
lepsy. Locations for intracranial EEG monitoring (iEEG) were
determined entirely by clinical considerations. Removing the epi-
leptogenic zone with stereotactic laser ablation (37–39) can be
very successful in such patients, but it requires localizing the gen-
eration of seizures to a specific brain region via iEEG. During
this period of monitoring, typically 1 to 2 wk in total, patients
participated in the following three consecutive phases of the
study: 1) an evening learning session, 2) an overnight period of
sleep when TMR sounds were presented, and 3) memory testing
the following morning (see Materials and Methods for procedural
details).

We hypothesized that the presentation of sounds during
SWS would have behavioral and electrophysiological conse-
quences. Behaviorally, sounds should lead to differential recall
for spatial memories associated with those sounds compared to
equivalent spatial memories not associated with those sounds.
Such memory benefits have been observed using similar behav-
ioral procedures in healthy young individuals (12, 40, 41).
Electrophysiologically, we considered this an exploratory study,
with the presupposition that hippocampal activity produced
in response to learning-related sounds may index the extent
of memory change. The sounds presented during SWS
included cues (sounds from the learning session) and standards
(a matched set of other sounds that were not part of the learn-
ing session for that particular patient but were for others).
Different responses to cues and standards could indicate a dif-
ference in memory processing, if the cue sound associated with
a specific object would preferentially provoke retrieval of the
object’s location. The crucial consequence of this memory reac-
tivation is a selective benefit for remembering the correspond-
ing spatial information after sleep.
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Results

Memory Performance and TMR Implementation. At the con-
clusion of the learning procedure, patients completed the presleep
test and placed objects reasonably close to the correct locations,
thus demonstrating effective spatial learning. The number of
learned object locations was adjusted in advance to tax each
patient’s abilities at a tolerable level of difficulty (Table 1 shows
data for individual patients). The mean spatial error across
patients was 193 ± 27 pixels (SEM). This error corresponds to
4.4 ± 0.6 cm from the correct location (roughly the width of
each object). Although spatial recall was far from perfect, these
errors were much smaller than the level of error expected from
random guessing (estimated at 8.9 cm).
These presleep memory results were utilized in a stratifica-

tion procedure to select 50% of the objects from learning for
TMR in order to match presleep recall accuracy between two
conditions. This procedure functioned as intended, in that pre-
sleep errors were similar for cued and uncued objects (4.5 ±
0.7 cm and 4.2 ± 0.7 cm, respectively; t4 = 2.05, P = 0.11).
During sleep, auditory cues were quietly presented for half of

the objects from the learning phase and an equal number of
similar sounds that had not been used in the learning phase.
Sleep physiology from scalp electrodes was monitored online by
the experimenter so that sounds would be delivered during
SWS and not wake the patient (SI Appendix, Table S2 shows
offline sleep scoring results). No patients reported hearing
sounds during sleep when queried during debriefing. Cue and
standard sounds were repeatedly presented with a pause when
the sleep stage was no longer SWS or when awakening seemed
possible due to extraneous hospital noise. The mean delay from
presleep test until TMR was 3 ± 1.75 h (range 1 to 5), as it
varied with the time required for each patient to fall asleep.
The mean delay from presleep test until postsleep test was 13 ±
3.25 h (range 10 to 18.5).
Postsleep recall showed forgetting, in that patients placed

objects 5.1 ± 1.0 cm from the correct location, on average,
which amounted to a 16% increase from presleep error. As in
many prior studies comparing cued versus uncued spatial recall
accuracy (13), forgetting was reduced or eliminated for cued
objects compared to uncued objects. Fig. 1 shows change in
recall accuracy separately for cued and uncued objects. The
mean change in error presleep to postsleep was �3.19 ± 8.8%
for cued objects and 32.72 ± 10.7% for uncued objects (t4 =
5.97, P = 0.004, Cohen’s dAV = 1.83). Given this relative ben-
efit in recall for locations as a function of whether correspond-
ing object sounds were presented, we next analyzed intracranial
EEG data to explore possible relationships with memory proc-
essing during sleep.

Medial Temporal iEEG Responses. Responses to sounds deliv-
ered during sleep were analyzed for a broad frequency spectrum
based on single-trial event-related oscillatory activity. We interro-
gated iEEG frequency bands implicated in memory processing in

Table 1. Learning and recall data for each patient

Patient
Object locations

to learn
Mean runs to
criterion*

Presleep recall
error (cm ± SE)

Sound
repeats†

No. of
sounds

TMR1 & TMR2
trials‡

Cuing period
(min)§

P1 20 6.9 3.1 ± 0.8 10 200 50 77
P2 10 5.4 5.6 ± 1.3 12 120 24 36
P3 10 4.4 6.1 ± 1.4 25 250 50 107
P4 14 3.9 3.9 ± 0.9 13 182 39 65
P5 10 2.7 3.3 ± 1.3 21 210 42 79

*No. of runs required to learn each object location, averaged across objects.
†No. of times each sound was presented during sleep (cue sounds and standard sounds).
‡No. of trials in each category (TMR1, TMR2), following a median split of cues as a function of memory change, omitting the median when there was an odd number of cues.
§Time from first to last cue presentation, including pauses.
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Fig. 1. Memory testing results from each patient in the form of forgetting
scores, computed as the percent change from the presleep test to the
postsleep test. Positive values reflect reduced accuracy after sleep whereas
negative values reflect improvement. Forgetting was observed for uncued
objects, as might be expected simply due to the time that elapsed, in that
locations were recalled less accurately after sleep. On the other hand,
every patient did relatively better for cued objects, and three patients
showed an increase in accuracy for cued objects. Thus, the overnight
presentation of sounds associated with a subset of the learned objects
produced a relative improvement in recall in all five patients.
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prior studies during wake and sleep: theta (4 to 8 Hz), sigma
(12 to 16 Hz), and gamma (20 to 100 Hz). Significant gamma
effects were followed up by testing low gamma (gammaL, 20 to
50 Hz), midgamma (gammaM, 50 to 80 Hz), and high gamma
(gammaH, 80 to 100 Hz, corresponding to ripples). We also con-
ducted separate analyses of ripples as these discrete events are not
necessarily reflected by power in the gammaH band.
Recordings from electrode contacts in the region of the

medial temporal lobe (MTL) were examined after first exclud-
ing data from contacts within the epileptogenic zone for each
patient (as determined via clinical monitoring). To constrain
initial analyses, we first identified a single contact for each
patient that produced a large time-domain response. For this
step, we computed event-related potentials (ERPs) elicited by
all sounds presented during sleep (collapsed across cue and
standard sounds). We identified one contact for each patient
with the maximum ERP peak amplitude between 200 and
2,000 ms after stimulus onset (SI Appendix, Fig. S1). Then we
identified a cluster (termed MTL cluster) of five contacts within
or near the hippocampus, surrounding and including the one
contact with the largest ERP (SI Appendix, Table S3 provides
anatomical localization estimates and EEG measures for each
MTL contact in each patient, indicating those selected for the
MTL cluster). Here we emphasize frequency-domain responses,
which were more consistent across patients than the time-
domain responses.
We assessed both how prior learning influenced medial tempo-

ral activity during sleep and how this activity influenced memory
storage. Primary analyses involved comparing responses to cue
sounds versus standard sounds. Sounds in these two conditions
(and corresponding objects) were randomly assigned to the two
conditions for each patient, so systematic differences in physical
stimulus characteristics or associated factors are unlikely to have

confounded these comparisons. Each cue sound was associated
with a specific object and location during the learning phase. The
cue sound was heard repeatedly in conjunction with the object
during learning and testing. In contrast, standard sounds had no
such connection to recent learning.
Event-related power for cue versus standard sounds. Time–
frequency plots were computed to show event-related power
separately for the two types of sounds presented during SWS. If
recent memories from the learning phase were not reactivated
by cue sounds, then the responses would be expected to be
identical for the two conditions. To the contrary, clear differ-
ences were apparent for multiple frequency bands, which sup-
ports our prediction and the evidence from the behavioral
results that cue sounds elicited memory reactivation. The time
course of EEG power across the spectrum from 2 to 120 Hz
averaged across trials and patients was produced both for the
contact with the largest ERP (SI Appendix, Fig. S2) and for the
MTL cluster (SI Appendix, Fig. S3). A clear divergence in
responses between cue sounds versus standard sounds was
observed, particularly in lower frequencies. Given that results
were very similar for the contact with the largest ERP and for
the MTL cluster, we emphasize results from the MTL cluster
(SI Appendix, Table S3 shows results from all probe contacts).

An analysis of cue–standard differences for the lower portion
of the EEG spectrum is depicted in Fig. 2. Differential responses
were apparent at multiple EEG frequencies between 2 and 20 Hz
overlapping with theta and sigma bands. To visualize the time
course of sigma responses, we averaged data over 400-ms intervals
(Fig. 2B). For analysis, responses were summed over the poststi-
mulus interval from 500 to 3,500 ms, beginning after the stimu-
lus and ending prior to the baseline period of the next stimulus.
For each patient, sigma was greater for cues than for standards
(Fig. 2C). Testing across patients revealed a significant difference
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between means (cue, 0.23 ± 0.12 dB; standard, �0.01 ± 0.13 db,
t4 = 6.25, P = 0.003, Cohen’s dAV = 0.93).
A parallel analysis was run for theta. The time course showed

large theta differences between the two conditions over much of
the epoch (Fig. 2D). Poststimulus theta was greater for cues than
standards in all five patients, just as for sigma (Fig. 2E), and this
cue–standard difference was significant (cue, 0.42 ± 0.20 db;
standard, �0.07 ± 0.13 db, t4 = 3.94, P = 0.017, Cohen’s
dAV = 1.55).
Analyses of cue–standard differences in the gamma band

did not reveal significant differences (�0.16 ± 0.12 dB and
�0.11 ± 0.09 dB, respectively, t4 = 0.49, P = 0.65). Although
differences were apparent in some patients, these effects were
not consistent across patients.
To determine whether sigma and theta effects were unique

to the MTL, we computed these effects for contacts in other
brain regions. We identified a non-MTL cluster for each
patient but were limited by the fact that contacts were not
placed in the same region in each patient. We thus used other
probes or surface strips to select a cluster of five contiguous
contacts far from the MTL for each patient (located in superior
temporal cortex for P1, superior temporal and midtemporal
cortex for P2 and P3, supramarginal cortex for P4, and mid-
temporal and lateral occipital cortex for P5). In the non-MTL
cluster, the cue–standard contrast was nonsignificant for sigma
(cue, 0.07 ± 0.11 dB, standard, �0.03 ± 0.12 dB, t4 = 1.57,
P = 0.19) and for theta (cue, 0.13 ± 0.23 dB, standard,
�0.06 ± 0.18 dB, t4 = 1.11, P = 0.33). However, the
cue–standard contrast did not differ significantly between
MTL and non-MTL clusters in either case (sigma t4 = 1.75,
P = 0.15; theta t4 = 1.55, P = 0.20).

Event-related power as a function of memory change. Memory
change was computed for each object that was cued during sleep
by comparing presleep versus postsleep recall accuracy (forgetting
scores, as shown in Fig. 1 across all cued objects). EEG responses
were then analyzed for two equal subsets of cues yielding the most
benefit from TMR versus the least benefit from TMR (termed
TMR1 and TMR2 conditions). Mean memory change was
�26.7% ± 11.2 for TMR1 and 47.8% ± 14.7 for TMR2
(t4 = 4.46, P = 0.011, Cohen’s dAV = 2.88). Importantly, mem-
ory reactivation presumably occurred for both conditions, but
improved memory more for TMR1 than TMR2. Given the
greater mean pre-sleep error for TMR1 than TMR2 (6.16 ± 0.87
cm and 3.63 ± 0.76 cm, respectively, t4 = 3.51, P = 0.025), dif-
ferential EEG responses to cues during sleep could logically reflect
pre-sleep accuracy and memory change. However, an analysis sub-
dividing trials solely on pre-sleep scores revealed no significant dif-
ferences in any EEG band, suggesting that different responses for
the TMR1 and TMR2 conditions reflect, at least in part, memory
change due to cued reactivation during sleep.

This TMR1–TMR2 contrast, comparing conditions defined
by memory change over the sleep interval, revealed differential
gamma responses at multiple frequencies (Fig. 3A). Generally,
gamma power was greater in association with memory improve-
ment versus forgetting (�0.02 ± 0.15 dB and �0.36 ± 0.18 dB
for TMR1 and TMR2, respectively; t4 = 3.87, P = 0.018,
Cohen’s dAV = 1.31). These effects can also be visualized in data
averaged for the high-gamma and low-gamma band (Fig. 3 B–E).
For the poststimulus interval from 500 to 3,500 ms, the
TMR1–TMR2 difference was significant at 80 to 100 Hz
(gammaH 0.03 ± 0.12 db and �0.29 ± 0.18 db, t4 = 3.00,
P = 0.040, Cohen’s dAV = 1.05) and at 20 to 50 Hz (0.002 ±

-1.0

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0 1 2 3
Time (s)

-0.5

0.0

0.5

0 1 2 3
Time (s)

-0.5

0.0

0.5

-2.0

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

2.0

0 1 2 3
Time (s)

20

30

40

50

60

70

80

90

100

110

120

Fr
eq

ue
nc

y 
(H

z)

CBA TMR1 – TMR2 TMR1
TMR2

dB

Po
w

er
 a

t 8
0-

10
0 

H
z 

(d
B)

Po
w

er
 a

t 2
0-

50
 H

z 
(d

B)

G
am

m
a L a

t 5
00

-3
50

0 
m

s 
(d

B)
G

am
m

a H
 a

t 5
00

-3
50

0 
m

s 
(d

B)

TMR1 TMR2

D E

P1 P2 P3 P4 P5

P1 P2 P3 P4 P5
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responses as a function of memory change (for display purposes, data were smoothed by averaging over 70-ms periods). Dotted rectangles indicate the
data used for evaluating responses in two gamma bands, focusing on the interval from 500 to 3,500 ms. (B) GammaH measures over consecutive 400-ms
intervals. (C) GammaH measures over the poststimulus epoch for individual patients. (D) GammaL measures over consecutive intervals. (E) GammaL
measures over the poststimulus epoch for individual patients.
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0.18 dB and �0.34 ± 0.17 dB for TMR1 and TMR2, respec-
tively; t4 = 2.97, P = 0.041, Cohen’s dAV = 1.00). Although
there were similar trends for midgamma, they were inconsistent
across patients (gammaM, �0.08 ± 0.15 dB and �0.43 ± 0.23 dB,
t4 = 2.27, P = 0.09). Differences were not reliable for sigma
and theta bands (sigma, 0.36 ± 0.14 db and �0.14 ± 0.27 db,
t4 = 1.63, P = 0.18; theta, 0.22 ± 0.23 dB and 0.49 ± 0.21 dB,
t4 = 1.91, P = 0.13).
To determine whether these gamma effects were unique to

the MTL, we compared TMR1 and TMR2 results for the non-
MTL cluster. Differences were nonsignificant for the gamma
band (�0.07 ± 0.10 dB and �0.26 ± 0.12 dB, respectively;
t4 = 1.289, P = 0.27), although the interaction for MTL versus
non-MTL cluster was nonsignificant (t4 = 1.02, P = 0.36).

Ripples. To expand the frequency-domain analyses in the high-
gamma EEG band, we identified ripple activity from the con-
tacts with the largest ERP amplitudes for each patient. We
identified a total of 1,404 ripples during the cuing period across
all patients, and of these, 119 ripples occurred within 3,500 ms
after a sound onset. For each patient, we compared ripples fol-
lowing cue sounds versus standard sounds on several dimen-
sions. Ripple rate for each patient was the number of ripples
identified within 3,500 ms of sound onset scaled by number of
sounds presented. Ripple latency was measured from sound
onset to ripple onset. Ripple duration was determined based on
the criteria used to identify ripples. No corresponding
cue–standard differences were found (SI Appendix, Fig. S4;
largest t4 = 2.10, P = 0.10). Likewise, an analysis of
TMR1–TMR2 differences also failed to reveal consistent effects
across patients (largest t4 = 1.22, P = 0.29 for ripple rate).
Relationships between ripple characteristics and memory were
also examined using individual cues as the unit of analysis. We
determined whether forgetting scores (mean change in error
presleep to postsleep) for each cue sound were correlated with
the three ripple parameters, including all patients. No signif-
icant correlations were found [all P > 0.72, strongest r =
�0.083 for ripple duration].

Discussion

The primary goal of this research was to gain knowledge
about mechanisms of sleep-based reactivation and consolida-
tion of memories through analyses of intracranial recordings.
We used the TMR method to provoke memory reactivation,
and by reactivating specific memories acquired prior to sleep
we were able to analyze iEEG data over time periods when
reactivation was likely. Behavioral results showed that compa-
rable memories were less accurate than the selectively reacti-
vated memories, which implies that cues presented during
sleep led not only to reactivation of recent spatial memories
but also to the sort of memory change generally produced by
consolidation.
The memory benefits from TMR shown in Fig. 1 replicate

the findings of many prior experiments, some with nearly the
same memory paradigm (12, 40), some with small variations in
the learning procedure (41–44), and some with related sorts of
spatial learning (11, 24, 45, 46). The memory results from
these five patients are notably for both their magnitude and
their consistency. Considering the memory benefit from TMR
as an advantage in percent change for cued versus uncued
memories, patients’ scores were 24, 26, 29, 47, and 53%, with
a mean of 36%. In comparison, this benefit was larger than the
15% advantage found by Rudoy et al. (12) and the 13%

advantage found by Creery et al. (40). In neither of these prior
studies did all of the participants show the memory advantage
for cued over uncued conditions. The learning and TMR pro-
cedures were nearly the same, differing primarily in a larger
learning requirement (50 object–location associations), testing
after a shorter delay (2 to 3 h), and with TMR during an after-
noon nap in the quiet environment of a sleep laboratory. Also,
participants were young healthy adults, and their errors in recall
were generally smaller than those made by the patients, which
may have given patients more room to improve via TMR. In
addition, TMR and sleep in general may preferentially benefit
weaker memories (40, 47, 48). Patients may also have been
more highly motivated to perform well in the learning task
because of concern about how epilepsy and its treatment could
impact their memory abilities. It is difficult to know which of
these factors may be relevant for explaining the larger effects
found in the present study. Nevertheless, we can conclude that
cues during sleep robustly influenced memory storage in each
of the patients, thus setting the stage for a powerful strategy for
investigating concurrently recorded brain activity.

Prior studies have linked various aspects of sleep with mem-
ory processing, mostly indirectly (4). Some of these studies
found correlations between sleep physiology and later memory;
others showed that altering brain rhythms during sleep can
improve memory upon awakening. In this way, slow waves and
spindles were associated with memory improvement. In
rodents, hippocampal sharp-wave/ripple complexes and sequen-
tial replay of place-cell firing patterns have been linked with
memory reactivation during sleep (49, 50). Many of the rodent
studies have not provided a direct link with behavioral evidence
of memory change. In particular, what sort of memory benefit
results from hippocampal replay is unclear, even though we
know that hippocampal replay was biased by auditory cues
(23). On the other hand, disrupting sharp-wave/ripples had a
negative impact on memory (51), and extending them
improved memory (52), thus directly linking sharp-wave/rip-
ples with memory change.

The use of TMR here allowed us to ask 1) whether neural
activity in the human medial temporal region is associated
with reactivation of recently acquired spatial memories and
2) whether this activity varies as a function of memory
change. The memory change was a selective improvement for
recalling cued object locations, presumably due to better
memory for the location and/or the link between the object
and its location. We interpreted greater responses to cues
compared to standards, and greater responses to TMR1 cues
than to TMR2 cues, in a relative manner. Responses were
normalized by the prestimulus values for each frequency, and
many factors can influence the level of activity during the
prestimulus interval, including factors related to the prior
stimulus. Therefore, we make no inferences from the findings
that for some stimulus categories and some patients,
responses increased or decreased relative to baseline (Figs. 2
C–E and 3 C–E). However, baseline factors should not have
differed between cues and standards or between TMR1 and
TMR conditions, so these paired comparisons are most
informative.

For the first question, we compared responses to cue sounds
versus responses to standard sounds. We attribute the differ-
ences to memory processing rather than auditory processing per
se because both types of sound were randomly selected from
the same set of object-related sounds, with only the former
presented in the context of the presleep learning procedure.
Physical stimulus properties per se are unlikely causes of the
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differential effects. A reasonable interpretation is thus that the
cue–standard effects arose due to prior experiences with the cue
sounds during the presleep session. We cannot say whether the
cue sounds elicited subjective familiarity or novelty detection
during sleep or if effects were related more closely to implicit or
explicit memory. These theta and sigma effects were not sensi-
tive to differences in recall performance among cued objects
(TMR1/TMR2), albeit this comparison was made with less statis-
tical power. Nevertheless, we interpret theta and sigma effects as
reflections of the different status of cue sounds and standard sounds
and therefore as reflections of differential memory reactivation.
Our primary analyses for each patient focused on activity

from the medial temporal region (hippocampus and adjacent
cortex). Due to each patient’s unique epilepsy treatment
plan, recordings were available from different brain locations
in each patient, but all patients had at least one medial tem-
poral probe, and data from locations determined to be epilep-
togenic were omitted. We used the independent method of
measuring maximal ERP amplitudes for each patient to select
a medial temporal contact combined with adjacent medial
temporal contacts to constitute the MTL cluster for primary
analyses.
Localizing contacts anatomically is one aspect of understanding

these data, but another challenge is to determine the sources of the
electrical signals in question, given that potentials volume-conduct
through the brain. One estimate is that contacts are sensitive
primarily to potentials generated within 2 mm (39), but in some
circumstances, activity may travel further. In studies of P3-like
potentials, for example, activity taken to be generated in the hippo-
campus was recorded in hippocampal contacts as well as in nearby
nonhippocampal contacts (53). Here the consistency of the theta,
sigma, and gamma effects is suggestive of similar neurophysiologi-
cal processing across patients, despite the divergent locations of
contacts. Note that regions of entorhinal and parahippocampal
cortex are likely relevant for consolidation through their hippocam-
pal connectivity (16, 54), and contacts in these regions may also
be sensitive to fields produced in the hippocampus. In this study,
anatomical precision is limited by the sparse sampling of electrical
activity provided by depth probes, the large size of the probe con-
tacts (1.25 × 2.5 mm), and the possibility that multiple medial
temporal regions generate activity in association with consolidation.
Further investigation with microelectrodes that can record from
specific layers in these brain regions, in patients or in nonhuman
animals, would be needed to support stronger conclusions about
the neuroanatomical sources of the iEEG effects we described.
We can nevertheless state that the medial temporal responses

demonstrated systematic differences for cue sounds compared to
standard sounds. Larger responses were found in multiple bands
in the seconds following sound onset. Given the literature on
oscillations in the theta and sigma bands in relation to medial
temporal memory processing, it is striking that these two bands
both showed robust effects. The cue–standard effects for both
theta and sigma were found in each of the five patients.
Theta in the human temporal lobe, for example, was found

to increase just prior to word recall, along with high-frequency
activity (55), and several studies have established a link between
TMR and theta in human scalp EEG (56–58). One view about
theta is that it regulates hippocampal information flow by
entraining gamma (59). Intracranial cortical theta has been
observed prior to hippocampal SWRs in humans, interpreted as
evidence that theta plays a special role in coordinating
hippocampal–neocortical dialogue (60). The broader literature
on theta and memory, including both scalp and intracranial
EEG studies, has mixed findings, and theta increases have not

always been associated with memory improvement (61). In our
study, theta showed a preferential increase following cue
sounds, presumably related to memory reactivation, but we did
not find a relationship with magnitude of TMR benefit. A
speculative interpretation consistent with the literature is thus
that the medial temporal theta increases we observed function
to coordinate the strengthening of memories, which itself is
more directly reflected by gamma activity (as discussed below).

Sleep spindles, which have been linked with memory func-
tion (62), intersect with the sigma band investigated here
(12 to 16 Hz). Two types of spindles have been distinguished,
slow spindles at 11 to 13.5 Hz and fast spindles at 13.5 to
16 Hz (63). In a previous study with the same TMR proce-
dures, we found that fast spindles after cues predicted a rela-
tively better spatial memory improvement (40). Similar spindle
relationships have been observed in other TMR studies
(42, 64). Interestingly, restoration of sleep spindles with the
treatment of a childhood epilepsy syndrome has been correlated
with improvement in cognition and memory (65). Spindles are
classically defined in scalp EEG, so it remains unclear how they
might be related to the medial temporal sigma effects here. We
speculate that the sigma effects could have occurred concur-
rently with spindles in various cortical regions in association
with memory reactivation, but our ability to observe concurrent
cortical spindles was very limited. Additional insights could be
gained by considering spindles and slow oscillations, particu-
larly given that spindles synchronized with slow-oscillation
upstates appear to facilitate memory consolidation (32, 64, 66).
For example, TMR sounds could be presented at specific times
to engage spindle processing (64) or, relatedly, concurrent with
slow-wave upstates (22, 67, 68).

Together, the theta and sigma effects can be attributed to
additional processing provoked by sounds due to the learned
associations. This additional processing likely pertains to the
multiple presleep episodes when each sound accompanied to-
be-memorized object locations. Because of the improvement in
spatial recall that resulted from TMR, it follows that cue
sounds during sleep likely provoked retrieval of object–location
associations. Although there may have been no subjective expe-
rience of retrieval, this retrieval can be likened to visual imagery
for the object in its proper place on the computer screen during
learning. We thus attribute the theta and sigma increases to
spatial memory reactivation.

Given this evidence of memory-related increases in sigma
and theta, we also looked for electrophysiological correlates of
memory change. We took advantage of the recall results show-
ing that TMR produced memory improvement for cued objects
and that the improvement was not the same for every object.
Through a median split, we created two conditions, TMR1
and TMR2, that differed in the degree to which recall for cued
object locations changed from presleep to postsleep. TMR1
memories improved the most, often becoming more accurate;
TMR2 memories improved the least, becoming less accurate.
As the two conditions differed in amount of memory change,
the TMR1/TMR2 contrast allowed us to determine whether
brain activity systematically differed in association with mem-
ory change. Indeed, power in the gamma band after a cue was
greater with the superior memory benefit.

We focused analyses on multiple portions of the gamma
band, including the frequency of ripple events. Prior studies
analyzed gamma oscillations in the range from 25 to 140Hz
(31), and gamma in general is thought to represent local proc-
essing in the cortex (69). Ripples have been found in the hippo-
campus, adjacent cortex, and other parts of the cortex, mostly
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in rodents but in a few recent human intracranial studies
(27, 28, 30, 70). Hippocampal ripples probably precede medial
temporal cortex ripples, in keeping with hippocampal output
reaching adjacent cortex next on its way to other cortical
regions (27, 71, 72). Our analysis of ripples failed to reveal an
association between ripples and either differential cue–standard
processing or differential processing based on memory change.
Despite the significant gammaH effect for TMR1–TMR2, rip-
ple results were not consistent across patients, although there
was also variability in contact location across patients, and in
some patients the ripple analysis was not conducted for a hip-
pocampal contact. Whereas P1 showed a larger gammaH
response for TMR1 compared to TMR2, hippocampal ripples
in this patient did not show an increase for TMR1 compared
to TMR2. Yet, these null findings for ripples do not support
strong conclusions, given that associations between ripples and
memory might be evident if a larger number of sounds were
presented or a larger group of patients tested.
The similarity across patients in three critical bands—increased

theta in the cue–standard contrast, increased sigma in the
cue–standard contrast, and increased gamma in the TMR1–TMR2
contrast—in conjunction with the consistent memory benefits of
TMR across patients argues that the iEEG results may reflect
important memory processing. Our interpretation is that these
results reflect processing of memories of presleep spatial learning
episodes in the hippocampus and medial temporal cortex. Although
these effects were not found at all locations in the brain, studies
with broader coverage and additional methods are needed to more
fully specify the contributions that many brain regions may play in
memory processing during sleep.
Additional limitations that may restrict the generalizabily

of the present results include the type and duration of the
patients’ seizure disorders, their cognitive capabilities, and
other personal characteristics. Whereas a larger sample would
have been preferable, that was not possible for this study. In
addition, patients with medically intractable epilepsy have a
history of antiseizure medications plus potential seizure-
related reorganization of networks (73), and many have neu-
ropsychological deficits. Patients with hippocampal damage,
as is found in seizure-related reorganization, have reduced
slow-wave activity at the scalp, but slow and fast spindles are
indistinguishable from control patients (74). Whereas the
consistency of results across the five patients suggests that the
observations were not artifacts of a low sample size, replica-
tion in additional patients and convergence across multiple
methods would be useful.
To summarize, the present intracranial recordings provide a

bridge to many other types of neuroscientific research that can
advance our understanding of memory consolidation. By com-
bining iEEG with the TMR method, neural activity in multiple
frequency bands was linked with memory processing during
sleep. Theta and sigma activity were engaged in conjunction
with memory reactivation, which precipitated improvements in
memory storage, as demonstrated by clear postsleep improve-
ments in spatial recall. The results further linked gamma
activity with the magnitude of these memory benefits. We thus
propose that activity in the lower frequencies reflected recapitu-
lation of object-related memories, allowing for coordinated
processing across brain regions, whereas the higher-frequency
effects (gamma) reflected improved storage of the associated
spatial information. Overall, the findings contribute to our
understanding of neurophysiological mechanisms of memory
by elucidating some of the neurocognitive steps whereby stor-
age is improved during sleep.

Materials and Methods

Participants. Patients underwent invasive EEG monitoring at the University
of Chicago Epilepsy Surgery Unit as part of a clinical epilepsy surgery evalua-
tion. Nine patients were tested with the experimental procedures described
below over the course of one evening and overnight sleep, concluding with
memory testing in the morning. We report results from five of these patients,
focusing on responses in the medial temporal region. We excluded results
from four other patients because focal medial temporal seizure activity
overnight precluded analysis of responses to sound cues from these brain
locations. This study was approved by the Institutional Review Boards of the
University of Chicago and Northwestern University, and patients gave
informed consent. Demographic and electrode implantation information is
shown in SI Appendix, Table S1.

Following surgical implantation of recording electrodes, electrical activity and
video were continuously monitored to observe the onset and progression of sei-
zure activity. Depth electrodes targeted the hippocampus on one or both sides
(Integra LifeSciences), and surface electrodes were placed over regions of the cor-
tex selected individually for each patient. Electrodes were also placed on the
scalp at 24 locations (Cz, C3, C4, Fp1, Fp2, Fz, F3, F4, F7, F8, F9, F10, Pz, P3,
P4, P7, P8, T7, T8, T9, T10, Oz, O1, and O2). Recordings from scalp and intracra-
nial electrodes were amplified and acquired with a band-pass of 0.16 to 344 Hz
and an output sampling rate of 1,024 Hz (BrainBox EEG-1166).

Procedure. The experiment began several days after electrode implantation,
when patients were willing to participate. Memory testing was conducted using
a laptop computer in the patient’s hospital room. The experimenter gave verbal
instructions to the patient and then walked through a shortened version of the
task to assure that the procedure was understood. The experiment included four
phases: learning, presleep test, sleep with TMR, and postsleep test.

The patient was asked to learn the locations of a set of common objects
shown on the computer screen (SI Appendix, Table S4). Each object was shown
with a concurrent sound closely associated with the object (e.g., picture of cat
with meow sound). For each patient, 10 to 20 object–sound pairs (Table 1) were
randomly selected from a set of 30 pairs from a prior TMR experiment (40). Half
as many additional objects were randomly selected from the set for each patient
so that the corresponding sounds could be used as standard sounds during
sleep. Table 1 includes additional details for each patient.
Learning. The learning phase began 90 min before the patient’s expected bed-
time. First, the patient was asked to view the objects and try to memorize each
of their locations (randomly selected for each patient). Objects were shown on
the screen superimposed on a background grid, a 10 × 8 array of squares col-
ored red, blue, or gray, subtending 1,144 × 704 pixels (26 × 19.5 cm). Each
object appeared on a white background (4.5 × 3.4 cm) with a red dot superim-
posed at the center. Objects appeared for 3,500 ms, separated by a 1,000-ms
interstimulus interval. Object onset was always synchronized with corresponding
sound onset. Sounds were 500 ms in duration.

After viewing each object once, the patient was asked to recall the object loca-
tions. Each trial began with an object appearing in the center while its corre-
sponding sound played. The patient repositioned the object using a computer
mouse, clicking the mouse when the object was in the location they recalled.
Feedback was provided at that point, as the object jumped to the correct location
and the corresponding sound played again. After 3,500 ms, the next recall trial
began. Patients were progressively able to place objects more accurately, learn-
ing from the feedback.

Learning continued with the following drop-out scheme. The objects were
presented in a series of runs, using a different random order for each run. When
an object was placed within 3.4 cm of the correct location (i.e., the height of
each object), the response was considered correct. If an object was placed cor-
rectly in two consecutive runs, it did not appear again during the learning phase.
The remaining objects were shown until the drop-out criterion was satisfied for
all objects. Achieving this criterion required an average of 4.7 runs.
Presleep test. After a half-hour break, there was an assessment of location recall
before sleep. Recall was tested using the same format as in the learning phase,
except each item was tested only once, and no feedback was given. Individual
objects were ranked by recall accuracy so that two sets of objects could be
selected via an automated stratification algorithm. That is, objects were assigned
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to cued and uncued sets in order to closely match the two sets for mean recall
accuracy on the presleep test.
Sleep with TMR. When the patient was ready for sleep, white noise was pre-
sented from a speaker located 1 to 3 ft from the patient’s head. Given that back-
ground noise in the hospital was louder and less predictable than in the sleep
laboratory where we ran prior TMR experiments, sound intensity was adjusted
here on an individual basis to be as low as possible while still being audible
above the background. The experimenter remained in the hospital room to mon-
itor sleep physiology from scalp electrodes until TMR was completed. When the
experimenter determined that SWS had been reached for at least two 30-s
epochs, sound presentation was initiated. Selected cue sounds were randomly
intermixed with an equal number of standard sounds and played through the
speaker at the same intensity as the white noise. Sounds presentation was
halted if a shift of sleep stage was observed, such as when slow-wave amplitude
decreased, or if there was an interruption due to clinical monitoring or other
activity. For each set of sounds, one sound played every 4.5 s until all sounds
had been presented (with the exception of P1, when the interval was jittered
between 3.8 and 12.5 s). After collecting data from P1, we adopted a constant
interstimulus interval as in prior TMR studies (12, 40, 41). A short pause fol-
lowed the presentation of all the sounds (mean 3 min), and then if SWS contin-
ued based on online inspection, the sounds were repeated in a new random
order. Offline sleep scoring confirmed that 96.4% of the sounds were presented
during SWS and virtually all of the others during N2 sleep. Table 1 shows the
total number of sounds presented for each patient.
Postsleep test. The next morning, memory was tested for the object locations.
As in the presleep test, each object appeared in the middle, and the patient
repositioned it to the remembered location. Following the test, patients were
debriefed to determine whether they thought they heard any sounds overnight.

Data Analysis.
Behavior. Spatial recall accuracy was compared between cued and uncued
objects to determine effects of TMR. Recall error was computed as the Euclidean
distance between each object’s correct location and where it was placed on each
test. Forgetting scores were computed as the mean percent change from pre-
sleep to postsleep. The TMR effect was computed as the difference in forgetting
score for cued and uncued objects. A median split of cued-object forgetting
scores yielded two subcategories, TMR1 and TMR2 (objects with the most benefit
from TMR vs. the least benefit from TMR, respectively). Analyses were conducted
using paired-sample t tests (two-tailed, alpha= 0.05).
MRI and CT. To localize electrodes, we used a preoperative T1-weighted MRI and
a postoperative CT scan. CT scans were registered to MRI scans using the mutual
information method through the Statistical Parametric Mapping toolbox in MAT-
LAB (75), and cortical reconstruction and volumetric segmentation was per-
formed with Freesurfer (76). Electrode contacts were localized using in-house
software (77), which segments electrodes from the CT based on intensity val-
ues. The anatomical location of each contact was identified based on the nearest
label in the aparc parcellation, generated for each patient through Freesurfer.
Fig. 4 shows one example of contact localization (SI Appendix, Fig. S1, for
all patients).
Scalp EEG. Scalp recordings were rereferenced to the common average from all
scalp electrodes for each patient. For online sleep staging, data were filtered at
0.1 to 70 Hz with a 60-Hz notch filter. EEG preprocessing was carried out with
MATLAB and EEGlab (78). Offline sleep scoring was completed with sleepSMG
(http://sleepsmg.sourceforge.net) blind to when sounds were presented.
Intracranial EEG. Recordings from electrodes in the presumed seizure onset
zone were excluded from all analyses (identified based on abnormal rhythmic
activity during focal seizures or the earliest activity during the transition from
focal to bilateral tonic–clonic seizures). We also removed noisy channels with var-
iability greater than 5 SD compared with all electrodes and trials with variability
greater than 3 SD compared to all other trials. Data were then rereferenced
to the common average for each participant. Data were high-pass filtered at
0.01 Hz and notch filtered at 60 Hz and its harmonics to remove line noise.

For medial-temporal-lobe depth-electrode recordings during sleep, time–frequency
decomposition was conducted using Morlet wavelets. Data were epoched from

1,000 ms before each sound to 3,500 ms after the onset of each sound. Baseline
values, defined as the average spectral power from �500 to 0 ms, were sub-
tracted separately for each frequency. The stimulus-locked time series was normal-
ized using a decibel conversion. Event-related spectral responses were measured
at canonical frequencies using Morlet wavelets, computed from 2 to 120 Hz in sin-
gle linearly spaced steps, including from 3 to 20 cycles also increasing linearly as
frequency increased. To visualize the full spectrum, wavelets were computed simi-
larly except using 60 logarithmically spaced steps. For visualization of the time
course, data were averaged across 400-ms intervals beginning 400 ms prior to
stimulus onset, placing each value at the center of the interval (e.g., �200, 200,
and 600 ms). To cover the majority of the epoch after the stimulus and avoid edge
artifacts, analyses of theta, sigma, and gamma frequencies used mean power aver-
aged over the 500 to 3,500 ms interval.
Ripples. Ripple identification was conducted using the following steps (30).
Data were filtered at 80 to 100 Hz. Root-mean-square (RMS) values were com-
puted for 20-ms intervals sliding by 1 ms. A putative ripple was identified when
RMS exceeded the 99th percentile for RMS for 38 ms or more (three 80-Hz
cycles). If two ripples were separated by <10 ms, they were combined. The final
requirement was using MATLAB findpeaks on unfiltered data (smoothed by aver-
aging each three samples) to observe at least three peaks and three troughs dur-
ing the putative ripple period. Data from trials with artifacts from interictal spikes
or high-frequency noise were removed from the analysis.

Data Availability. Anonymized EEG and behavior data have been deposited to
the University of Michigan Deep Blue Data Repository at https://deepblue.lib.
umich.edu/data/concern/data_sets/7d278t555 (79).
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