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Abstract 

Hybridization of DNA strands and motions of the DNA duplex play fundamental roles in 

biology and the design of nanotechnology and biotechnology applications, and our understanding 

in these fields is rooted in the thermodynamic and kinetic models of hybridization developed 

throughout the twentieth century. Many of these technologies and functions of DNA act in concert 

with chemical modifications to nucleobases or the backbone that alter the physical and biochemical 

properties of DNA. The mechanisms by which modifications alter hybridization and interactions 

within the duplex remain poorly understood and are often not captured by the established 

thermodynamic and kinetic models of hybridization. Interpreting the effects of modifications 

instead requires a predictive understanding of the series of molecular events during hybridization 

and structural changes within the duplex state, for which there is little direct insight even for 

unmodified DNA. This thesis describes efforts to characterize the molecular dynamics of 

hybridization and the duplex ensemble in DNA oligonucleotides and the corresponding effects 

from modifications and lesions. Our approach relies on the development and application of 

time-resolved infrared (IR) spectroscopy in combination with molecular dynamics (MD) 

simulations to directly interrogate and visualize motion along the free-energy landscape of 

hybridization with previously unachieved molecular detail. Chapters 2 – 5 introduce the benefits 

and drawbacks of IR spectroscopy and MD simulations for studying these problems.  

Investigation of oligonucleotides containing an abasic site (AP site) demonstrates how the 

loss of a single nucleobase disrupts the cooperativity to hybridization and ultimately destabilizes 

the duplex. Temperature-jump (T-jump) IR experiments reveal that an AP site creates a 

free-energy barrier for forming base pairs on each side of the modified site, effectively breaking 
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the duplex into two segments with free-energy barriers for nucleation even though the average 

structure of the duplex is nearly unperturbed relative to canonical DNA. Coarse-grained MD 

simulations reveal that an AP site constrains the trajectories of hybridization events (i.e. transition 

paths) to follow a mechanism of nucleating and zippering a stretch of base pairs on one side of the 

AP site before nucleating and zippering the other segment. The added free-energy penalty for 

nucleating the second segment destabilizes the duplex beyond what is expected from the 

well-established nearest-neighbor thermodynamic models of DNA. Shifting the position of an AP 

site within an oligonucleotide moves the location of the second nucleation barrier along the free-

energy landscape, tuning the destabilization and dynamics of the duplex. T-jump IR experiments 

reveal that the barrier induces fraying of the short base-pair segment on nanosecond timescales 

when the AP site is close to the termini. The short segment gains binding stability as the AP site 

moves away from the termini and eventually overcomes the nucleation barrier at length scales of 

2 – 5 base pairs depending on the sequence. The fully encompassed nucleation barrier maximally 

destabilizes the duplex and creates metastable configurations with one segment dissociated. 

Nuclear magnetic resonance (NMR) and two-dimensional IR spectroscopy (2D IR) measurements 

reveal that certain sequences can circumvent the nucleation barrier by base pairing out-of-register.  

     Our study of cytosine and 5-carboxylcytosine (caC) protonation in oligonucleotides reveals 

that small chemical modifications can also disrupt the cooperativity of base pairing and 

hybridization. While N3 protonation of cytosine is found to inhibit duplex formation, protonation 

of the exocyclic carboxyl group of caC weakens base pairing and promotes internal melting of the 

duplex at temperatures below the full dissociation transition of the duplex. T-jump IR 

measurements show that caC protonation reduces the free-energy barrier to dissociation and 

promotes stretched-exponential relaxation, a signature of conformational or dynamic 
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heterogeneity. Deprotonated caC exhibits a minor impact on duplex stability and kinetics, 

therefore exocyclic protonation acts as a switch between standard and weakened base-pairing that 

may be relevant for the recognition and excision of caC. 
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Chapter 1 

Towards the dynamics of nucleic acid hybridization 

1.1 Introduction 

 Short DNA and RNA strands (< 200 nucleotides), known as oligonucleotides, have become 

foundational molecules for applications in biotechnology, nanotechnology, and imaging 

applications biology. CRISP-Cas gene editing uses a 20-mer guide RNA segment to recognize 

sections of the genome,1 DNA nanostructures are self-assembled from collections of short 

oligonucleotides,2 dynamic functions of nanostructures can be programmed with oligonucleotide 

hybridization,3 and oligonucleotide hybridization be may utilized for super-resolution imaging 

with DNA-PAINT.4 Fundamental physical properties of oligonucleotides and their folding and 

assembly underpin the design of these methods. For example, the thermodynamic and kinetic 

penalties of forming base-pair mismatches are a primary factor in the fidelity of target specificity 

for CRISPR-Cas gene editing.5-7 In DNA nanostructure assembly, tunable nucleic acid structures 

larger than 100 nm-scales form through the binding of hundreds to thousands of oligonucleotides 

with a degree of cooperativity that depends on the desired structure.8-12 With DNA-PAINT, the 

rate of oligonucleotide hybridization and dehybridization determine the imaging speed, prompting 

optimization based on repetitive nucleobase sequence designs.13-14  

 Nucleic acid technologies hinge on an ability to predict how the thermodynamics, kinetics, 

and dynamics of oligonucleotide hybridization vary with factors such as nucleobase sequence, 

length, environmental conditions, chemical modifications, and non-canonical base pairing. 
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Empirical nearest-neighbor thermodynamic models predict the free-energy change of 

hybridization (∆𝐺ℎ
° ) as a function of nucleobase with quantitative accuracy,15-18 and these models 

have emerged as the most widely applied tool to predict duplex stability19-22 while methods to 

predict hybridization kinetics are still developing.23-27 Calculation of ∆𝐺ℎ
°  alone is sufficient for 

certain applications,28 yet it is a poor predictor of the configurational ensemble adopted by 

duplexes and single strands as well as the rate and mechanism of duplex hybridization that are 

foundational aspects of technologies like dynamic DNA nanostructures and DNA-PAINT.3, 14 

Numerous research groups recognized this gap in the understanding of oligonucleotides, 

prompting experimental and computational investigations over the past fifteen years that have 

illuminated how nucleobase sequence tunes the rate and mechanism of duplex hybridization as 

well as the molecular properties of the duplex ensemble.25, 29-36 There are still key questions that 

remain unanswered concerning the dynamics of hybridization, here defined as the sequence of 

molecular events that take place when oligonucleotides transition between the single-strand and 

duplex ensembles. Given that these properties remain ambiguous for canonical oligonucleotides, 

the influence of chemical modifications, lesions, non-canonical base pairs, and changes in 

environmental conditions on hybridization dynamics are almost entirely limited to thermodynamic 

and kinetic descriptions.37-41 With these dynamic properties still elusive, nucleic acid technologies 

have rapidly developed using design principles based exclusively on thermodynamic and kinetic 

principles of hybridization. Therefore, improvement in our understanding of hybridization and 

duplex dynamics may similarly promote the development of new technologies based on controlled 

manipulation of hybridization mechanism and pathways.  
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 Hybridization of oligonucleotides requires coordination amongst numerous structural 

degrees of freedom, such as those that describe base pairing, stacking, and backbone 

configurations, which is achieved through cooperative interactions between residues. Rooted in 

the statistical thermodynamic helix-coil models of the 1950s, we refer to cooperativity in the 

context of duplex hybridization as the favorability for forming a base pair adjacent to another 

relative to nucleating a base pair in isolation. This cooperativity is largely mediated by stacking 

interactions and backbone constraints between adjacent sites that act to pre-organize formation of 

the next base pair. Cooperativity has been a core concept of nucleic acid hybridization from its 

earliest thermodynamic investigations and is also fundamental to the dynamics of hybridization 

and the structural dynamics of the duplex. Full duplex hybridization between complementary 

oligonucleotides arises as each intact base pair within the continuous stretch of contacts 

pre-organizes the next through nearest-neighbor interactions. Oligonucleotides spend nearly all of 

their time as dissociated single-strands or an almost fully intact duplex because cooperative 

interactions hinder anything in between. However, this cooperativity is not infinite, as 

oligonucleotide duplexes have been shown to exhibit a variety of local transitions away from their 

canonical form,42-46 and new studies demonstrate that these properties of the duplex are highly 

sensitive to nucleobase sequence, chemical modifications, and the presence of lesions.47-50 In 

addition to tuning the duplex ensemble, these factors likely influence the dynamics of 

hybridization located within the rare and rapid crossing events between the duplex and dissociated 

states. Such crossing events are invisible to nearly all experimental measurements and remain 

difficult to characterize with computation. Accessing and understanding how to tune such 

dynamics requires new approaches to probe and model hybridization dynamics.  
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In this chapter, we aim to give an overview of the current understanding of oligonucleotide 

hybridization kinetics and dynamics. We first summarize work that has explored the physical 

properties of duplex and single-strand ensembles. As a foundation for investigating transitions 

between ensembles, the following section summarizes thermodynamic and kinetic principles of 

oligonucleotide hybridization established over the past sixty years. We then highlight recent 

breakthrough studies that have enabled the first experimental and computational visualization of 

hybridization dynamics and conclude by briefly discussing current gaps in our understanding of 

hybridization and an outlook for future investigations.   

1.2 Duplexes, single strands, and hybridization from 60 years of 

thermodynamics and kinetics 

 Oligonucleotide hybridization is a multidimensional process that involves changes in many 

structural degrees of freedom, yet hybridization is often described along a single reaction 

coordinate. The optimal coordinate may report on combinations of the degree of base pairing 

between strands, stacking within strands, or hydration structure around the nucleic acid, yet most 

experiments directly probe only one of these parameters. Therefore, the hybridization coordinate 

in Fig. 1.1 depicts an ambiguous collective variable that separates the single-strand and duplex 

ensembles and captures the free-energy barrier in between. The barrier region can generally be 

broken down into three sections: an encounter complex where oligonucleotides rapidly shuffle 

around each other while forming and breaking base-pair contacts, a transition-state ensemble, and 

energetically downhill formation of the remaining base pairs.  
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1.2.1 Structural dynamics of the duplex 

 Although originally envisioned as a relatively static molecule, nucleic acid duplexes 

constantly undergo local and global structural motions that promote interactions with proteins and 

ligands. These motions span timescales from picoseconds to seconds and involve local fluctuations 

in base-pair orientation,51-52 exchange of base-pair geometries,42 and large-scale bending of the 

duplex.53 We primarily focus on the dynamics of base-pairing interactions in this chapter. 

Advances in all-atom molecular dynamics (MD) simulations and experimental techniques over the 

Figure 1.1 Overview of oligonucleotide hybridization on a two-state free-energy profile. 

Simple oligonucleotide systems may be separated into free-energy basins encompassing the 

single-strand and duplex ensembles. Unstructured single-strands must overcome an entropic 

barrier to hybridize that involves: (1) diffuse search between oligonucleotides, (2) an encounter 

complex where base-pair contacts are formed and broken until strands diffusive away or (3) until 

enough contacts are made to overcome the barrier and formation of the remaining base pairs is 

energetically downhill. In reverse, the free-energy barrier for dehybridization is dominated by the 

enthalpic penalty of breaking base-pair and stacking interactions yet slightly compensated by the 

favorable entropy change of dissociation.  
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past twenty years have prompted several discoveries that reshaped our molecular interpretation of 

nucleic acid duplexes.42, 53-57 As a result, the duplex ensemble is the most thoroughly characterized 

portion of the free-energy profile in Fig. 1.1.  

The study of structural fluctuations in nucleic acid duplexes dates back more than 60 years 

to the concept of DNA “breathing” (Fig. 1.2a).43, 58-59 Due to its structural ambiguity, “breathing” 

has taken on a multitude of meanings that generally refer to transient local disruptions of base pairs 

arising from thermal fluctuations.43, 59-60 Evidence for “breathing” was first found in the 1960s by 

measuring the rates of hydrogen-tritium (H-T) exchange between duplex DNA and tritiated water 

(THO). The observation of complete exchange of labile nucleobase protons indicated that even the 

imino and amino hydrogens that participate in base pairs must become transiently accessible to 

exchange with tritium. Further evidence of transient base-pair openings came from experiments 

using formaldehyde, which hydroxymethylates amino and imino groups of nucleobases and 

disrupts base-pair interactions.61-62 In the 1980s, the molecular detail accessible from exchange 

experiments greatly improved through combination with nuclear magnetic resonance (NMR) 

spectroscopy. NMR experiments monitoring hydrogen-deuterium (H-D) exchange at guanine and 

thymine imino sites enabled determination of exchange rates for individual base pairs in duplexes 

shorter than 30 nucleotides.63-65 Two-state modeling of the exchange kinetics typically indicates 

opening on millisecond timescales and closing on nano-to-microsecond timescales in B-DNA and 

A-RNA duplexes, producing equilibrium constants for opening that ranged from 10-5 – 10-7 

depending on the sequence context.63, 66-67  



Chapter 1. Towards the dynamics of nucleic acid hybridization 

 

7 
 

 

Figure 1.2 Structural motions in the duplex ensemble. (a) Schematic of base-pair “breathing” 

in a duplex where an individual or a region of base pairs transiently open to some degree. (b) Local 

fluctuations in base-pairing and stacking structure on pico-to-nanosecond timescales from all-atom 

MD simulations with the parmbsc1 force field. Trajectories for base-pair propeller twist angle and 

stacking rise are shown for G:C (blue) and A:T (red) sequence contexts. Histograms correspond 

to probability distributions from 1 μs of simulation time. (c) A:T and G:C base pairs in canonical 

DNA duplexes can exchange between Watson-Crick-Franklin (WCF) and lowly-populated 

Hoogsteen (HG) conformations on micro-to-millisecond timescales. Timescales and equilibrium 

populations are determined from NMR relaxation dispersion measurements.36 (d) (top) 

Free-energy profiles for fraying of A:T (GCcore) and G:C (GCends) terminal base pairs calculated 
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Figure 1.2 Structural motions in the duplex ensemble, continued 

from MD simulations with the 3SPN.2 coarse-grained model, highlighting the greater propensity 

for A:T fraying. Free energy is plotted as a function of the inverse average base-pair separation 

(1/𝑟𝑏𝑝) across the duplex where the free-energy minimum at ~1.7 nm-1 corresponds to a fully intact 

duplex while that at ~1.4 nm-1 corresponds to a duplex with one broken terminal base pair. 

(bottom) Experimental demonstration of high-amplitude A:T terminal fraying on 10 – 100 ns 

timescales with temperature-jump IR spectroscopy. The change in IR signal at adenine (blue) and 

guanine (red) vibrational bands is shown following a temperature jump across the duplex melting 

transition. GCcore exhibits kinetic components for A:T terminal fraying from 10 – 200 ns and full 

strand dissociation from 5 – 100 μs. GCends exhibits a low-amplitude kinetic component for G:C 

fraying from 0.2 – 1.0 μs and full-strand dissociation from 5 – 100 μs.  

Even though imino H-D exchange measurements for individual base pairs are commonly 

interpreted to report on complete opening of Watson-Crick-Franklin (WCF) base pairs (or base 

flipping), the molecular characteristics of the “open” and “closed” states in these measurements 

are often ambiguous.43, 59, 68-69 For example, all-atom MD simulations of duplexes indicate that 

“closed” base pairs constantly undergo fluctuations in base pair and stacking geometry on pico-to-

nanosecond timescales that depend on sequence-context (Fig. 1.2b).51-52, 54, 70 The “open” state 

corresponds to the ensemble of configurations that can undergo H-D exchange. But how open must 

a base pair be for H-D exchange to occur, and do multiple base pairs open cooperatively? Free-

energy calculations of base flipping from all-atom MD simulations revealed that imino protons 

may undergo H-D exchange with base-pair opening angles as small as 30° and that the “open” 

state likely contains a large spread of opening angle values.68-69, 71-72 Free energies for opening 

calculated using this cutoff show qualitative agreement with free energies for “opening” in H-D 

exchange measurements, supporting the assignment of “opening” in NMR experiments to flipping 

of one nucleobase by  ≥30°.45 The observation of distinct NMR H-D exchange rates for adjacent 

base pairs has led to suggestions that “breathing” occurs one base pair at a time rather than as a 
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cooperative unit at temperatures below the melting transition of the duplex.59, 64, 73 However, H-D 

exchange timescales are an average over the ensemble of opening events at each site, and 

measurements that correlate opening events at adjacent sites are needed to evaluate cooperativity 

in base-pair opening. In contrast to NMR H-D exchange, measurements of duplex motions using 

single-molecule fluorescence spectroscopy reveal structural fluctuations on tens-to-hundreds of 

microsecond timescales that may correspond to transient opening of 2 – 10 base pairs (i.e. 

“bubbles”),46, 74 and a full rationalization of these results with those from NMR H-D exchange has 

yet to be accomplished.  

 It was discovered roughly ten years ago that a portion of the “breathing” events observed 

in isotope-exchange and formaldehyde experiments correspond to transitions between WCF and 

Hoogsteen (HG)75 base-pair geometries.36, 42, 76  HG base pairs are created by rotating the purine 

base ~180° about the glycosidic bond to adopt a syn sugar-base orientation and form hydrogen 

bonds between 6 and 7 positions of the purine with the 4 and 3 positions of pyrimidine base, 

respectively (Fig. 1.2c). Using relaxation dispersion NMR spectroscopy (Chapter 2.3), Al-Hashimi 

and co-workers found that WCF base pairs in B-DNA spontaneously switch to HG conformations 

on tens of millisecond timescales via a free-energy barrier that requires flipping of the purine base 

into the major groove.42, 77 The average lifetime of the HG conformation ranges from hundreds of 

microseconds to a couple of milliseconds depending on the sequence context.36 The resulting HG 

equilibrium constants range from 10-2 to 10-1,  ~104-fold larger than the typical values obtained for 

base-pair opening,  and sequence-dependent variation in the HG equilibrium constant is primarily 

set by the stability of the WCF base pair rather than the stability of the HG conformation.36 

Transient HG base pairs have not been observed in A-RNA experimentally and are estimated to 
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be disfavored by a free-energy penalty of 20 – 30 kJ/mol relative to B-DNA.78 This energy penalty 

primarily arises from steric clashes of forming the syn orientation in the A-form duplex. 

 In addition to internal base-pair opening and HG formation, oligonucleotide duplexes may 

partially unwind from the terminal base pairs. These events are referred to as terminal fraying and 

are commonly observed in measurements of base-pair breaking and duplex dissociation.79-82 

Terminal fraying arises from the reduced stacking interactions at the terminus that give way to the 

entropic benefit of having a broken base pair with high configurational freedom. The lower 

enthalpic stability of base-pairing and stacking interactions in A:T base pairs makes them more 

likely to fray than G:C base pairs (Fig. 1.2d).80, 83 Temperature-jump (T-jump) spectroscopy 

revealed that A:T base-pair fraying occurs on nanosecond timescales and is approximately 10-fold 

faster than fraying of G:C base pairs.31-32, 80-81 However, the distribution of frayed configurations 

has yet to be determined directly from experiment and is instead estimated from modeling and MD 

simulations.83-87 Statistical models are often used to calculate distributions of the number of frayed 

bases and predict that configurations with multiple frayed A:T base pairs can reach a population 

of 5 – 10% even at temperatures below the duplex melting transition.83-84 All-atom MD simulations 

have been employed to probe the configurations of frayed states and pathways for fraying. An 

investigation of RNA oligonucleotides found that fraying preferentially initiates through 

unstacking of the 3ʹ nucleobase before the 5ʹ end.86 These simulations, as well as others, also 

identify a population of noncanonical base-pairing geometries that play a significant role in the 

kinetics of fraying,85-86 but it is unclear whether these configurations correspond to an artifact of 

current all-atom force fields for DNA and RNA.  
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1.2.2 Pre-melting of the duplex  

The previous section summarized several internal and terminal base-pair structural motions 

exhibited by duplexes at temperatures well below their melting transition, and it is important to 

clarify the relationship and differences between these motions from “pre-melting” transitions that 

occur at temperatures closer to the duplex melting transition. The entropic benefit of base-pair 

breaking promotes a greater abundance of “breathing” or partial disruptions as temperature 

increases. Heterogeneity in base-pair and stacking stability throughout a duplex additionally 

enables local regions to dissociate with populations greater than 10% at temperatures below the 

Figure 1.3 Pre-melting of duplexes through terminal fraying. (a) Three-component 

reconstructions of FTIR temperature series for GCcore and GCends, where the purple component 

corresponds to intermediate duplex configurations with frayed termini. The blue and red 

components correspond to the fully intact duplex and dissociated single strands, respectively. (b) 

Calculated populations of duplex species as a function of temperature using a lattice model. 

Different color curves correspond to the population of a species with a certain number of intact 

base pairs (𝑛𝑏𝑝), and the purple line is a sum over the population of all species containing frayed 

base pairs. (c) Free-energy profiles as a function of 𝑛𝑏𝑝 generated from the lattice model. Profiles 

are shown at temperatures ranging from 5 to 100 ˚C. Figure is adapted from Sanstead et al.80  
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melting transition of the entire duplex,80, 83 which is in significant contrast to the equilibrium 

constants of 10-2 to 10-7 for base-pair opening and HG formation discussed in the previous section.  

The most abundant form of “pre-melting” in short canonical oligonucleotides (5 – 20 

nucleotides) is terminal fraying. Due to its favorable entropy, the population of frayed 

configurations and average number of frayed base pairs increases as temperature increases and is 

particularly evident for A:T termini near a G:C-rich region of base pairs (Fig. 1.3).80, 83, 87 In stark 

contrast to the sigmoidal melting transitions of duplexes, the relatively small enthalpy and entropy 

changes for fraying lead to a nearly linear increase in the frayed population with temperature until 

the duplex fully dissociates. Fraying manifests as a broadening of the duplex free-energy basin in 

hybridization free-energy profiles generated from statistical models and coarse-grained MD 

simulations (Fig. 1.3c).83-84 Additionally, the free-energy barrier height for A:T fraying becomes 

nearly negligible close to the melting transition (Fig. 1.2d), evidenced by T-jump experiments 

where nanosecond temperature changes as small as 5 ˚C induce energetically downhill A:T 

fraying.32 These experiments also suggest that fraying of multiple A:T base pairs is not a 

cooperative process and instead follows a diffusive random walk. On the other hand, G:C terminal 

fraying contains a significantly greater free-energy barrier height as temperature jumps as large as 

20 ˚C are unable to promote downhill fraying.31-32  

Simultaneous disruption of multiple base pairs internal to the duplex is severely 

unfavorable in 5 – 20 nucleotide oligonucleotides, but these bubble configurations become a 

significant form of “pre-melting” in intermediate and longer duplexes (>50 nucleotides).60, 88-90 

The favorability for bubble formation is greatest among a stretch of A:T base pairs that is 
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surrounded by G:C-rich regions. Using a combination of UV absorption temperature series and 

temperature-quenching experiments, Zocchi and co-workers experimentally determined the 

thermodynamic properties of A:T-rich bubble opening.88, 91 Unlike A:T terminal fraying, bubble 

opening is proposed to be cooperative and requires an A:T-rich bubble region of at least 20 

nucleotides in length to form. Coarse-grained MD simulations also suggest a cooperative 

mechanism for opening of large bubbles that operates through both disruption of base pairs and 

twisting of the loop.92-93 The large free-energy barrier associated with this process leads to 

simulated opening and closing times of ~15 ms and 40 μs, respectively, at temperatures well below 

the melting transition of the duplex.93 The calculated closing timescale is similar to the observed 

“breathing” timescales from single-molecular fluorescence spectroscopy noted in the previous 

section,46, 74 supporting that these measurements probe cooperative bubble formation. These 

simulations and measurements are still in a temperature regime where bubble opening is 

unfavorable with equilibrium constants of 10-2 to 10-3. It is unclear if the kinetics and dynamics of 

bubble formation differ at higher temperatures where they are formed with significant population 

as described in the work of Zocchi & co-workers.88, 91  

1.2.3 Configurations of single-strand oligonucleotides 

 Potentially the most overlooked question in oligonucleotide hybridization is the structural 

nature of the single-strand ensemble. The energetics of this ensemble are significant to the 

free-energy change for hybridization, and the average structure and motions likely play a role in 

the rate and dynamics of hybridization. It is well-established that most oligonucleotide sequences 

can fold to form intramolecular base pairs, even if highly unstable, but what does an “unfolded” 
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oligonucleotide actually look like? The flexbility of the single strand is primarily dictated by a 

combination of excluded volume interactions, electrostatic repulsion between backbone units, and 

stacking between nucleobases. Therefore, the single-strand ensemble is highly sensitive to 

counterion concentration and valency as electrostatic shielding of the backbone from counterions 

promotes more compact single-strand conformations. These changes are most commonly 

expressed in terms of mechanical and global properties, such as the persistence length and 

end-to-end distance, extracted from force-pulling, small-angle x-ray scattering (SAXS), or single-

molecule FRET experiments on intermediate size (~40 nucleotides) oligonucleotides.94-98 The 

persistence length of ssDNA ranges from ~2.0 nm at sub-mM counterion concentrations, 

approximately the length of 6 nucleotides, to as low as 0.8 nm with >100 mM MgCl2, and values 

are shifted about 0.3 nm higher in ssRNA.96, 99 These properties are also expected to depend on 

nucleobase sequence through tuning the stacking interaction strengths in the single-strand, which 

is supported by the consistent observation that adenine-only oligonucleotides are more rigid than 

thymine-only oligonucleotides.94, 98-99  

To understand the role of single-strand structure and dynamics in hybridization, it is 

important to go beyond a global description of the single strand and characterize the abundance 

and distribution of specific interactions such as stacking and non-canonical base pairing. Direct 

comparison between experiments and computations of single strands has begun to provide 

molecular insight into the ensemble of elongated and compact configurations adopted under 

different counterion conditions. Refinement of static ssDNA ensembles using SAXS data indicated 

that adenine-only and thymine-only oligonucleotides adopt similar size distributions even though 

the adenine-only strand contains 3-5-fold more stacked bases on average, suggesting that there is 
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little correlation between the mechanical properties and stacking interactions of the strand.97 The 

ensembles indicated that stacking in the 30-mer is broken up into segments of 3 – 6 nucleotides 

separated by short unstacked regions, suggesting that stacking is only weakly cooperative. 

Extensions to probe the kinetics and dynamics of single-strand ensembles require comparison of 

experiments, specifically those sensitive to local structure like NMR and IR spectroscopy, with 

all-atom MD simulations, and studies to date have indicated sequence-dependent preferences for 

stacking and forming non-canonical intramolecular base pairs.94, 100 These studies also show that 

oligonucleotides as short as 4 nucleotides still sample a wide ensemble of structures.95, 100 

However, the accuracy of all-atom force fields for describing single-strands is still under 

question,94-95, 100-101 hindering progress towards an understanding of dynamics in single-strands.  

1.2.4 Kinetics of transitions between duplex and single-strand ensembles 

To understand how transitions between duplex and single-strand ensembles occur, the 

majority of research (including much of this thesis) has focused on how the timescale of 

hybridization and dehybridization change as a function of environmental variables and sequence 

composition.25-26, 33, 37, 102-107 As these kinetic experiments measure the rate of population change 

in duplex and single-strand ensembles, rather than the crossings or “transition paths” in between, 

they lack direct insight into the series of molecular events during hybridization. However, the 

observed kinetics arise from the underlying dynamics, and kinetic characterization of hybridization 

puts constraints on its molecular dynamics. These constraints, as well as the fact that the most 

popular molecular pictures of hybridization are based upon kinetic models, encourage a discussion 

of the key findings on the kinetics of oligonucleotide hybridization.  
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 As the proposed double-helical structure of dsDNA was being developed in the early 

1950s,108-109 researchers were already interested in the physical properties of duplex association 

and dissociation.110-112 The structural complexities of polymeric DNA hindered the interpretation 

of early kinetic experiments,103 but the advent of relaxation methods with sub-μs time resolution 

(particularly T-jump)113 and short oligonucleotide synthesis enabled kinetic studies on sequences 

as short as 4 nucleotides.102, 104, 114 Although these studies were limited to a small number of 

oligonucleotide sequences accessible at the time, they established foundational principles of 

hybridization kinetics. T-jump and mixing relaxation profiles for hybridization followed a single 

kinetic component, excluding terminal fraying and triplex dissociation, prompting treatment of the 

observed rate constant (𝑘𝑜𝑏𝑠) with a two-state kinetic model to extract rate constants for association 

(𝑘𝑎) and dissociation (𝑘𝑑) as shown in Fig. 1.4a and Chapter 3.6. The two-state behavior arises 

from the cooperativity of base pairing that produces a single free-energy barrier for hybridization 

and dehybridization. Temperature-dependent measurements of 𝑘𝑑 and 𝑘𝑎 modeled with 

transition-state theory revealed the energetic properties of each free-energy barrier and the 

transition-state ensemble for hybridization (Fig. 1.4b). 𝑘𝑑 increases exponentially with 

temperature, reflecting a large enthalpic barrier (∆𝐻𝑑
‡
 ~ 175 kJ/mol for 10-mer) and a favorable 

entropy change (∆𝑆𝑑
‡ > 0).102, 104 In contrast, 𝑘𝑎 exhibits a weak dependence on temperature in the 

absence of hairpins and usually decreases slightly as temperature increases (depending on the 

temperature range),33, 102, 104 indicating that the rate of hybridization is primarily set by an entropic 

barrier (∆𝑆𝑎
‡ < 0) and a slightly favorable enthalpy change (∆𝐻𝑎

‡
 < 0).  
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Figure 1.4 Kinetics of oligonucleotide hybridization. (a) Two-state kinetics commonly observed 

in ensemble and single-molecule measurements of hybridization. The observed rate of the slowest 

kinetic component (𝑘𝑜𝑏𝑠) from mixing or relaxation (usually temperature-jump) experiments is 

typically modeled as a sum of dissociation (𝑘𝑑) and association (𝑘𝑎) rate constants weighted by 

the monomer concentration at equilibrium. Single-molecule trajectories show jumps between 

duplex and single-strand states characterized by waiting times 𝜏𝑑 and 𝜏𝑎, respectively, that follow 

exponential distributions. (b) (left) Temperature-trends in 𝑘𝑎 and 𝑘𝑑 for an 11-mer determined 

from T-jump experiments near the melting temperature (𝑇𝑚), highlighting different energetic 

properties of the free-energy barriers for hybridization and dehybridization as shown schematically 

on the right. (c) Scatter plot showing the relationship between log(𝑘𝑑) at 25 °C and the duplex 

dissociation free energy predicted from Santa Lucia’s NN model (∆𝐺𝑑,𝑁𝑁
° ).16 𝑘𝑑 data is taken from 

Rejali et al.23 for oligonucleotides of 6 to 14 nucleotides in length. The solid line corresponds to a 

linear fit, and the data is well-correlated with a Pearson correlation coefficient (R) of 0.99. (d) 

Scatter plot of ∆𝐺𝑑,𝑁𝑁
°  vs. 𝑘𝑎 using data on 10-mers and 14-mers from Hertel et al.25 Open markers  
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Figure 1.4 Kinetics of oligonucleotide hybridization, continued 

are 10-mers and closed markers are 14-mers, and blue, black, and red markers correspond to 

sequences with 42, 50, and 57% G:C base pair content. (e) Schematic of a nucleation-zipper kinetic 

model from Craig et al.102 Each arrow involves the formation or breaking of an in-register base 

pair. Details are described in the text. (f) General schematic of recent kinetic models where 

hybridization is broken up into a diffusive encounter followed by nucleation and zippering.25, 27 

Unlike the nucleation-zipper model, these models account for out-of-register base pairing in the 

encounter complex and the possibility of multiple stretches of base pairs during the process of 

nucleation.   

 Early measurements of oligonucleotide hybridization were performed shortly after the 

development of statistical helix-coil models for nucleic acids.90, 115-117 These statistical models 

were modified to create the “nucleation-zipper” kinetic model for oligonucleotide hybridization 

(Fig. 1.4e) that persists even today as the most common kinetic description of hybridization.102, 104 

The model is often expressed with minor modifications, but all versions assume that the 

rate-limiting step and free-energy barrier for hybridization corresponds to the formation of a small 

number of base pairs (known as nucleation) and that the remaining base pairs form in an 

energetically downhill process referred to as zippering. As for the thermodynamic zipper models, 

only configurations with a single stretch of base pairs are accounted for as illustrated in Fig. 1.4e. 

𝑘𝑓 and 𝑘𝑏 are the rate constants for zippering or unzippering a single base pair, and their ratio gives 

the stability constant of a base pair from helix-coil models (𝑠 = 𝑘𝑓/𝑘𝑏). Formation of the first few 

base pairs is slowed by factors 𝛽 and 𝜎𝑖, which are less than or equal to one and analogous to the 

cooperativity parameter, 𝜎, in helix-coil models. 𝛽 contains the translational diffusion for 

oligonucleotides to meet. However, measured 𝑘𝑎 values are ~1000-fold smaller than the estimated 

diffusion-limited rate constant of short oligonucleotides,37 suggesting that 𝛽 also accounts for 

numerous failed attempts to form the first base pair or an encounter complex. The free-energy 
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barrier for hybridization may require the formation of additional base pairs that are energetically 

uphill. The formation of each base pair is described by their respective 𝜎𝑖 value, and 𝜎𝑖 ~ 1 for the 

formation of base pairs beyond the point of nucleation. These nucleation-zipper models have been 

successful in describing hybridization kinetics experiments, which is not surprising given that there 

are a large number of unknown parameters in the model and only a single kinetic observable (𝑘𝑜𝑏𝑠). 

However, the molecular characteristics of 𝛽 and 𝜎𝑖 parameters are ambiguous and do not enable 

the prediction of hybridization rates for oligonucleotides of different sequences, lengths, and 

environments.  

 A resurgence of interest in hybridization kinetics over the past twenty years has reinforced 

aspects of the nucleation-zipper model and prompted modifications to maintain consistency with 

new experimental and computational results. Even though there have been numerous technological 

advances that enable new kinetic measurements of duplex conformational transitions or structural 

dynamics in proteins,42, 118 the kinetic observables for nucleic acid hybridization are nearly the 

same as they were in the 1970s. T-jump spectroscopy and mixing are still two of the most common 

kinetic experiments,25-26, 32, 119-120 but they have been improved to provide sensitivity to different 

structural coordinates, higher data quality and time resolution, and greater throughput. 

Single-molecule spectroscopy in principle provides access to the properties of transition paths 

between duplex and single-strand states, as demonstrated for protein association,118 but insufficient 

time resolution typically limits these experiments to measuring distributions of 𝑘𝑎 and 𝑘𝑑 from 

which their average values are reported.37, 105, 121 Using these methods, and helped by advances in 

oligonucleotide synthesis,122 there have been multiple studies providing 𝑘𝑎 and 𝑘𝑑 values for over 
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40 oligonucleotide sequences.23-26, 123 A common finding from these studies is that 𝑘𝑑 is 

well-correlated with the predicted dissociation free-energy of the duplex from NN models (∆𝐺𝑑,𝑁𝑁
° , 

Fig. 1.4c) and that the change in the free-energy barrier for dehybridization (∆𝐺𝑑
‡
) exhibits a near 

1-to-1 relationship with ∆𝐺𝑑
° .23, 26, 119 In contrast, 𝑘𝑎 usually varies only 2-to-5-fold with sequence 

and shows poor correlation with ∆𝐺𝑑,𝑁𝑁
°  (Fig. 1.4d).23, 25-26 There is evidence that 𝑘𝑎 is correlated 

with oligonucleotide length and G:C base-pair content, but these results vary across studies and 

require further experiments to establish empirical trends.25-27, 37 These observations support 

previous notions that the transition-state ensemble of hybridization involves a small number of 

base-pair contacts and better resembles the single-strand ensemble relative to that of the duplex.  

 Sequence-dependent survey studies of hybridization kinetics have identified that 𝑘𝑎 

increases for oligonucleotides with increasingly repetitive nucleobase sequence due to the ability 

to base pair in out-of-register configurations.25, 27 Binding out-of-register may be a kinetic trap in 

some cases, but increasing experimental and computational evidence suggests that it generally 

helps keep strands together longer in an encounter complex and provides more ways to nucleate 

(Fig. 1.4f).25, 27, 29-31, 124 The combinatorics and stability of out-of-register base pairing are now 

being incorporated into kinetic models of hybridization with progress towards prediction of 𝑘𝑎 as 

a function of sequence.25, 27, 125  
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1.3 Towards dynamics of hybridization  

1.3.1 Encounter complex and nucleation

 

While kinetic models of hybridization are improving in their description of strand 

encounter and nucleation, they provide little insight into the molecular configurations that make 

Figure 1.5 Multiple pathways of hybridization. (a) Snapshots from a single hybridization event 

following a classic nucleation-zipper mechanism in a MD simulation using the 3SPN.2 coarse-

grained model. The simulation box contains 5ʹ-CCTATATATCC-3ʹ and its complement with an 

implicit counterion ionic strength of 600 mM.  (b) A second hybridization event that first involves 

binding with out-of-register base pairs followed by formation of in-register base pairs.  
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up the encounter complex and mechanism for nucleation. For example, what are the structural 

differences between the many failed nucleation attempts and those that actually succeed? 

Accessing these dynamics is challenging both with experiment and computation, and only recently 

has any direct insight been achieved with either.29-31, 34, 126  

Inaccuracies in all-atom MD force fields for non-duplex structures and difficulties with 

sampling hybridization transitions pushed for the development of coarse-grained models to sample 

trajectories of hybridization events. Numerous coarse-grained models have been developed,127-132 

and oxDNA127 has become the most popular for simulating oligonucleotide assembly in various 

contexts.10, 29, 133-134 Regardless of the coarse-grained force field, a common observation is that 

oligonucleotides can hybridize via multiple pathways (Fig. 1.5). Canonical nucleation-zipper 

mechanisms, where strands bind together via a few in-register base pairs and subsequently zip up 

as a single-stretch of base pairs, are found in most sequences.29-31, 135 Hybridization is also found 

to initiate via out-of-register base pairs.29-31, 131 Out-of-register configurations are most abundant 

in fully repetitive sequences, but they can contribute to the hybridization transition paths of nearly 

any sequence. Upon binding in an out-of-register configuration, the partial duplex may dissociate 

and then quickly reform in-register base pairs and hybridize via a nucleation-zipper mechanism or 

the partial duplex may directly transition to a full duplex through configurations with both in- and 

out-of-register base pairs (Fig. 1.5b). Multiple types of such mechanisms have been observed in 

coarse-grained MD simulations, demonstrating the beneficial role of out-of-register contacts in 

providing more routes to hybridization.29-30, 131  
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Most experimental evidence for heterogeneity in hybridization pathways comes indirectly 

from the kinetic measurements discussed in Section 1.2.4,25, 27 but advances in single-molecule 

spectroscopy may provide direct means to probe molecule configurations during hybridization 

events. Single-molecule FRET and optical tweezers have been applied to probe nucleic acid 

folding transition paths, but not yet bimolecular hybridization.35, 136-139 However, a breakthrough 

study by Granick & co-workers used liquid-cell transmission electron microscopy (TEM) to 

directly image hybridization of 90-mer oligonucleotides in aqueous solution.34 Interactions with 

the graphene sample cell reduce the translational diffusion coefficient of single strands to 

~2 × 10-14 cm2/s compared to ~4 × 10-7 cm2/s in free solution, allowing visualization of 

oligonucleotides as they hybridize even with an imaging frame rate of ~3 s-1. Even though only 18 

hybridization events were captured, a variety of mechanisms were observed that include 

nucleation-zipper and those with apparent out-of-register base pairs. Multiple events were found 

to initiate via bubble configurations, which surprisingly promoted hybridization in certain 

sequences. Different mechanisms are also distinguished by time-dependent changes in two-

dimensional orientation and the projected end-to-end distance of the bound oligonucleotides, 

providing the possibility for new quantitative measures of hybridization dynamics.  

1.3.2 Base-pair zippering  

 It is generally assumed that the zippering phase of hybridization proceeds through rapid 

sequential formation of a continuous stretch of in-register base pairs, but such a picture had never 

been experimentally tested until recently. Single-molecule measurements of DNA hairpin folding 

cannot inform on the bimolecular encounter of oligonucleotides in hybridization, but they can 
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report on the dynamic properties of base-pair zippering. Using optical tweezers measurements at 

constant force, Woodside & co-workers have investigated the dynamic properties of zippering in 

DNA hairpins with 20 nucleotide stems and determined a number of quantitative properties of 

transition paths through measurements of thousands of folding and unfolding transitions.35, 136-138, 

140 They initially identified through statistical tests of transition paths and committor analysis 

(Chapter 5) that zippering is well-described as 1D diffusion along the end-to-end extension 

experimental coordinate,140 similar to previous reports on protein folding.141-142 Sequence-

dependent variation in the average transition-path duration from 20 – 35 μs indicated that the 

diffusion coefficient along the extension coordinate increases roughly linearly with G:C base-pair 

content and is nearly 2-fold larger for a G:C base pair relative to A:T base pair.35 The molecular 

origin for this sequence-dependence in the zippering diffusion coefficient is still unclear but was 

hypothesized to lower the free-energy barrier for rotation of the glycosidic bond in guanine relative 

to adenine. The different diffusion coefficients for A:T and G:C base pairing also imply that the 

diffusion coefficient for zippering of a mixed oligonucleotide is position-dependent along the 

reaction coordinate.  

 More recent investigations into the shape of transition paths for hairpin folding potentially 

reflect deviations from 1D diffusion along the end-to-end extension coordinate.138 Transition path 

trajectories show pauses with durations of 1 – 20 μs that are defined as a region where the velocity 

is approximately zero. Pauses are observed across all regions of the transition paths, suggesting 

that they are ubiquitous during zippering and either correspond to small free-energy barriers for 

motion along the extension coordinate or structural motion along other coordinates to which 

extension is insensitive. Pause time distributions are multi-exponential regardless of the 
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nucleobase sequence, suggesting that either multiple free-energy barrier heights are encountered 

or that zippering proceeds through multiple types of multi-dimensional structural motions. In either 

scenario, the prevailing picture of 1D diffusive zippering is inconsistent with the results and instead 

a more complex set of dynamics must be at play.   

1.3.3 Outlook for studying dynamics of hybridization  

 The collection of investigations on the energetics and time-dependence of hybridization 

spanning from the 1950s until today have established empirical properties of oligonucleotides that 

enabled the birth of numerous fields in nucleic acid technology.  However, only within the last ten 

years have single-molecule experiments and molecular dynamics simulations of nucleic acids 

advanced far enough to bring us to a cusp in the direct investigation of structural dynamics in 

nucleic acid assembly and more generally in biomolecular recognition. Direct visualization of 

hybridization dynamics will provide a physical basis to explain the empirical trends observed to 

date and predictive power to design new experiments. As dynamic studies become more feasible, 

there are certain outstanding questions that may be most insightful to address: (1) structural 

differences between successful and failed hybridization encounters, (2) role of hydration and ion 

rearrangement during hybridization, and (3) influence of chemical modifications and lesions on 

dynamics of hybridization and base pairing within the duplex. 

Tuning the propensity for failed vs. successful hybridization is potentially the most 

powerful design principle for optimizing hybridization kinetics. Some of the kinetic models and 

coarse-grained MD simulations summarized in this chapter suggest that having more possibilities 

for initial binding and rearrangement acts to speed up hybridization,25, 27, 29-30 but there is still little 
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sense for which pathways are actually utilized in experiment. It is also important to clarify the 

meaning of a “failed” hybridization event. In one limit strands collide and quickly diffuse apart 

1000 times on average before successful hybridization whereas in the other limit strands encounter 

and shuffle between native and non-native contacts until eventually nucleating as observed on 

graphene with liquid-cell TEM.34 The reality of hybridization in free solution lies somewhere in 

between.       

In addition to the formation of base-pairing and stacking interactions, hybridization 

requires disruption of hydration at the nucleobase interface, restriction of water molecules in the 

minor groove, and uptake in counterions associated with the phosphate backbone.56, 143-145 While 

the thermodynamics of these changes are known to be significant factors in the stability of the 

duplex,146-147 the time-dependence and dynamics are unknown. These dynamics are foundational 

to predicting how the properties of hybridization will change in different in vitro and in vivo 

environments.107, 148 The significant dependence of 𝑘𝑎 on counterion concentration yet minor 

dependence for 𝑘𝑑 hints towards a mechanism where the uptake of counterions occurs in the 

encounter complex and nucleation phase of hybridization, but this is only speculative as counterion 

concentration will also influence the energetics of the single-strand ensemble. Computational and 

experimental advances over the past ten years have enabled more direct probing of the hydration 

and counterion structure around duplexes that may lend themselves to the study of rearrangement 

during hybridization.144, 149-151 
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1.4 Thesis Outline  

 
Figure 1.6 Duplex destabilization from non-canonical base pairs and modifications. 

Experimental structures and reported reduction in DNA duplex free energy (∆∆𝐺𝑎,37
° )38, 152-153 from 

(left) protonated 5-carboxylcytosine (PDB: 4PWM), (center) adenine:cytosine mismatch (PDB: 

1D99), and (right) abasic site (PDB: 1G5D).  

 The body of work summarized in this chapter reveals several standing questions 

surrounding the molecular properties of nucleic acid hybridization between canonical 

oligonucleotides, and another layer of complexity arises from the multitude of non-canonical 

interactions that result in duplexes from chemical modifications, mismatches, and lesions. The 

stability of the duplex is extraordinarily sensitive to such modifications, often exhibiting free-

energy penalties of 5 – 30 kJ/mol for the replacement or addition of a single chemical bond.154-155 

Such sensitivity in base-pair stability may play a role in the enzymatic recognition of modified and 

damaged sites in the genome and has been utilized in the development of nucleic acid 

technologies.156-158 While some modifications induce large changes in the average structure of the 

duplex,159-160 many appear to have a minor structural impact (Fig. 1.6).50, 161 Instead, these sites 

may alter duplex stability through kinetic and dynamic effects and disruption of base-pairing 

cooperativity in the duplex.47-49, 162  
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The work in this thesis aims to improve our understanding of how chemical modifications 

and lesions alter DNA duplex and hybridization dynamics through the use of experiments, 

modeling, and simulations. We begin in Chapter 2 by summarizing the benefits and difficulties of 

using nonlinear infrared spectroscopy to study oligonucleotides with comparison to nuclear 

magnetic resonance and electronic spectroscopy. An emphasis is placed on the sensitivity of 

infrared spectroscopy to different types of base pairing. We refer readers to previous resources on 

2D IR spectroscopy as its principles have been published repeatedly throughout the history of the 

Tokmakoff group.163-164  

Chapters 3 and 4 contain a discussion of the principles and practical factors guiding the use 

of temperature-jump infrared spectroscopy for studying processes that occur on timescales ranging 

from nanoseconds to minutes. In addition to an outline of optical design, we offer a discussion of 

simple data processing, kinetic analysis, and characterization of potential artifacts.  

Chapter 5 introduces concepts in canonical oligonucleotide hybridization dynamics 

through analysis of coarse-grained molecular dynamics simulations. We begin by assessing the 

quality of base-pairing collective variables for describing hybridization through statistical 

measures of transition paths. After establishing select collective variables, we move on to describe 

sequence-dependent trends in hybridization dynamics.  

Chapters 6 and 7 provide an analysis of how removing a single nucleobase (i.e. formation 

of an abasic site) disrupts the stability, kinetics, and dynamics of the DNA duplex. A combination 

of experiments and simulations are used to directly show that an additional free-energy barrier 

arises for base pairing on each side of the abasic site, which disrupts the cooperativity of base 
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pairing observed in the dynamics, kinetics, and thermodynamics of hybridization. We then 

describe how the position of an abasic site in an oligonucleotide alters the stability and dynamics 

of the duplex through fraying, metastable states, and out-of-register base pairing. 

In Chapter 8 we demonstrate how 5-carboxylcytosine, a nucleobase modification used in 

the active demethylation cycle of DNA, acts as a protonatable switch to reduce the cooperativity 

of G:C base pairing in the duplex. Direct comparison is made with N3 protonation of cytosine, 

illustrating distinct thermodynamic and kinetic influence from each type of protonation.  

Lastly, in Chapter 9 we characterize the hybridization of dinucleotides onto oligonucleotide 

gap and overhang templates. The discussion primarily aims to introduce methods for accurately 

measuring temperature-dependent hybridization thermodynamics and kinetics in these systems, 

and along the way, we identify energetic properties distinct from hybridization between two 

canonical oligonucleotides.  
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Chapter 2 

Spectroscopy of Nucleic Acid Structure and Dynamics 

2.1 Tools for probing structural dynamics 

 

As introduced in Chapter 1, nucleic acids and proteins exhibit a hierarchy of structural 

dynamics spanning from local motions on ultrafast (fs – ps) timescales to large-scale 

rearrangement and assembly that can take up to hours. Unfortunately, no single experiment can 

Figure 2.1 Timescales of nucleic acid motions and accessibility by select time-resolved 

experiments. Optical spectroscopy may be coupled with perturbations such as photoexcitation 

and temperature-jumps to probe structural motions occurring from picoseconds to hours, but these 

methods suffer from limited structural information and cannot directly probe dynamics of barrier 

crossing. Single-molecule methods can visualize trajectories of barrier crossing, but are often 

limited by time resolution (≥ 10 μs).  
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probe all of these dynamics at once, and high-quality biophysics studies instead resort to 

combining a series of experimental tools to characterize biomolecular dynamics. The most 

common reason for employing multiple probes is the experimental tradeoff between structure 

resolution and time resolution (Fig. 2.1). Methods such as cryogenic electron microscopy 

(cryo-EM),1 x-ray crystallography,2 and nuclear magnetic resonance (NMR)3 offer unmatched 

structural information but are usually limited to motions occurring on millisecond timescales or 

slower.4-6 Time-resolved X-ray scattering and diffraction methods are showing promise for 

nanosecond-to-millisecond structural dynamics, but are still in development.7-8 In contrast, 

methods capable of accessing ultrafast timescales such as UV absorption, circular dichroism, 

vibrational spectroscopy, and fluorescence provide relatively limited structural information.  

Coverage of a wide range of timescales does not ensure accessibility to the true dynamics 

of a structural process. As stated in Chapter 1, our goal is to visualize how a molecule transforms 

from one state to another through what is called a transition path (the actual barrier-crossing event). 

This can only be achieved by monitoring time trajectories of single molecules. Single-molecule 

experiments have directly revealed insight into transition paths of protein folding, protein-protein 

association, and DNA hairpin folding.9-10 However, these methods suffer from limited time 

resolution (≥ 10 μs), lack of local structural information, and require potentially perturbative 

immobilization and chemical labeling of the sample.11-13 Although single-molecule methods are 

powerful for probing biomolecular dynamics, they were not employed for the work in this thesis 

and their discussion will be limited.  
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Ensemble experiments, which make up the entirety of this thesis, measure a signal 

originating from 106 – 1012 molecules that averages out the trajectories and dynamic information 

of individual molecules. These experiments offer accessibility to the fastest molecular motions, 

but provide indirect insight into the underlying structural dynamics relative to single-molecule 

methods. In almost all cases, the dynamics of interest must be synchronized by applying an 

external perturbation such as a photoexcitation or temperature change. For a transition between 

two states separated by a large free-energy barrier – a common scenario for nucleic acids and 

proteins – only the change in the population of states is observed as a function of time. The 

spectroscopic probe then reports how long molecules remain in a given state rather than watching 

the movement of molecules from one state to the other. If stable or metastable configurations exist 

in between basins or off-pathway, they can often be resolved as well. Ensemble methods can most 

directly access dynamics of energetically downhill conformational motion, in which the movement 

of population across the free-energy landscape may be visible. Perturbation-induced downhill 

dynamics is most easily achieved for photophysical and photochemical phenomena where 

relaxation from an initially excited high-energy configuration may proceed partially or fully 

downhill.14 It is more difficult to promote downhill structural dynamics in the electronic ground 

state (e.g. structural motions of nucleic acids),15-17 and the approach for doing so may bias the 

observed dynamics from its native mechanism.18  

 This chapter summarizes the advantages and disadvantages of employing infrared and 

NMR spectroscopy to investigate structural motions in nucleic acids. Many details of nonlinear 

infrared spectroscopy and their application to nucleic acids have previously been described within 
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our group,19-22 and comparison with modern time-resolved NMR methods23-24 should assist in 

identifying which method is most appropriate for the problem at hand.  

2.2 Infrared spectroscopy of nucleic acids 

2.2.1 FTIR spectroscopy of nucleobases and secondary structure 

Infrared (IR) spectroscopy probes molecular vibrations that offer sensitivity to local nucleic 

acid structure as well as ultrafast intrinsic time resolution for monitoring the time-dependence of 

structural changes. As a result, IR spectroscopy resolves rapidly exchanging species (tautomers, 

oligonucleotide strands, etc.) as separate sets of absorption peaks weighted by their population and 

can be implemented in time-resolved approaches to track real-time kinetics down to hundreds of 

femtosecond timescales.25-28 Time-resolved IR spectroscopy is discussed in Chapters 3 and 4, and 

here we summarize the structural sensitivity of IR spectroscopy to nucleic acid structural changes. 

Nucleic acids contain numerous types of chemical groups that lead to absorption across much of 

the mid-IR spectral region (1000 – 4000 cm-1 or 10 – 2.5 μm).29-30 Each of these groups reports on 

different aspects of nucleic acid structure. For instance the asymmetric phosphate stretch at 1200 

– 1250 cm-1 is sensitive to the structure and electrostatic environment of the phosphate backbone.31 

Base-ribose and low-frequency ring vibrations from 1300 to 1450 cm-1 are sensitive to ribose 

configuration and glycosidic bond orientation and can distinguish A, B, and Z duplex 

conformations, C2ʹ-endo vs. C3ʹ-endo puckering conformations, and anti vs. syn sugar-base 

configurations.22, 29-30, 32 Higher frequency N-H and C-H stretch vibrations are also sensitive to 

nucleic acid structural changes but are more difficult to study.33-34 
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The work in this thesis exclusively utilizes the in-plane ring and carbonyl stretching 

vibrations of the nucleobases (1450 to 1750 cm-1). These are among the brightest DNA vibrational 

bands (molar absorption coefficient 𝜀 = 500 – 800 M-1 cm-1) and are highly sensitive to changes in 

base pairing and stacking as well as chemical modifications to the nucleobase. Figure 2.2 shows 

FTIR spectra of each nucleotide in deuterated aqueous solution. There are three to five vibrational 

bands in the 1500 – 1750 cm-1 spectral region depending on the nucleobase substituents and ring 

structure. In general, the vibrations are highly delocalized with a combination of C=O, C=N, C=C 

stretching and N-H bending, and there is no clean separation of carbonyl-only and ring-only 

vibrations.35 A possible exception is the guanosine carbonyl stretch (G1), which is relatively 

Figure 2.2 Free nucleotide FTIR spectra. (Left) Chemical structures of nucleobases. (Right) 

FTIR spectra of cytidine (C), thymidine (T), uridine (U), guanosine (G), adenosine (A) 

5ʹ-monophosphates in deuterated pH 7 PBS. FTIR bands are labeled Xn for each nucleobase. 

Adapted from Peng et al.35  
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localized to the C6=O carbonyl group. The spectra instead transition from carbonyl-dominant 

(1640 – 1750 cm-1) to ring-dominant (1500 – 1640 cm-1) as indicated in Table 2.1.  

Table 2.1 IR vibrational mode assignments for nucleotides. Experimental FTIR peak frequency 

and contributions to vibrational modes determined from DFT frequency calculations of solvated 

nucleotides. 𝜈 indicates stretching and 𝛿 indicates bending. Py and Im correspond to vibrations on 

the pyrimidine and imidazole ring, respectively. Adapted from Peng et al.35  

Base Peak 
Freq. 

(cm-1) 
Contributions 

C 

C1 1651 𝜈(C2=O), 𝜈(N1=C6), 𝛿(C6–H) 

C2 1614 𝜈(N3=C4–C5=C6), 𝜈(C2=O), 𝛿(C5–H), 𝛿(C6–H) 

C3 1583 - 

C4 1524 𝜈(C4–C5), 𝜈(N1–C6), 𝛿(C5–H), 𝛿(C6–H), 𝛿(N4D2) 

C5 1504 𝜈(N3=C4–N4), 𝜈(C5=C6), 𝛿(C5–H), 𝛿(C6–H), 𝛿(N4D2) 

T 
T1 1690 𝜈(C2=O), 𝜈(C4=O), 𝛿(N3–D) 

T2 1663 𝜈(C4=O), 𝜈(C5=C6), 𝛿(N3–D), 𝛿(C5H3), 𝛿(C6–H) 

T3 1629 𝜈(C5=C6), 𝜈(C4=O), 𝛿(C5H3), 𝛿(C6-H) 

U 
U1 1693 𝜈(sym C=O), 𝜈(C5=C6), 𝛿(N3–D), 𝛿(C5–H) 

U2 1655 𝜈(asym C=O), 𝜈(C5=C6), 𝛿(C5–H), 𝛿(C6–H), 𝛿(N3–D) 

U3 1617 𝜈(C5=C6),𝜈(asym C=O), 𝛿(C5–H), 𝛿(C6–H), 𝛿(N3–D) 

G 

G1 1665 𝜈(C6=O), 𝛿(N1-D), Py 

G2 1579 𝜈(C2=N3), 𝜈(C6=O), 𝛿(N1–D), 𝛿(N2D2) Py 

G3 1565 𝜈(C2=N3–C4=C5), 𝛿(C8–H), Py + Im 

G4 1539 𝜈(C4=C5), 𝜈(N7=C8), 𝛿(C8–H), Py + Im 

A 
A1 1625 𝜈(C4=C5, C5–C6 out-of-phase), 𝛿(C2-H), 𝛿(N6D2), Py 

A2 1578 𝜈(C4=C5, C5–C6 in-phase), 𝜈(N1–C6), 𝜈(N3–C4), 𝜈(N7=C8), 𝛿(C8–H), Py + Im 

A3 1525 -  

 

 The distinct mid-IR fingerprint of each nucleobase enables IR spectroscopy to provide 

base-specific information in the study of oligonucleotides. In the duplex, guanine and cytosine 

vibrations, and to a lesser extent adenine and thymine/uracil vibrations, are coupled through base 

pairing.26, 36-38 Figure 2.3 shows FTIR spectra of self-complementary 5ʹ-ATATATATAT-3ʹ, 

(AT)5, and 5ʹ-GCGCGCGC-3ʹ, (GC)4, oligonucleotides where each sample is fully duplexed at 

1 °C and dissociated into single strands at 90 °C. Numerous IR bands are sensitive to changes in 

base pairing and stacking. Even though the character of the vibrations are different in the duplex 



Chapter 2. Spectroscopy of Nucleic Acid Structure and Dynamics  

49 
 

than in free nucleotides, the nucleotide notation in Fig. 2.2 is used for simplicity. A:T duplex 

formation primarily induces intensity changes in the 1600 – 1750 cm-1 region, most significantly 

the suppression of A1 and T3. Intensity changes also dominate the ring mode region (G2-4 and C4-5) 

during G:C duplex formation, yet the most notable change is the blueshift of G1 by ~20 cm-1 (G1*) 

that may result from coupling to intrabase ring and cytosine vibrations.39 The intensity changes of 

the C4-5/G2-3 and A1/T3 ring modes are well isolated, enabling use as markers for A:T and G:C base 

pairing, respectively, even in mixed duplexes (Fig. 2.3b). It is worth noting that while these 

changes are easy to isolate experimentally, they are more difficult to interpret and reproduce 

computationally than the shifts in the carbonyl region.36, 40 As a result, direct connections between 

experimental and computational measurements of nucleic acid structural dynamics using 

vibrational spectroscopic maps have yet to be achieved. It is also important to note that 13C, 15N, 

and 18O isotope-labeling may be employed to measure nucleobase- and bond-specific IR spectra, 

which may be more suitable to accurate spectral simulation.36, 41-42  

The in-plane ring and carbonyl vibrations depend on the nature of hydrogen bonding and 

stacking interactions and therefore show sensitivity to different types of secondary and tertiary 

structure. First, we may consider the comparison of DNA and RNA duplexes. As an example, 

FTIR spectra of G:C-rich gap complexes are shown in Fig. 2.3c. Small differences between DNA 

and RNA may arise in the 1620 – 1720 cm-1 region from replacement of two thymines in DNA to 

uracils in RNA, but the most notable spectral differences occur in the G/C ring and carbonyl bands. 

The spectral differences between DNA and RNA most likely stem from their different duplex 

conformation. DNA is typically B-form (rise per base pair ~ 3.4 Å) while RNA is the more compact 

A-form (rise ~ 2.9 Å), which has been shown to alter the intrastrand coupling between nucleobase 
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vibrations.43 Indeed, spectral simulations of G:C-rich A-form DNA show a blueshift and 

broadening of G1* relative to B-form DNA as shown in Fig. 2.3c, but these simulations do not 

reproduce the enhanced intensity of G3 observed in RNA.43 The FTIR spectra of single-stranded 

DNA and RNA at 90 °C are nearly the same, suggesting similar stacking structure.  

 

Figure 2.3 FTIR spectral changes of DNA and RNA duplex melting. (a) FTIR spectra of 

5ʹ-ATATATATAT-3ʹ, (AT)5, and 5ʹ-GCGCGCGC-3ʹ, (GC)4, at 1 °C (duplex) and 90 °C (single-

strand). Nucleobase vibrations from Fig. 2.2 are indicated. Oligonucleotides were prepared at 4 

mM in pH* 6.8 40 mM sodium phosphate buffer (SPB). (b) Difference spectra between 90 and 1 

°C for each sequence. (c) 1 °C (left) and 90 °C (right) spectra of DNA and RNA gap duplex 

complex. (d) Difference spectra between 90 and 1 °C. 
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Figure 2.4 illustrates how the in-plane ring and carbonyl vibrations are distinctly sensitive 

to base pairing geometry using the examples of C:C base pairing in an i-motif (iM), 

guanine-quartet in G-quadruplex, and G:C Hoogsteen (HG) base pairing in triplex DNA to 

compare with Watson-Crick-Franklin (WCF) base pairing in duplex DNA. There are other types 

of base pairing that may exhibit distinct behavior, but these examples are chosen to illustrate the 

Figure 2.4 FTIR spectroscopy of different types of base pairs. (a) Chemical structures of C:C 

base pairing in an i-motif (iM), guanine-quartet base pairing in a G-quadruplex (GQ), Hoogsteen 

(HG) base pairing in a triplex, and Watson-Crick-Franklin (WCF) base pairing in a B-DNA 

duplex. (b) FTIR spectra of folded (1 °C) and unfolded (90 °C) iM and GQ strands. The iM 

sequence is 5ʹ-CCCTTTCCCTTTCCCTTTCCC-3ʹ and the GQ sequence is 

5ʹ-GGTTGGTGTGGTTGG-3ʹ. (c) Spectra of a G:C-rich intramolecular DNA triplex with the HG 

segment folded (1 °C) and unfolded (44 °C). The HG base pairing segment is 

CCTCCCCTCC/GGAGGGGAGG. (d) Difference spectra between high and low temperatures for 

the strands in (b, c) and a DNA duplex of 5ʹ-CCTATATATCC-3ʹ + complement (WCF). Data are 

plotted in percent change relative to the 1 °C spectrum, Δ𝑆 = [𝑆(90) − 𝑆(1)]/max (𝑆(1)). 

Color-coded arrows indicate key difference features for distinguishing species in a mixture of 

structures.  
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sensitivity of nucleobase vibrations to common secondary structures. In the iM, base pairing 

between cytosines is mediated by N3 protonation such that three hydrogen bonds are formed in 

the base pair, and the C:C base pair energy is larger than that of WCF G:C and A:T.44 N3 

protonation partially breaks up the delocalized nature of vibrations in cytosine, producing a 

vibrational band at ~1710 cm-1 that is dominated by C2=O stretching motion (iM1) and altering the 

character of the other cytosine ring modes. Although C:C base pair formation influences the width 

and frequency of the C2=O stretch, the high-frequency band generally arises from N3 protonation 

in free nucleotides and G:C HG base pairing (C*, Fig. 2.4c).45  There is also a large reduction in 

the intensity of the band near 1650 cm-1, which is a distinct feature of C:C base pairing. Guanine-

quartet formation does not produce any new vibrational bands but does alter the guanine vibrations 

distinctly from WCF base pairing. Guanines in the quartet participate in hydrogen bonding through 

both the N1 and N7 faces while coordinated around a monovalent cation of the correct size 

(usually K+). This leads to large changes in the ring vibrations due to varying degrees of 

delocalization across the quartet. Interestingly, G1 does not blueshift as observed in WCF base 

pairing, and previous analysis shows it corresponds to asymmetric stretching of C6=O in diagonal 

monomers.22 Potentially the most distinct feature of GQs is the enhanced intensity of G4 relative 

to WCF base pairing, which comes from increased coupling to the C6=O stretch on the same 

monomer. As illustrated in the melting difference spectra in Fig. 2.4d, the distinct spectral changes 

associated with each of these structures allows IR spectroscopy to disentangle complicated 

mixtures of secondary and tertiary structure, which is necessary for studying biologically relevant 

systems with competition between structures.46   
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2.2.2 Nonlinear IR spectroscopy of DNA duplex melting 

 Nonlinear vibrational spectroscopy is capable of providing enhanced structural information 

of nucleic acids relative to FTIR spectroscopy. Such methods include sum-frequency generation 

for probing interfacial water and nucleic acids at interfaces and two-dimensional IR (2D IR) for 

probing structural changes in solution.26, 47-49 This thesis utilizes 2D IR and its 1D projection, 

pump-probe (PP) spectroscopy, as a structural probe for steady-state and transient methods of 

nucleic acid folding and hybridization. Details of 2D IR spectroscopy are well documented and its 

implementation is discussed in Chapter 4,19-20 so this section will focus on the application to 

nucleic acids and the basic concepts needed for understanding the spectra.   

 2D IR is a well-known tool for studying ultrafast (fs – ps) solvent dynamics, chemical 

exchange, and vibrational energy transfer in solution.50-51 2D IR presents several advantages over 

FTIR. First of all, it spreads the vibrational spectrum over two frequency axes, excitation (𝜔1) and 

detection (𝜔3), creating a correlation map between vibrational transitions. The presence or absence 

of cross-peaks report on coupling and energy flow between vibrations and can determine whether 

a set of peaks arises from one or multiple chemical species.22, 25 Each peak consists of a doublet 

with a positive peak that corresponds to the 0-1 vibrational transition (ground-state bleach and 

stimulated emission; abbreviated GSB for simplicity) and a negative peak due to the 1-2 

vibrational excited-state absorption (ESA). In the nucleic acid spectra, the ESA always appears 

shifted to lower 𝜔3 frequencies than the GSB due to normal anharmonicity of the vibrational 

potentials. Another advantage comes from the proportionality of the 2D IR and PP signals to the 

fourth order of the transition dipole moment for a given oscillator (|𝜇|4) that leads to negligible 
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2D IR and PP background signal from D2O in the 1450 – 1750 cm-1 region. The linear IR 

absorption bands are proportional to |𝜇|2, so the high concentration and low |𝜇| of D2O leads to 

an absorbance that is typically ~10 times greater than that of nucleic acids (at ~2 mM). Extracting 

the nucleic acid linear absorption spectrum requires careful subtraction of the D2O background, 

which ultimately limits signal detection at low concentrations. 2D IR spectroscopy may also be 

employed to monitor the kinetics of ultrafast processes through changes in peak amplitude, 

lineshape, and anisotropy as a function of waiting time (𝜏2),49-50 but the congested nature of nucleic 

acid spectra limits the use of lineshape and anisotropy analysis methods.   

 

Figure 2.5 2D IR spectra of nucleobases. 2D IR spectra of nucleotide monophosphates at a 

concentration 20 mg/ml at 20 °C and pH 6.9. Spectra were acquired with parallel (ZZZZ, top) and 

perpendicular (ZZYY, bottom) pulse polarization. FTIR spectra from Fig. 2.2 are shown atop for 

each nucleotide. Adapted from Peng et al.53  
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Figure 2.6 2D IR spectroscopy of DNA duplex melting. (a) 2D IR spectra of (AT)5 at 1 °C 

(duplex) and 90 °C (single-strand) using ZZZZ and ZZYY pulse polarization. Data are collected 

at a waiting time (𝜏2) of 150 fs. Markers in ZZYY spectra indicate intrabase thymine (blue), 

intrabase adenine (teal), and interbase A:T (purple) cross peaks. (b) Difference spectra between 

90 and 1 °C plotted in percent change, Δ𝑆 = [𝑆(90) − 𝑆(1)]/max [𝑆(1)]. (c-d) Plots for (GC)4. 
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 Figure 2.5 shows 2D IR spectra for each nucleotide monophosphate in aqueous solution. 

Each spectrum is characterized by cross-peaks from vibrational coupling between ring and 

carbonyl vibrations, providing direct evidence of the delocalized nature of the nucleobase 

vibrations.35 The spectra of the nucleobases help interpret those of self-complementary A:T and 

G:C oligonucleotides shown in Fig. 2.6. The low-temperature duplex spectrum of (AT)5 is 

characterized by cross-peaks from intrabase vibrational coupling within adenine and thymine 

nucleobases. Cross-peaks exist at both above (𝜔3 > 𝜔1) and below (𝜔3 < 𝜔1) the diagonal, but 

those below the diagonal are more difficult to observe due to interference with ESAs. There are a 

few interbase cross-peaks between adenine and thymine due to base pairing that are lost upon 

thermal dissociation of the duplex, as described previously.26, 49 Intrabase cross-peak amplitudes 

change with the amplitude of their diagonal peaks. The low-temperature spectra of (GC)4 exhibit 

interbase cross peaks between guanine and cytosine modes in the carbonyl region as well as 

directly between carbonyl and ring vibrations. The cross peaks between G1* and C4/C5 are 

particularly well-isolated from intrabase vibrations and cross peaks in A:T base pairs, allowing 

robust measurement of G:C base pairing in mixed-sequence duplexes.26 The employed pulse-

polarization scheme modifies the relative amplitude between cross peaks and diagonal peaks and 

can be used to better isolate peaks of interest in the 2D IR spectra.19, 39, 52 Figures 2.5 and 2.6 show 

spectra measured with two of the most common polarization schemes where the pump and probe 

pulses have either parallel (ZZZZ) and perpendicular polarization (ZZYY). Many cross peaks 

show an increase in amplitude relative to the diagonal peaks upon switching from ZZZZ to ZZYY, 

arising from projection angles of 50 – 130° between transition dipoles of coupled nucleobase 

vibrational modes.35, 39  Isolation and characterization of cross peaks using ZZYY or other 
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polarization schemes can provide enhanced insight into the secondary and tertiary structure of 

biomolecules.26, 53-54  

 

Figure 2.7 illustrates that the spectral changes along the diagonal are distinct from those in 

FTIR for duplex dissociation. The higher-order proportionality to |𝜇| in the 2D IR signal leads to 

different relative amplitudes among the peaks for both the duplex and single-strand as well as 

different relative signal change upon duplex melting compared to FTIR. For (AT)5 the signal 

changes in T1-3 and A1 are all amplified relative to FTIR, and the behavior of (GC)4 is more 

Figure 2.7 Comparison of 2D IR and FTIR spectral changes during DNA duplex melting. (a) 

2D IR diagonal slices extracted using the pump-slice amplitude method (PSA)55 overlaid with 

FTIR spectra at the same temperature for (AT)5 and (GC)4. Data at each temperature are 

normalized to the maximum signal of the high-temperature spectrum. (b) Difference spectra 

between the high and low-temperature normalized spectra in (a). 
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complicated. In 2D IR, there is nearly half the change in G1* and double the change in G1 relative 

to FTIR. The normalized increase in G2-3 and C4-5 is similar for each method, but the percent 

change is greater in 2D IR. Overall, these differences give 2D IR greater contrast between melting 

and non-melting temperature-dependent changes in the IR spectrum, which provides higher 

sensitivity to partial duplex melting transition as shown in Chapters 7 and 9.  

 When employing nonlinear IR spectroscopy as a probe for structural dynamics, PP 

spectroscopy is often employed instead of 2D IR due to its faster acquisition speed.27, 56-57 The PP 

spectrum is equivalent to integrating the 2D IR spectrum across 𝜔1.58 Therefore, the PP spectrum 

Figure 2.8 Pump-probe spectroscopy of DNA duplex melting. (a) Low and high temperature 

pump-probe spectra of (AT)5 and (GC)4 collected with parallel (ZZZZ, top) and perpendicular 

(ZZYY, bottom) pulse polarization at τ2 = 150 fs. (b) Percent change difference spectra for both 

sequences and polarizations. Dashed lines indicate adenine and guanine ring ESA bands that are 

used for probing G:C and A:T base pairing, respectively, in mixed-sequence duplexes.  
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still contains the advantages of fourth-order proportionality to the transition dipole moment but 

does suffer a loss of information on cross-peaks and lineshape relative to 2D IR. Certain 

polarization schemes may still allow to extract some cross-peak information.52, 57 Another 

drawback of PP is the partial overlap of GSB and ESA peaks, which can hide peaks of interest. 

This is particularly troublesome for nucleic acids and proteins due to the large number of 

vibrational transitions in the 1500 – 1750 cm-1 region. Figure 2.8 shows DNA duplex and single-

strand PP spectra collected for (AT)5 and (GC)4, and differences between ZZZZ and ZZYY spectra 

are subtle relative to the 2D IR spectra (Fig. 2.6). The highest frequency carbonyl GSB contains 

the least overlap with other bands and is by far the largest positive signal for each duplex. All GSB 

and ESA peaks from 1550 to 1660 cm-1 interfere with others, leading to complicated PP spectra. 

However, similar to the fundamental transitions in the FTIR spectra, melting-induced signal 

increase in the G2/G3 ESAs are separated from A:T spectral changes, and A1/T3 ESAs are separated 

from G:C spectral changes (dashed lines in Fig. 2.8b). These bands are used as reporters for G:C 

and A:T base pairing in transient measurements of DNA structural changes.15, 59  

In Chapter 4, we will discuss how 2D IR may be combined with a synchronization event, 

such as a temperature change, to probe structural changes that occur on picosecond to minute 

timescales. Potentially due to technical difficulties, only a few research groups employ such 

transient 2D IR methods for probing structural processes in biomolecules.27, 60-61 

2.2.3 Comparison with UV absorption and circular dichroism spectroscopy 

 UV absorption and circular dichroism (CD) are the most commonly employed 

spectroscopic probes of nucleic acid conformational changes dating back to the 1950s.62-63 These 
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early experiments laid the foundation for nucleic acid biophysics, and the methods still offer some 

advantages over other methods. First of all, nucleic acid bases have relatively large absorption 

coefficients from 250 – 280 nm (𝜀 = 5 – 10 × 103 M-1cm-1) that allow for high-quality 

measurements with micromolar nucleotide concentrations. Additionally, easy-to-use commercial 

UV/Vis and CD spectrometers with automated temperature control and commercial data analysis 

software are available in nearly all research institutions, making the method accessible to 

researchers from a wide breadth of backgrounds. 

Nucleobases contain a combination of ππ* and dark nπ* electronic transitions from 200 – 

300 nm. The absorption band(s) from 240 – 300 nm, which are most commonly used for melting 

studies, correspond to the lowest energy ππ* transitions. Overall, the spectra of each nucleobase 

have significant spectral overlap, but minor differences arise in pyrimidines versus purines (Fig. 

2.9a).64 The lowest-energy ππ* transition of pyrimidines is well-separated from other bright 

transitions, leading to a single absorption band from 250 – 300 nm. Purines contain two similar 

low-energy ππ* transitions, denoted La and Lb. The guanine spectrum is distinguished by a two-

peak structure arising from significant oscillator strength in each transition whereas only the La 

transition is bright in adenine. Stacking between nucleobases couples transitions on neighboring 

nucleobases, generating exciton transitions with different energies and oscillator strengths than in 

the free nucleotides.65 As a result, the UV spectrum of oligonucleotides reshapes upon duplex 

melting (Fig. 2.9a,b). For both (AT)5 and (GC)4, melting leads to an increase in absorption with 

difference features centered at 260 and 280 nm, respectively. Although the A:T and G:C difference 
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features are not as separated as in FTIR spectroscopy, they still offer the capability to resolve each 

type of melting in mixed-sequence duplexes. 

UV CD spectroscopy is now more commonly applied than UV absorption to monitor 

nucleic acid structural changes. CD reports on the chirality of the whole DNA molecule, and is 

therefore best for detecting associated and folded structures with different orientations. Significant 

spectral differences are found between different duplex conformations (A, B, Z) and between 

Figure 2.9 Signatures of DNA duplex melting from UV absorption and CD spectroscopy. (a) 

UV absorption spectra of (AT)5 and (GC)4 at 1 and 90 °C from 250 to 325 nm. Oligonucleotides 

were prepared at 50 μM in pH 7 40 mM SPB. Dashed lines correspond to absorption spectra of 

respective nucleotide monophosphates. (b) Percent change difference spectra between 90 and 1 °C 

for each sequence. (c) UV circular dichroism (CD) spectra of (AT)5 and (GC)4 at 1 and 90 °C. The 

room temperature spectrum of a modified self-complementary Z-form duplex, 

5ʹ-TACXCXCXTA-3ʹ where X is 8-oxoguanosine, is overlaid with (GC)4. (d) Percent change 

difference spectra for melting of (AT)5 and (GC)4.  
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parallel and anti-parallel G-quadruplex orientations,66 whereas these conformations may be harder 

to detect with FTIR.22, 30  As shown in Fig. 2.9c, the greater ordering of duplexed nucleic acids 

enhance their CD signal relative to the single-strands such that melting leads to an overall loss of 

signal. Similar to the UV absorption, the CD spectral changes of (GC)4 in the 225 – 300 nm 

window are redshifted 25 – 30 nm relative to (AT)5. However, larger sequence differences are 

observed from 200 – 225 nm. As an example of CD’s sensitivity to helical conformation, a left-

handed Z-form DNA duplex modified with 8-oxoguanosine shows a near flip of the CD spectrum 

in the 225 – 300 nm window relative to the B-form duplex of (GC)4. A drawback of CD is that its 

interpretation is largely empirical as the conformation of a measured sample is assigned based on 

its similarity to established reference samples. As a result, inaccurate structural assignments may 

be made when CD spectra deviate from well-established spectra.67  

2.3 NMR for structural dynamics 

Nuclear magnetic resonance (NMR) spectroscopy is well-established as one of the most 

useful approaches for studying protein and nucleic acid structure and kinetics. The high sensitivity 

of nuclei to their local environment allows for residue-specific probing of oligonucleotides and 

small proteins with 15N or 13C isotope labeling,68-69 and nucleobase-specific resolution may still be 

achieved for oligonucleotides containing less than ~15 nucleotides using 1H NMR spectroscopy.70-

71 Additionally, numerous NMR active nuclei provide distinct information on nucleic acid 

structure and dynamics (Table 2.2). Much of the structural insight is learned through homonuclear 

and heteronuclear multidimensional NMR methods that probe correlations between the same type 

(homonuclear) and different types of nuclei (heteronuclear) that nowadays can be performed with 



Chapter 2. Spectroscopy of Nucleic Acid Structure and Dynamics  

63 
 

commercial spectrometers and software, making NMR a widely used approach in biophysics 

among non-specialists. While NMR was commonly viewed as a structural tool for many decades, 

recent advances have enabled studies of kinetics on micro-to-millisecond timescales with 

sensitivity to minor configurations unmatched by other spectroscopic techniques.23-24, 72  

Table 2.2 Common NMR-active nuclei for studies of nucleic acids and proteins  

Nuclei 
Natural 

Abundance 

Gyromagnetic 

ratio γ/2π 

(MHz/T) 

Applications for nucleic acids 

1H 99.990 42.576 
H-D exchange, structure determination, large 

conformational changes 
13C 1.110 10.708 Relaxation dispersion, base pair and sugar conformation 
15N 0.370 -4.316 Relaxation dispersion, base pair conformation 
31P 100.000 17.235 Backbone conformation73 

19F 100.000 40.078 
Ligand-binding,74 site-specific dynamics, in cell 

labeling  
23Na 100.000 11.262 Cation-nucleic acid interactions75 
7Li 92.580 16.546 Cation-nucleic acid interactions76 
17O 0.037 -5.772 Water-nucleic acid interactions77 

 

2.3.1 NMR spectra of nucleic acids 

 NMR obtains its structural sensitivity and resolution from the numerous possible active 

nuclei in nucleic acids. The precession frequency of each nucleus is quite sensitive to the local 

environment, leading to frequencies on each nucleobase that are often separated enough to be 

resolved by 2D NMR measurements in short oligonucleotides. As the system and number of nuclei 

grow, the ability to resolve individual nuclei becomes more difficult. This challenge of resolving 

nuclei depends on the type of nuclei being measured, as each exhibits a different range of resonant 

frequencies (𝜔). These frequencies are typically expressed in chemical shift (δ) relative to a 

reference resonance (𝜔𝑟𝑒𝑓) where 𝜔0 is the Larmor frequency set by the spectrometer’s static 

magnetic field (𝐵0).  



Chapter 2. Spectroscopy of Nucleic Acid Structure and Dynamics  

64 
 

00

0 0

ref  


 


                                                                    (2.1) 

The shift in 𝜔 relative to 𝜔0 arises from shielding of the nuclei by a local magnetic field that 

opposes 𝐵0 and is produced by the movement of the electron cloud around the nuclei. The resulting 

value of δ for a given nucleus will depend on the local electron density, and δ is expressed in parts 

per million (ppm).  

Figure 2.10 1H chemical shifts of nucleobase and deoxyribose nuclei in DNA. 1H chemical 

shifts for each nucleobase and deoxyribose color-coded with the chemical structure. Dashed lines 

correspond to exchangeable nuclei. Chemical shifts correspond to average values across all 

structures deposited in the Biological Magnetic Resonance Bank (BMRB).3 The average amino 

and imino chemical shifts for thymine and guanine come from duplex DNA structures, but the 

chemical shift for cytosine H3 comes from triplex and i-motif structures.  
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 1H NMR spectroscopy is commonly applied to nucleic acids due to its high sensitivity to 

global and local structural changes as well as simple implementation relative to 13C and 15N 

NMR.70, 78-79 However, as illustrated in Figs. 2.10 and 2.11, 1H resonance frequencies are only 

spread out across a ~15 ppm range, and most are contained within 1 – 8.5 ppm. The region from 

7 – 8.6 ppm contains all aromatic protons except H5 of cytosine, which is typically at 5.5 – 6 ppm. 

Figure 2.11 1H NMR spectra of DNA oligonucleotides. (a) Spectra of non-exchangeable protons 

in D2O for 5ʹ-CGCATATATAT-3ʹ + complement. Duplex (ds) spectra are measured at 5 and 25 

°C and single-strand (ss) spectra are measured at 80 °C. Approximate chemical shifts regions for 

certain nuclei are labelled above each plot. (b) Imino proton spectra of (top) 

5ʹ-CGATATATTATATACG-3ʹ + complement and (bottom) 5ʹ-ATATATCGCGTATATA-3ʹ + 

complement in 95% H2O/5% D2O. Samples are highly duplexed at each temperature, and fraying 

of terminal base pairs leads to faster exchange of imino protons with the solvent and broadening 

of peaks. 
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The chemical shifts of these aromatic protons and the thymine 5-methyl group (1.2 – 2.0 ppm) are 

highly sensitive to base pairing and stacking,79-80 but these frequency regions suffer from spectral 

congestion that hinders interpretation even for the short duplexes shown in Fig. 2.11. The spectral 

overlap is greatest at low temperatures due to broadening of the peaks from faster transverse spin 

relaxation (Section 2.3.3). The amino and imino protons, on the other hand, exchange with water 

molecules, and their chemical shift and peak width report on the solvent accessibility of a given 

base pair. The amino peaks overlap with the aromatic protons, but the imino protons are shifted 

well upfield from the other resonances. In duplex DNA, guanine H1 resonances are typically 

located from 12 – 13 ppm and thymine H3 resonances occur from 13 – 14 ppm, but imino 

resonances may shift by more than 1 ppm in other structural contexts.81 In general, sharp imino 

resonances indicate that the proton exchanges slowly with water. Increased solvent accessibility 

leads to broadening and eventually complete loss of the peak. In duplexes, this is most commonly 

observed from fraying of the terminal base pairs. Figure 2.11b shows how imino resonances of 

nucleobases closer to the termini broaden and diminish at lower temperatures than those internal 

to the duplex as a result of increased accessibility to water.  

1H-1H 2D NMR measurements provide spectra that correlate the frequency of two 1H 

nuclei and are critical for peak assignments. Nuclear Overhauser effect correlation spectroscopy 

(NOESY) and total correlation spectroscopy (TOCSY) are the most commonly applied 1H-1H 2D 

measurements for macromolecules.82-83 NOESY cross peaks arise from dipole-dipole (or dipolar) 

couplings mediated by nuclei that are close to each other in space. In contrast, TOCSY cross peaks 

come from J-coupling (or scalar coupling) mediated through chemical bonds and indicate whether 
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two 1H nuclei are connected through a network of carbon-carbon bonds. NOESY utilizes a series 

of radiofrequency (RF) pulses separated by sequential time delays 𝜏1, the mixing time (𝜏𝑚𝑖𝑥), and 

𝜏2. Data are collected as a function of 𝜏1 and 𝜏2 and Fourier transformed along each time axis to 

produce a 2D correlation map with frequency axes 𝜔1 and 𝜔2. The 𝜏𝑚𝑖𝑥 delay allows for spin 

transfer between nuclei and is typically set to 100 – 400 ms for macromolecules to maximize spin 

transfer between nearby nuclei (≤ 6 nm) yet minimize subsequent transfer to nuclei at further 

distances (spin diffusion). Acquisition of TOCSY spectra is similar to NOESY except an 

additional set of pulses is applied after 𝜏1 to remove contributions from dipolar coupling, 

commonly referred to as an isotropic mixing sequence.84  

Figure 2.12 NOESY and TOCSY spectra of an 11-mer DNA duplex. (a) NOESY spectrum of 

5ʹ -CGCATATATAT-3ʹ + complement in pH7 400 mM SPB at 15 °C using a mixing time of 200 

ms. Spectra in 95% H2O/5% D2O (black) and 100% D2O (cyan) are overlaid. Selected cross-peak 

regions are indicated. (b) TOCSY spectrum of 5ʹ-CCTATATATCC-3ʹ + complement using a 

mixing time of 60 ms. The regions containing cross peaks between H5 and H6 nuclei of cytosine 

and between H6 and methyl nuclei of thymine are indicated.  
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Figure 2.12 shows example NOESY and TOCSY spectra for an 11-mer DNA duplex. Even 

for a short duplex, the NOESY spectrum is congested with various interbase, intrabase, base-sugar, 

and sugar-sugar cross peaks and quickly becomes difficult to interpret for larger duplexes. When 

there is sufficient separation, networks of cross-peaks among aromatic (except adenine H2), 

methyl, H1ʹ, and H2ʹ/H2ʹʹ nuclei may be used to identify the nucleobase associated with each 

resonance. H1ʹ protons are oriented in the 3ʹ direction, therefore aromatic resonances will only 

show strong cross peaks to the H1ʹ nuclei on their nucleotide and their 5ʹ neighbor. As a result, the 

network of cross peaks between aromatic and H1ʹ nuclei indicates the order of nucleobases in a 

strand, and this ordering can be supported through cross peaks between aromatic and H2ʹ/H2ʹʹ 

nuclei and between H1ʹ and H2ʹ/H2ʹʹ. Cross peaks between methyl or aromatic protons with imino 

protons can greatly simplify peak assignments when available. Cross peaks to imino and amino 

resonances are easily identified by comparing spectra measured in 95% H2O/5% D2O and 100% 

D2O as the peaks are lost due to deuteration in the latter (Fig. 2.12a).  

In contrast to NOESY, TOCSY spectra of nucleic acids provide relatively select 

information. The through-bond spin networks of nucleobases are interrupted by many nitrogen 

atoms such that TOCSY cross peaks only arise from H6 to H5 couplings in cytosine/uracil and H6 

to 5-methyl in thymine and 5-methylcytosine (Fig. 2.12b). The H6-H5 cross peaks distinguish H6 

cytosine peaks from those of thymine and as well as H5 from H1ʹ. The H6-5-methyl cross peak in 

turn isolates thymine H6 peaks in the aromatic region. Additional cross peaks arise between sugar 

protons on the same ring, which help assign H1ʹ and H2ʹ/H2ʹʹ nuclei. In general, a combination of 

NOESY and TOCSY measurements is necessary for peak assignment and is routinely performed 

in practice.   



Chapter 2. Spectroscopy of Nucleic Acid Structure and Dynamics  

69 
 

 

 Due to the spectral congestion of 1H NMR spectroscopy, nucleic acids are now more 

commonly studied with 13C and 15N NMR. These methods require isotopic labeling for which 

robust methods were first developed for RNA and are now being developed for DNA. For RNA, 

isotope labeling may be accomplished through chemical synthesis of labeled nucleobases, in vitro 

transcription, or in vivo expression. The toolbox for isotopic labeling of DNA is less developed 

and typically relies on chemical and enzymatic synthesis.85 The chemical shifts of 13C and 

Figure 2.13 15N and 13C chemical shifts of DNA nucleobase and deoxyribose nuclei. Chemical 

shifts for each nucleobase and deoxyribose color-coded with the chemical structure. Chemical 

shifts correspond to average values across all structures deposited in the Biological Magnetic 

Resonance Bank (BMRB).3   
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particularly 15N nuclei are spread over a wider range relative to 1H (Fig. 2.13), allowing better 

isolation of peaks arising from each nucleobase. 13C spectroscopy is highly sensitive to base 

protonation, large conformational changes, and sugar conformational changes whereas 15N is 

particularly useful for tracking changes in base pairing.24, 86-87 

2.3.2 NMR time resolution 

 Those of us interested in studying structural dynamics occurring on sub-millisecond 

timescales often justify our use of optical spectroscopy with the notion that NMR is a “slow” 

technique. However, a wide suite of NMR experiments has been developed for studying 

biomolecular dynamics, and the time resolution of NMR depends on the information that is 

desired. Indeed, real-time NMR measurements are conventionally limited to probing timescales 

slower than 1 s, yet recent perturbation and trap-freezing methods have pushed real-time 

measurements to milliseconds.6, 88 The intrinsic timescale of NMR is commonly defined in terms 

of its ability to spectrally distinguish exchanging species. In a standard 1D NMR spectrum of a 

system undergoing two-state exchange between species A and B, a given nucleus will only show 

two separate peaks if the rate of exchange between A and B is much slower than the frequency 

difference between the nuclei in states A and B (𝑘𝑒𝑥 ≪ |∆𝜔𝐴𝐵|) whereas a single peak centered at 

the population-weighted frequency of A and B will be observed when 𝑘𝑒𝑥 ≫ |∆𝜔𝐴𝐵|. While 𝑘𝑒𝑥 

is intrinsic to the system under study, ∆𝜔𝐴𝐵 depends on the nucleus of interest and strength of the 

static magnetic field, 𝐵0. For example, the chemical shift difference for a duplexed vs. single-

strand nucleobase aromatic proton is ~0.5 ppm, which with 𝐵0 = 500 MHz corresponds to |∆𝜔𝐴𝐵| 

= 250 Hz. NMR measurements typically require millimolar oligonucleotide concentrations for 
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reasonable signal-to-noise, leading to 𝑘𝑒𝑥 ≥ 500 Hz for hybridization. Therefore, duplex and 

single-strand resonances are averaged as a single set of peaks in 1D NMR measurements. In 

contrast,  13C and 15N nuclei of nucleobases often shift by many ppm during hybridization such 

that faster exchange may be resolved.89-90 

 While real-time NMR is unable to monitor sub-millisecond structural dynamics, numerous 

spin relaxation methods have been developed to detect such processes with varying levels of 

structural and kinetic information. Carr-Purcell-Meiboom-Gill (CPMG), rotation frame spin 

relaxation (𝑅1𝜌), and chemical exchange saturation transfer (CEST) are the most common NMR 

methods for probing chemical exchange on second to microsecond timescales and enable 

extraction of the exchange rates and chemical shifts for multi-state exchange. Relative to other 

time-resolved spectroscopy techniques, the most advantageous aspect of these NMR methods is 

their sensitivity to scarcely populated states (even less than 0.1% population).87, 91 Of the three 

experiments, 𝑅1𝜌 can typically access the shortest timescales of 1-10 μs whereas CPMG and CEST 

are usually limited to 100 μs or slower timescales.24 The basis for these different time windows is 

explored in the following sections.  

 NMR spin relaxation is also sensitive to structural motions occurring on 

pico-to-nanosecond timescales but cannot offer the same level of kinetic and structural detail 

achieved in ms-to-μs relaxation dispersion measurements. Spin relaxation data is analyzed using 

the “model-free” method of Liparit and Szabo92 or through spectral density mapping93 to extract 

the overall rotational correlation time of a molecule (𝜏𝑐), the effective internal rotational 

correlation time of a given bond vector (𝜏𝑒), and a general order parameter (𝑆) that is a measure of 
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the distribution of orientations for a bond vector. These parameters do not directly inform on the 

kinetics or structural changes associated with the motions, but instead are primarily used to identify 

which regions of a biomolecule are more dynamic or disordered than others.94 Molecular detail 

into pico-to-nanosecond motions in proteins and nucleic acids can be extracted through refinement 

of molecular dynamics (MD) simulations using residue-specific 𝑆.95  

2.3.3 NMR relaxation for detecting chemical exchange 

T1 and T2 Relaxation 

One of the oldest and most common methods of extracting chemical exchange timescales 

is through measurements of the timescales for either restoring magnetization parallel to 𝐵0  

(longitudinal, T1) or the loss of net magnetization in the xy plane (transversal, T2) following a 90° 

pulse along xy. T1 relaxation primarily occurs through dipole-dipole interactions with nearby 

nuclei and the fluctuation of dipolar interactions that largely result from rotation of molecules in 

solution. T1 is shortest when the rotational correlation time (𝜏𝑐) is near the inverse of the Larmor 

frequency (𝜔0). 𝜏𝑐 for oligonucleotide nuclei are typically 5-10 ns and approximately increase 

with molecular size by the Stokes-Einstein-Debye equation where 𝜂 is the solvent viscosity and r 

is the spherical radius of the molecule. 
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For common NMR spectrometers with 1/𝜔0 = 1-3 ns, T1 will always increase as the length of the 

nucleic acid oligonucleotide increases, and the protons of DNA duplexes with 6-10 base pairs 

typically exhibit T1 of 1-2 s.96-97 T2 relaxation results from field inhomogeneity and interactions 
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between spin-1/2 nuclei, and T2 monotonically decreases as 𝜏𝑐 increases because larger molecules 

have a greater number of spin-spin interactions. As a result, T2 and T1 are nearly identical for 

small molecules in solution whereas T2 < T1 for macromolecules in solution. T2 values of 10 – 

50 ms have been reported for short DNA duplexes.96-97 It is important to note that T1 and T2 will 

depend on temperature due to their relationship with 𝜏𝑐 through eq. 2.2. T2 increases as 

temperature increases, and T1 of macromolecules decreases as temperature increases.  

The timescale for spin relaxation is also sensitive to chemical exchange of nucleic acids 

between different conformations where nuclei precess at different frequencies. Converting 

between states with different precession frequency leads to dephasing of the bulk magnetization 

generated in the xy-plane, and its corresponding effect on spin relaxation depends on the timescale 

of exchange. We consider the case of two-state chemical exchange between species A and B with 

rate constants 𝑘𝐴 and 𝑘𝐵,98-100 yet more complicated kinetic schemes have been treated under 

various assumptions.93   

A

B

k

k
A B                                                           (2.3) 

The time-dependence of nuclear magnetization (M) along x, y, z for A and B, accounting for 

longitudinal and transversal relaxation as well as chemical exchange, is described by the Bloch-

McConnell equations.98  
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Here, 𝑅1,𝑥 and 𝑅2,𝑥 correspond to longitudinal (1/𝑇1,𝑥) and transversal (1/𝑇2,𝑥) relaxation rates, 

respectively, for species X. ∆𝜔𝑥 is the frequency offset for each species, and ∆𝑀0,𝑥 is the 

equilibrium magnetization along z. General solutions for the observed longitudinal (𝑅1,𝑜𝑏𝑠) and 

transversal (𝑅2,𝑜𝑏𝑠) relaxation rates have been determined from solving eqs. 2.4:99  
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∆𝜔𝐴𝐵 is the resonance frequency difference between nuclei in the A and B states. The observed 

resonance frequency (𝜔𝑜𝑏𝑠) occurs in between the precession frequency in each state. 
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Figure 2.14 shows an example of how T1 relaxation is sensitive to H-D exchange in duplex DNA. 

Longitudinal magnetization of the imino protons is inverted using a 180° pulse, and T1 relaxation 

is monitored as the recovery of positive signal. 𝑅1,𝑜𝑏𝑠 varies across the imino resonances due to 

different rates of H-D exchange with the solvent. Terminal base-pair fraying increases the solvent 

exposure of nucleobases near the termini, leading to faster H-D exchange and consequently T1 

relaxation. As introduced in Chapter 1.2, similar H-D exchange measurements are widely applied 

to study base-pair kinetics and stability in nucleic acids.71, 101-102  

Figure 2.14 Influence of H-D exchange on T1 relaxation in a DNA duplex. (a) Imino proton 

spectra of DNA duplexes with (top) A:T termini and (bottom) G:C termini at time delays (blue to 

red) following inversion of the magnetization parallel to 𝐵0 using a 180° pulse. Thymine H3 and 

guanine H1 resonances occur from 13 – 13.7 and 12.5 – 12.9 ppm, respectively.  (b) Time traces 

at frequencies marked in (a) showing different rates of T1 relaxation depending on the rate of H-D 

exchange with water. Nucleobases closer to the termini exhibit faster H-D exchange.  
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 The majority of structural transitions investigated in this thesis occur with timescales 

ranging from nanoseconds to milliseconds, therefore we are particularly interested in assessing the 

sensitivity of NMR relaxation to sub-millisecond chemical exchange. In such cases, the Bloch-

McConnell equations may be solved under the conditions of fast exchange (𝑘𝑒𝑥 = (𝑘𝐴 + 𝑘𝐵) ≫

|𝑅2.𝐴 − 𝑅2,𝐵|) and exchange narrowing (𝑘𝑒𝑥 ≫ ∆𝜔𝐴𝐵). A single nuclei resonance is observed at a 

𝜔𝑜𝑏𝑠 weighted by the population of each state (𝑝𝐴, 𝑝𝐵). 

obs A A B Bp p                                                             (2.6) 

In this limit, 𝑅1,𝑜𝑏𝑠 is also the population-weighted sum of 𝑅1,𝐴 and 𝑅1,𝐵. 

1, 1, 1,obs A A B BR p R p R                                                       (2.7) 

When 𝑅1,𝐴 and 𝑅1,𝐵 are significantly different, 𝑅1,𝑜𝑏𝑠 reports on 𝑝𝐴 and 𝑝𝐵 but not 𝑘𝑒𝑥. In contrast 

to 𝑅1,𝑜𝑏𝑠, 𝑅2,𝑜𝑏𝑠 directly depends on 𝑘𝑒𝑥, ∆𝜔𝐴𝐵, and the population-weighted sum of 𝑅2,𝐴 and 𝑅2,𝐵 

(denoted 𝑅2,0). 

2

2, 2,0
A B AB

obs

ex

p p
R R

k


                                                   (2.8) 

where, 2,0 2, 2,A A B BR p R p R   

Due to its direct relationship with 𝑘𝑒𝑥, 𝑅2,𝑜𝑏𝑠 is typically used to report on fast chemical exchange. 

𝑅2,𝑜𝑏𝑠 increases with the magnitude of ∆𝜔𝐴𝐵 due to more efficient dephasing of the bulk 

magnetization. However, 𝑅2,𝑜𝑏𝑠 decreases as 𝑘𝑒𝑥 increases in the fast exchange limit because the 
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respective lifetimes in states A and B become too short to induce dephasing of the bulk 

magnetization at the motionally averaged resonance frequency. Figure 2.15a shows how 𝑅2,𝑜𝑏𝑠 

varies with 𝑘𝑒𝑥 in the fast exchange limit. 𝑘𝑒𝑥 is resolved through the deviation of 𝑅2,𝑜𝑏𝑠 from 

𝑅2,0, which is greatest at relatively low 𝑘𝑒𝑥 and/or large ∆𝜔𝐴𝐵. The values of 𝑘𝑒𝑥 where 𝑅2,𝑜𝑏𝑠 

becomes indistinguishable from 𝑅2,0 sets the time resolution for measuring chemical exchange, 

which is ~10 µs in the model data.  

An example in Figs. 2.15b,c shows how 𝑅2,𝑜𝑏𝑠 may vary with temperature-dependent 

hybridization kinetics using data for a DNA dinucleotide from Chapter 8. As the temperature 

increases, the observed exchange rate, 𝑘𝑒𝑥 = 𝑘𝑑 + 𝑘𝑎([𝑆1] + [𝑆2]), increases, where 𝑘𝑑 and 𝑘𝑎 

are the dissociation and association rate constants, respectively. 𝑅2,𝑜𝑏𝑠 approaches 𝑅2,0 as 𝑘𝑒𝑥 

Figure 2.15 Behavior of transverse relaxation rate with two-state chemical exchange. (a) 

Observed transversal relaxation rate (𝑅2.𝑜𝑏𝑠) for a motionally averaged resonance as a function of 

two-state chemical exchange rate (𝑘𝑒𝑥). Data are shown for variable ∆𝜔𝐴𝐵, and 𝑅2,0 = 50 s-1 

(denoted by dashed line). Values are chosen to be reasonable hybridization of short 

oligonucleotides. (b) Example of temperature-dependence of 𝑅2.𝑜𝑏𝑠 for oligonucleotide 

hybridization using 𝑘𝑒𝑥 determined from experimental data (blue line) in Chapter 9. The 

temperature-dependence of 𝑅2,0 is neglected and 𝑅2.𝐴 = 𝑅2,𝐵. (c) Observed resonance frequency 

(𝜔𝑜𝑏𝑠) plotted in terms of chemical shift (δ) as a function of temperature for the same system in 

(b). The chemical shift of the proton in the duplex state is 7.6 ppm and that in the single-strand 

state 8.0 ppm. The blue line shows the duplex population (𝑝𝐷).   
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increases, and exchange becomes undetectable. The loss and gain of duplex (𝑝𝐷) and single-strand 

(𝑝𝑆) population, respectively, as well as other temperature effects will cause 𝑅2,0 to decrease as 

temperature increases, but these effects are not included in Fig. 2.15. It is also worth noting that 

the observed motionally-averaged resonance frequency shifts from the duplex to single-strand 

frequency in accordance with the population change as expressed in eq. 2.6.  

NMR for microsecond chemical exchange 

 Nowadays, micro-to-millisecond exchange is most commonly characterized using 

relaxation dispersion measurements such as CPMG, 𝑅1𝜌, and CEST.103 CPMG is one of the oldest 

NMR methods for probing chemical exchange and is still used today to measure sub-millisecond 

processes. During the experiment, 𝑅2,𝑜𝑏𝑠 is modulated via a train of 180° pulses (spin-echo 

sequence) with a repetition rate of 𝜈𝐶𝑃𝑀𝐺 . Larger values of 𝜈𝐶𝑃𝑀𝐺  are required to modulate, and 

therefore detect, faster exchange. For two-state chemical exchange in the motionally averaged 

limit, 𝑅2,𝑜𝑏𝑠 may be expressed in terms of 𝜈𝐶𝑃𝑀𝐺  as well as the factors that contribute to general 

𝑅2,𝑜𝑏𝑠 (eq. 2.8).  

 
 2

2, 2,0

2 tanh / 2
1

CPMG ex CPMGA B AB
obs CPMG

ex ex

kp p
R R

k k

 


 
   

 
                          (2.9) 

Figure 2.16a,b shows calculated 𝑅2,𝑜𝑏𝑠 vs. 𝜈𝐶𝑃𝑀𝐺  profiles for sub-millisecond two-state exchange. 

At 𝜈𝐶𝑃𝑀𝐺  = 0 (i.e. no modulating pulse train), 𝑅2,𝑜𝑏𝑠 is identical to the transverse relaxation rate in 

eq. 2.8. Therefore, in the fast exchange limit, 𝑅2,𝑜𝑏𝑠 becomes less sensitive to 𝜈𝐶𝑃𝑀𝐺  as 𝑘𝑒𝑥 

increases. For the example in Fig. 2.16a, the 𝑅2,𝑜𝑏𝑠 vs. 𝜈𝐶𝑃𝑀𝐺  profile becomes nearly flat at 𝑘𝑒𝑥 > 
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10,000 Hz. In this limit, the offset between 𝑅2,𝑜𝑏𝑠 and 𝑅2,0 may be used to determine a lower bound 

for the exchange rate but 𝑘𝑒𝑥 itself cannot be determined. In practice, 𝜈𝐶𝑃𝑀𝐺  is limited to values 

of 1 – 2 kHz as higher values can damage NMR probes and heat the sample,104 which limits the 

exchange rates accessible with CPMG. 

Figure 2.16 Manifestation of fast chemical exchange in CPMG and 𝑹𝟏𝝆 NMR experiments. 

(a) Observed dependence of transverse relaxation rate (𝑅2,𝑜𝑏𝑠) on CPMG repetition rate (𝜈𝐶𝑃𝑀𝐺) 

in the presence of fast two-state exchange calculated by eq. 2.9. ∆𝜔𝐴𝐵 = 2000 Hz, 𝑝𝐴 = 0.9, and 

𝑝𝐵 = 0.1. (b) 𝑅2,𝑜𝑏𝑠 vs. 𝜈𝐶𝑃𝑀𝐺  for various values of ∆𝜔𝐴𝐵 with 𝑘𝑒𝑥 = 5000 Hz. (c) 𝑅1𝜌 relaxation 

rate calculated as a function of 𝑘𝑒𝑥 using eq. 2.12 with Ω = 0, 𝜔1,𝑠𝑙/2𝜋 = 1000 Hz, ∆𝜔𝐴𝐵 = 2000 

Hz, 𝑝𝐴 = 0.9, and 𝑝𝐵 = 0.1. The dashed line corresponds to the non-exchange contributions to 𝑅1𝜌 

(𝑅1𝜌,0, eq. 2.10). (d) 𝑅1𝜌,𝑒𝑥 + 𝑅2,0 profiles vs. Ω for multiple values of 𝜔1,𝑠𝑙 with 𝑘𝑒𝑥 = 5000 Hz. 

The black dashed line corresponds to 𝑅2,0. 𝑅1𝜌 and 𝑅1𝜌,0 vs. Ω are shown for multiple values of 

𝜔1,𝑠𝑙 with (e) 𝑘𝑒𝑥 = 5000 Hz and (f) 𝑘𝑒𝑥 = 50,000 Hz.  
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𝑅1𝜌 experiments employ larger effective field strengths than CPMG that enable resolution 

of chemical exchange timescales down to 3 – 10 microseconds.23-24 Therefore, 𝑅1𝜌 is the most 

commonly applied NMR experiment to probe sub-millisecond nucleic acid dynamics and is 

particularly useful for detecting scarcely populated states.24, 91 In these experiments, a continuous 

magnetic field is applied in the x or y direction (𝐵1) to spin-lock nuclei. Depending on the spin-lock 

field strength (𝜔1,𝑠𝑙) and nuclei resonance frequency of interest (Ω), the nuclei spin vector is tilted 

away from the z plane by  1

1,sltan /    and spin-locked along an average effective magnetic 

field 2 2

1,sle    . For a motionally narrowed resonance, Ω is the population-weighted average 

of Ω for each contributing state. In contrast to standard 𝑅2, 𝑅1, and CPMG measurements, 𝑅1𝜌 

corresponds to the rate of relaxation for magnetization spin-locked along 𝜔𝑒. Therefore, by 

changing 𝜔𝑒, the final equilibrium position of the experiment is altered. To extract the most 

information on chemical exchange, 𝑅1𝜌 experiments are typically performed as a function of 𝜔1,sl 

as well as by scanning off-resonance by varying the frequency of the spin-lock field (𝜔𝑟𝑓). 

𝑅1𝜌 is weighted by both transverse (𝑅2,0) and longitudinal relaxation (𝑅1,𝑜𝑏𝑠) depending 

on . In the absence of chemical exchange, 𝑅1𝜌 is denoted as 𝑅1𝜌,0: 

2 2

1 ,0 1, 2,0cos sinobsR R R                                                (2.10) 

In macromolecules,  𝑅2,0 is usually much greater than 𝑅1,𝑜𝑏𝑠 and dominates 𝑅1𝜌,0. Since 𝜃 depends 

on Ω and 𝜔1, 𝑅1𝜌 varies with Ω and 𝜔1,𝑠𝑙 even in the absence of chemical exchange as shown in 



Chapter 2. Spectroscopy of Nucleic Acid Structure and Dynamics  

81 
 

Fig. 2.16e,f. In general, 𝑅1𝜌 will contain contributions from both chemical exchange (𝑅1𝜌.𝑒𝑥) and 

𝑅1𝜌,0. 

2

1 1 ,0 1 ,exsinR R R                                                    (2.11) 

Obtaining analytical solutions to 𝑅1𝜌 that account for chemical exchange is more difficult than for 

𝑅2,𝑜𝑏𝑠, but solutions have been obtained in the limit of asymmetric populations where 𝑝𝐴>> 𝑝𝐵 for 

a two-state system of states A and B, which has been used to study Hoogsteen base-pair formation, 

tautomerization, and low-temperature dehybridization.89, 91, 105 For asymmetric populations and 

fast two-state chemical exchange:23 
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           (2.12) 

where,  
2

2 2

1,slA A rf      ,  
2

2 2

1,slB B rf      , and  
2

2 2

1,sle rf       

Here, Ω𝐴 and Ω𝐵 correspond to the resonance frequencies of states A and B, respectively. Figure 

2.16c shows 𝑅1𝜌 calculated as a function of 𝑘𝑒𝑥 for (Ω − 𝜔𝑟𝑓) = 0 and fixed 𝜔1,𝑠𝑙, illustrating that 

the fastest exchange timescales detectable with 𝑅1𝜌 are within approximately 1 – 10 μs. The 

reduction in 𝑅1𝜌 for 𝑘𝑒𝑥 >> 104 s-1 is analogous to that of 𝑅2,𝑜𝑏𝑠 in the presence of fast chemical 

exchange (Fig. 2.15a). Profiles of 𝑅1𝜌 calculated as a function of Ω − 𝜔𝑟𝑓 and at various 𝜔1,𝑠𝑙 are 

shown in Fig. 2.16d,e,f. For exchange on hundreds of microsecond timescales, 𝑅1𝜌,𝑒𝑥 is significant 
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and is well resolved from the intrinsic 𝑅1𝜌,0 background. For 𝑘𝑒𝑥 = 50,000 Hz, the 𝑅1𝜌,𝑒𝑥 

enhancement of 𝑅1𝜌 is much smaller. 

 In addition to variable 𝑅1𝜌 enhancement, the rate of chemical exchange also determines 

what type of information is attainable by 𝑅1𝜌. When exchange is fast, which effectively occurs 

when 𝑘𝑒𝑥 ≫ |∆𝜔𝐴𝐵| or 𝜔1 ≫ |∆𝜔𝐴𝐵|, then only 𝑘𝑒𝑥 and the product term 𝑝𝐴𝑝𝐵∆𝜔𝐴𝐵
2  can be 

determined from fitting the 𝑅1𝜌 data to eq. 2.12. Independent measurements of the exchange 

Figure 2.17 Comparison of 𝑹𝟏𝝆 experiments for slow and fast 3-site exchange. (a) (top) 𝑅1𝜌 

vs. (Ω − 𝜔𝑟𝑓)  and (bottom) 𝑅1𝜌,𝑒𝑥 + 𝑅2,0 vs. (Ω − 𝜔𝑟𝑓) profiles for slow exchange with 𝑘𝑒𝑥1 = 

500 Hz and 𝑘𝑒𝑥2 = 1000 Hz as defined in the schematic on the left. 𝑝𝐴 = 0.9, 𝑝𝐵 = 0.05, 𝑝𝐶 = 0.05, 

∆𝜔𝐴𝐵 = 2000 Hz, and ∆𝜔𝐴𝐶 = -4000 Hz. Vertical dashed lines are placed at (Ω − 𝜔𝑟𝑓) = −∆𝜔𝐴𝐵 

(orange) and (Ω − 𝜔𝑟𝑓) = −∆𝜔𝐴𝐶 (black). (b) Same plots for fast exchange with 𝑘𝑒𝑥1 = 20,000 

Hz and 𝑘𝑒𝑥2 = 50,000 Hz. 
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thermodynamics (i.e. 𝑝𝐴 and 𝑝𝐵) allow for determination of the magnitude of ∆𝜔𝐴𝐵 but not the 

sign. In contrast, much more structural information is attainable for slowly exchanging species. In 

particular, the sign and magnitude of the frequency difference between any number of well-

separated states i and j (∆𝜔𝑖𝑗) can be determined. The difference between 𝑅1𝜌 in fast and slow 

exchange limits is illustrated for the case of 3-site exchange in Fig. 2.17 using previously published 

solutions.23-24 When each exchange timescale is 1 – 2 ms, the magnitude and sign of the frequency 

difference associated with each exchange process are resolved as separate peaks in the 𝑅1𝜌,𝑒𝑥 +

𝑅2,0 vs. (Ω − 𝜔𝑟𝑓) profiles. In contrast, only a single broad maximum is observed for 20 – 50 μs 

exchange timescales (Fig. 2.17b), limiting the ability to directly resolve multiple exchanging 

states.  

2.3.4 Optical and NMR spectroscopy for nucleic acid structural dynamics 

Our goal is to monitor transitions occurring on timescales from picoseconds to minutes 

with as much structural information as possible, and this chapter demonstrates that no single 

ensemble method can satisfactorily address this goal. Tracking a process in real-time is most direct 

as the results are less dependent on processing and modeling. In this sense, direct kinetics from 

NMR is limited to events occurring over milliseconds and longer. While not a real-time technique, 

relaxation dispersion is sensitive to structural transitions as fast as ~5 μs and some that are 

unattainable in any other ensemble method. Most notable are (1) transitions to species with far less 

than 1% of the ensemble population and (2) transitions that cannot be synchronized via a 

perturbation. For these scenarios, relaxation dispersion NMR is the method of choice and has led 

to major discoveries in nucleic acids.87, 91, 105  
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Although large structural rearrangements occur on microsecond to hour timescales, the 

pico-to-microsecond window contains local dynamics that are best accessed by other ensemble 

methods like IR, UV, and X-ray methods.15, 106  Most of these methods offer coarse yet distinct 

structural information. For example, CD reports on global helical structure, UV absorption is most 

sensitive to stacking, and IR to base-pairing structure. All of these methods are amenable to site-

specific labeling that drastically enhances structural insight, yet with large costs and time-

consuming synthesis. Direct comparison between data obtained with these methods may provide 

distinct and complementary kinetic information that can be self-consistently modeled to better 

describe the underlying structural dynamics.107-108 In Chapters 3 and 4, we specifically discuss how 

optical spectroscopic probes can be incorporated into time-resolved methods for probing real-time 

kinetics on nanosecond to minute-long timescales.   
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Appendix 2.A Preparation of DNA samples for IR and NMR spectroscopy 

The majority of oligonucleotides used in this thesis were synthesized by Integrated DNA 

Technologies (IDT) using a modern solid-state synthesis protocol.109 Synthesis is carried out with 

phosphoramidite monomers that contain numerous protection groups that must be cleaved from 

the oligonucleotide and removed from the solution to avoid spectral artifacts and unwanted 

interactions with the nucleic acid. Canonical DNA oligonucleotides synthesized by IDT are 

typically fully deprotected, but cleaved protecting groups often remain in the sample even after 

commercial desalting. Some of the most common leftover protecting groups are shown in Fig. 1. 

A dimethoxytrityl (DMT) group is used to protect the 5´ hydroxyl of the deoxyribose group and 

leaves the oligonucleotide as dimethoxytritylchloride (DMTCl) when treated with trichloroacetic 

acid. DMTCl is weakly soluble in water and is typically observed as a white solid when preparing 

millimolar concentrations of oligonucleotide from IDT. Therefore, DMTCl can easily be 

separated.  Benzoyl chloride and isobutyryl chloride are formed from protecting groups for the 

exocyclic amine groups on cytosine/adenine and guanine, respectively.  
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 In addition to protecting groups, failed oligonucleotide products shorter than the desired 

may remain in the sample. The yield of desired oligonucleotide depends on the number of 

nucleobases (N) in the full oligonucleotide and coupling efficiency (C) for each nucleobase 

addition.  

1NY C                                                             (2.A1) 

IDT quotes an average C of 99.4%, which leads to full-length product yields greater than 90% for 

N = 10-15 oligonucleotides. The typical oligonucleotides used in this thesis range from N = 2 to 

20, so failed oligonucleotide products are not expected to significantly contribute to our results. 

However, the final deprotection step requires heating of oligonucleotide solution that may create 

significant hydrolyzed product from RNA oligonucleotides. 

Figure 2.A1 Synthetic oligonucleotide impurities. (a) Chemical structures of some common 

small molecule impurities leftover from solid-state oligonucleotide synthesis. (b) FTIR spectra of 

benzoyl chloride and isobutyryl chloride mixed in deuterated pH* 6.8 buffer.  
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 Since we are not too concerned with failed oligonucleotide products, our primary concern 

is desalting. DNA oligonucleotides from IDT with MW > 2 kDa were desalted using Amicon 

centrifugal spin filters or through dialysis against ultrapure water using Slide-A-Lyzer cassettes 

(Thermo). Each method may appear to adequately remove aromatic impurities due to the low 

sensitivity of IR spectroscopy to aromatic impurities. However, 1H NMR measurements reveal 

that samples desalted with Amicon filters still retain an aromatic impurity at concentrations similar 

to the oligonucleotide and also introduce glycerol (Fig. 2.A2). Based on the 1H NMR spectrum, 

this impurity may be benzoyl chloride. In contrast, dialysis of the oligonucleotides in ultrapure 

water for 24 hours (refreshing water every 6 hours) removes most of the impurity. An additional 

alkyl impurity is present and not fully removed by either method. DNA oligonucleotides with MW 

< 2 kDa were desalted using C18 Sep-Pak cartridges (Waters, 55 – 105 μm, 360 mg sorbent, 125 

Figure 2.A2 Assessment of small molecule impurities in DNA samples. (a) 1H NMR spectrum 

in the aromatic region for a DNA duplex sample (5ʹ -GCGGCGAAGGCGGC-3ʹ + complement) 

desalted using Amicon centrifugal filters (0.5 mL, 3 kDa cutoff) or by dialysis in ultrapure water 

using Slide-a-Lyzer cassettes (3 mL, 3 kDa cutoff). Spectra are measured at 1 °C. (b) CH and CH2 

region for the same samples showing the introduction of glycerol by centrifugal filters. (c) C18 

Sep-Pak desalted sample showing residual triethylammonium acetate (TEAA).  
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Å pore size). This method is also effective for removing small aromatic impurities, but typically 

leads to leftover triethylammonium acetate (TEAA) in the eluted DNA sample (Fig. 2.A2c).  

 Once the sample is purified to the desired extent, it must be prepped for IR or NMR 

spectroscopy. Neither of these methods require additional labels or “magic cocktails” as in other 

methods, so sample preparation is relatively straightforward. Oligonucleotides are first lyophilized 

to dryness and then re-dissolved in a deuterated buffer at millimolar strand concentrations. Strand 

concentration is verified using the UV absorption of the nucleobases with a Nanodrop spectrometer 

(Thermo). To minimize HOD content in the sample, samples are prepared at the desired 

concentration and pH and then lyophilized again prior to measurement. Samples are always heated 

to 90 °C and annealed under room temperature conditions before an IR or NMR measurement, 

which may introduce a small amount of HOD into the sample. Sample preparation for NMR 

spectroscopy is similar to IR spectroscopy except a frequency reference must be added at a 

concentration similar to the oligonucleotide, (3-(Trimethylsilyl)propionic-2,2,3,3-d4 acid was used 

in this thesis) and measurements are performed in fully deuterated solution or 95% H2O/5% D2O. 

In this thesis, all samples were prepared in sodium phosphate buffer at pH* 6.8 to prevent overlap 

with peaks from the buffer in IR and NMR spectral regions of interest.   
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Chapter 3  

T-jump IR spectroscopy for biomolecular reactions 

3.1 Why T-jump for probing biomolecular reactions? 

 The principle advantage of optical spectroscopic probes like IR, UV absorption, and CD 

over NMR and single-molecule techniques is that they are capable of probing real-time kinetics 

on timescales ranging from femtoseconds to hours when incorporated into time-resolved methods. 

These spectroscopic probes report on the ensemble of molecules, therefore their exchange kinetics 

are only observed when the system is synchronized by an external perturbation that changes the 

sample environment and shifts the relative population of states. If the perturbation is faster than 

the kinetics of interest, then relaxation of the ensemble to the new equilibrium can be tracked as a 

function of time. Biomolecular conformational states often exhibit small free energy differences 

arising from counteracting enthalpic and entropic factors, leading to extraordinary sensitivity in 

the relative populations of conformational states to variables such as temperature, pressure, pH, 

salt concentration, chemical denaturant, and others.1-5 Utilizing this sensitivity, many types of 

triggers have been employed to synchronize biomolecular conformational changes.6-11  

 Rapid changes in temperature, or temperature-jumps (T-jumps), are the relaxation method 

used throughout this thesis. While one of the oldest relaxation methods,12 T-jump spectroscopy is 

also one of the most versatile approaches for time-resolved measurements of biomolecules. 

T-jumps can be incorporated with nearly any spectroscopic probe,13-20 and laser excitation enables 

T-jumps within a few picoseconds such that thermally-induced kinetics occurring within ~10 ps 
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or slower may be monitored.21-23  Additionally, the properties of a T-jump (magnitude, duration, 

etc.) are easily tunable and allow for well-controlled measurements of non-equilibrium 

dynamics.24-26 

 T-jump spectroscopy is limited in the types of processes that may be studied. A temperature 

increase usually promotes unfolding or dissociation in biomolecular systems, and therefore the 

observed signals most directly report on dynamics within the folded or associated ensemble.9, 24, 

27-28 Exceptions are cold denaturation in proteins and phase separation with lower critical solution 

temperature (LCST) transitions, in which folding and association are directly monitored with 

T-jump spectroscopy.29-30 In principle, the temperature-drop (T-drop) back to the initial 

temperature may be used to study folding or association, but T-drops can at best be achieved on 

microsecond timescales and are usually limited to milliseconds.20, 26, 31 Another drawback of 

T-jump spectroscopy is that some processes simply cannot be synchronized with a rapid 

temperature change, a typical issue for competitive equilibria between different nucleic acid 

structures.32-33 Once the system is equilibrated at a given temperature, T-jumps usually promote 

the unfolding or dissociation of certain components rather than an interchange between different 

complexes. Experiments that monitor assembly from a completely dissociated starting point or 

unsynchronized methods like NMR relaxation dispersion or single-molecule spectroscopy are best 

suited to characterize these equilibria.  

3.2 Using near-IR laser excitation to create T-jumps 

 T-jump relaxation experiments were pioneered in the 1950s by combining Joule heating 

(via capacitive discharge) and UV/Vis absorption detection.12, 34 These apparatuses produced 
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temperature changes up to ~10 °C with microsecond rise times and enabled the first observations 

of sub-millisecond reaction kinetics. Capacitive discharge methods were fast enough to resolve 

DNA duplex dissociation and informed much of the current understanding of DNA duplex 

hybridization (Chapter 1.2).35-38 However, the high electrolyte concentration required for Joule 

heating is undesirable for many studies, and numerous chemical reactions and biomolecular 

dynamics occur on sub-microsecond timescales inaccessible to Joule heating apparatuses of the 

time. The advent of Q-switched Nd:YAG lasers and Raman shifting techniques enabled the 

generation of 1.4 μm pulses that could produce multi-degree optical T-jumps in aqueous solution 

on <50 ns timescales.39-41 Optical T-jump methods provide faster temperature changes than 

capacitive discharge and are suitable with a wider range of sample conditions, leading to their 

tenure as a mainstay of T-jump spectroscopy and the field of biophysics.  

 Typical optical heating approaches use near-infrared (NIR) lasers to either excite a dye 

molecule in solution that quickly transfers energy to the solvent environment or to directly excite 

high-energy molecular vibrations of H2O or D2O.42-43 The former method can achieve sub-

nanosecond changes in temperature of greater than 100 °C but requires high dye concentrations 

that are likely perturbative to biomolecules. For biomolecular systems, it is instead more common 

to directly excite water using the first overtone of the O-H and O-D stretch vibrations at 1.45 and 

1.95 µm, respectively, or the combination band between the O-H stretch and H2O bending 

vibrations at ~1.95 µm. A temperature rise occurs as the excitation of these high-energy vibrations 

relaxes on ultrafast timescales to populate low-frequency phonon modes of the liquid. Direct 

excitation of the O-H or O-D stretch fundamental transition produces greater temperature changes 

than excitation of the overtone but suffers from the generation of large temperature gradients in 
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the sample that lead to stretched-exponential relaxation kinetics.44 The low absorption cross-

sections of the overtone O-H and O-D stretch vibrations (20 – 30 cm-1) minimize attenuation of 

the heating beam and the resulting temperature gradient along the direction of beam propagation. 

T-jump experiments incorporated with IR spectroscopy use short enough sample path lengths 

(≤ 50 μm) such that 20% or less of the T-jump excitation light is absorbed across the sample. 

T-jump measurements probed using UV absorption or fluorescence use pathlengths of 100 – 500 

μm that absorb most of the T-jump light and create significant temperature gradients across the 

sample, and counter-propagating T-jump excitation is often implemented to reduce the 

temperature gradient in these experiments.16, 43 Our group has developed two T-jump setups based 

on NIR excitation of H2O and D2O using pulsed and continuous wave (CW) laser excitation. 

Pulsed excitation is necessary to achieve heating on 10 – 1000 picosecond timescales while CW 

excitation is ideal for probing longer time windows. Each approach has different mechanisms for 

heating and suffers from distinct limitations and artifacts that are discussed throughout this chapter 

and Chapter 4.   

3.3 Pulsed near-IR T-jump spectroscopy 

3.3.1 Sample heating 

 Pulsed heating is typically achieved through NIR excitation with laser pulses of picosecond 

or nanosecond duration. For pulses longer than ~20 picoseconds, sample heating is assumed to 

occur within the pulse duration.21-22 The pulse duration is typically much shorter than the timescale 

for thermal diffusion out of the sample cell, which depends on the sample pathlength and thermal 

properties of the solution and sample windows. Therefore, the temperature change in a pulsed 
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heating experiment occurs within the pulse duration and its magnitude (ΔT) is determined by the 

energy initially deposited (Q) into the solvent by the laser pulse. 

 , pulseQ T lE                                                       (3.1) 

In eq. 3.1, 𝛼 is the absorption coefficient of the sample at a given frequency (ω) and temperature 

(T), l is the sample path length, and 𝐸𝑝𝑢𝑙𝑠𝑒 is the laser pulse energy. The deposited energy creates 

a ΔT set by the specific heat (𝐶𝑣) and density (𝜌) of the sample as well as the heating volume.  
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                                             (3.2) 

We approximate the heating volume as a cylinder with area A determined by the 1/e2 diameter of 

the heating beam. T-jump experiments described or referred to in this thesis are typically 

performed on dilute aqueous solutions of biomolecules, and their thermal properties are assumed 

to be equivalent to pure H2O or D2O (Table 3.1). In reality, the initial ΔT distribution is not a 

uniform cylinder. ΔT will match the heating pulse spatial profile (approximately Gaussian) in the 

direction perpendicular to beam propagation (r). Parallel to beam propagation (z), ΔT is attenuated 

due to absorption of the pulse by the sample.  
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Table 3.1 Thermal properties of D2O and common window materials for optical 

spectroscopy. Density (𝜌), specific heat (𝐶𝑣), thermal conductivity (κ), and thermal diffusivity (D) 

of D2O and various sample cell window materials. D is calculated as 𝐷 = 𝜅/𝜌𝐶𝑣. 

Property D2O CaF2 BaF2 MgF2 FEP Quartz 
CVD 

Diamond 

ρ (g/cm3) 
1.09 

(60°C)45 

3.18 

(25 °C) 

4.89 

(25 °C) 

3.18 

(25 °C) 

2.15 

(25 °C)46 
2.65 3.51 

Cv (J/gK) 
4.00 

(60°C)47 

0.85 

(0 °C) 

0.41 

(25 °C) 

1.00 

(25 °C) 

1.10 

(25 °C)46 
0.71 

0.50 

(27 °C)48 

κ (W/cmK) 
6.3 × 10-3 

(60°C)49 

1.0 × 10-1 

(25 °C)50 

1.1 × 10-1 

(25 °C)50 

3.4 × 10-1 

(27 °C)51 

2.0 × 10-3 

(25 °C)46 

6.2 × 10-2 

(50 °C)46 

22 

(25 °C)52 

D (cm2/s) 1.4 × 10-3 3.4 × 10-2 5.5 × 10-2 1.1 × 10-1 8.5 × 10-4 3.3 × 10-2 12 

 

Given fixed values of 𝜌 and 𝐶𝑣 for the solvent, the properties and delivery of the heating 

laser may be chosen to optimize ΔT. In practice, 𝛼, A, and 𝐸𝑝𝑢𝑙𝑠𝑒 are limited by factors unique to 

the spectroscopic technique used to probe the sample. Here we focus on considerations for T-jump 

spectroscopy employing linear or nonlinear mid-IR spectroscopy as the probe. D2O is typically 

used as the solvent for mid-IR spectroscopy of nucleobase vibrations in DNA and RNA or Amide 

I/II vibrations in proteins. Therefore, T-jumps in this scenario will utilize excitation of the O-D 

stretch overtone of D2O. Figure 3.1 shows FTIR spectra of the O-D stretch overtone band from 1 

to 96 °C. The frequency of the band maximum shifts from 5030 to 5175 cm-1 over this temperature 

range, leading to changes in the absorbance at single frequencies used for T-jump excitation. For 

example, the temperature-dependence of 𝛼 at typical excitation frequencies used in our pulsed 

(5075 cm-1) and CW T-jump (5150 cm-1) spectrometers (Chapter 4) follow quite different trends.53 

These trends, along with the temperature-dependence of D2O density and heat capacity,45, 47 cause 
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ΔT to increase approximately linearly as a function of the sample temperature for a fixed T-jump 

excitation energy (Fig. 3.1c).   

3.3.2 Thermal relaxation following a T-jump 

Window materials used for mid-IR spectroscopy generally have thermal diffusion 

coefficients (D) much greater than that of D2O or H2O. As a result, the time-dependent temperature 

profile of a sample following a T-jump is dictated by the thermal properties of the windows and 

sample pathlength. CaF2 and BaF2 are the two most commonly used window materials for mid-IR 

spectroscopy and have D values of 3.4 × 10-2 and 5.5 × 10-2 cm2/s, respectively (Table 3.1). Each 

of these values are >10-fold larger than that of D2O such that the ΔT profile induced by the T-jump 

in D2O decays by thermal diffusion through the windows.  

Figure 3.1 Temperature-dependence of the O-D stretch overtone band of D2O. (a) FTIR 

temperature series of the O-D stretch overtone band of D2O from 1 to 96 °C. Spectra are plotted 

in terms of absorption coefficient (𝛼) using previously reported data.53 (b) Temperature-dependent 

α at 5075 cm-1 (1.97 µm) and 5150 cm-1 (1.94 µm), which are the typical T-jump excitation 

frequencies used in our pulsed and CW T-jump setups, respectively (See Chapter 4). (c) Estimation 

of ΔT from eq. 3.2 as a function of initial temperature using 5075 cm-1 and 5150 cm-1 excitation 

frequencies. 𝐸𝑝𝑢𝑙𝑠𝑒 = 5 mJ and A = 1.3 x 10-3 cm2. 𝜌 and 𝐶𝑣 of D2O were used from previous 

studies.45,47  
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To gain insight into the evolution of ΔT following a T-jump, we simulate thermal 

relaxation through numerical propagation of the 2D heat-diffusion equation in cylindrical 

coordinates as introduced previously for T-jump experiments.13, 54  

Figure 3.2 Simulation of thermal relaxation following an instantaneous temperature-jump. 

(a) Schematic of sample cell used for simulations containing a cylindrical volume of D2O between 

CaF2 windows. The sample path length (along z) is set to 50 µm and the radius of the sample 

(along r) is 500 µm. The thickness of CaF2 along z is 1 mm. (b) Simulation of temperature change 

(ΔT) as a function of time following an instantaneous T-jump out to 50 ms. The 2D heat-diffusion 

equation (eq. 3.3) was propagated in 100 ns steps using the Crank-Nicolson method.55 Step sizes 

of 20 µm and 1 µm were used along r and z, respectively. The initial ΔT distribution along r is a 

Gaussian with 1/e2 diameter of 400 µm. Attenuation of the T-jump along z is neglected. The solid 

black line indicates ΔT at the center of the heated volume (∆T𝑐) whereas the dashed line is the 

average along r and z (∆T𝑎𝑣𝑔). The gray line indicates the standard deviation of ΔT across r and z 

(∆T𝑠𝑡𝑑). Time-dependent ΔT distribution along (c) r and (d) z. The bottom panels show 

distributions where ΔT is normalized at each time point. Dashed lines in (d) indicate the D2O- CaF2 

boundary. 
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The 2D heat-diffusion equation was propagated using the Crank-Nicolson method55 with a time 

step of 100 ns out to 50 ms. Figure 3.2 shows the simulated thermal relaxation for a standard 

sample design used in our group where a cylindrical volume of D2O with a path length of 50 µm 

(along z) and radius of 500 µm (along r) is placed between 1 mm thick CaF2 windows. The T-jump 

is instantaneous relative to the timescale of thermal relaxation. ΔT starts with a Gaussian profile 

along r that matches the spatial mode of the heating beam, and the profile along z is uniform 

(attenuation from absorption is neglected). There is essentially no change in the ΔT distribution 

up until 1 µs. After 1 µs, heat begins to transfer through the CaF2 windows, leading to a reduction 

in the average ΔT value across the sample (∆T𝑎𝑣𝑔). ΔT at the center of the sample (∆T𝑐) and ∆T𝑎𝑣𝑔 

follow different decay profiles (Fig. 3.2b). ∆T𝑐 is best described by a compressed exponential, 

   T exp /c Dt t


   
 

, with 𝜏𝐷 = 2.2 ms and 𝛽 = 1.38 whereas ∆T𝑎𝑣𝑔 is stretched with 𝜏𝐷 = 

1.6 ms and 𝛽 = 0.90. These differences arise from the creation of a ΔT gradient along z due to 

faster thermal relaxation of solvent near the windows relative to the center whereas diffusion along 

r is negligible on <2 ms timescales (Fig. 3.2c,d). The gradient is quantified by an increase in the 

standard deviation ΔT along z (∆T𝑠𝑡𝑑) that follows a stretched exponential with 𝜏𝑠𝑡𝑑 = 0.20 ms and  

𝛽 = 0.87. Therefore, the stretched exponential form of the ∆T𝑎𝑣𝑔 decay arises from a distribution 

of decay times along z. In typical T-jump IR experiments, the mid-IR probe volume extends across 

most of the sample path length, and ∆T𝑎𝑣𝑔 represents a reasonable approximation of the average 

ΔT within the probe volume.  
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Fast thermal relaxation and temperature gradients along z limit the accessible time window 

and interpretability of pulsed T-jump experiments. While more insulating mid-IR window 

materials are not commercially available, it is possible to slow thermal relaxation and minimize 

thermal gradients by coating CaF2 windows with an insulating film. For this purpose, we have 

used fluorinated ethylene propylene (FEP, DuPont), which has properties similar to PTFE (i.e. 

Teflon). FEP has a D value >100-fold smaller than CaF2/BaF2 (Table 3.1), is transparent in the 

mid-IR, and can easily be melted onto CaF2. Figure 3.3 shows a simulation of thermal relaxation 

where a 15 µm layer of FEP is added between D2O and CaF2. The FEP layer slightly extends 𝜏𝐷 

Figure 3.3 Simulation of thermal relaxation following a pulsed T-jump with FEP-coated 

CaF2 windows. (a) Simulated time-dependence of ∆T𝑐 (solid lines) and ∆T𝑎𝑣𝑔 (dashed lines) 

following an instantaneous T-jump using the same procedure as in Fig. 3.2 except that a 15 µm 

layer of FEP is added between the D2O and CaF2. Profiles for bare CaF2 are shown in black. (b) 

Time-dependence of ∆T𝑠𝑡𝑑. Time-dependent ΔT distribution along (c) r and (d) z. The bottom 

panels show distributions where ΔT is normalized at each time point. Dashed lines in (d) indicate 

the D2O-FEP and FEP-CaF2 boundaries.  
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of ∆T𝑎𝑣𝑔 and reduces the stretched nature of the cooling profile (𝛽 = 0.92). The plateau temperature 

gradient along z is reduced from ∆T𝑠𝑡𝑑 = 34 to 30 % (Fig. 3.3b). Experimentally, the addition of a 

12.7 µm FEP layer to CaF2 extends 𝜏𝐷 4-fold relative to bare CaF2 and greatly reduces the stretch 

factor (Fig. 3.4). Melted FEP is much more insulating than predicted by the heat diffusion 

simulations, but the reason for this inaccuracy in the simulation is unclear.  

 

The timescale of temperature relaxation is dependent on the distance for thermal diffusion 

(i.e. sample pathlength for optical spectroscopy). Since temperature relaxation is dominated by 

thermal diffusion along z, we may expect 𝜏𝐷 to follow the quadratic length-dependence for 1D 

thermal diffusion. 

2

2







path v
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                                                           (3.4) 

Figure 3.4 Experimental measurement of thermal relaxation following a pulsed T-jump. 

Time-dependence of mid-IR transmission through 5 mg/ml diglycine in D2O measured with the 

pulsed T-jump setup described in Chapter 4.1. Samples with a 50 µm pathlength were placed 

between 1 mm MgF2 (blue), 1 mm CaF2 (black), or 1 mm CaF2 coated with a 12.7 µm FEP sheet 

(red). Traces were fit to a stretched exponential     exp / DS t t


   .  
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In eq. 3.5, 𝜌, 𝐶𝑣, and κ correspond to values for D2O and 𝑧𝑝𝑎𝑡ℎ is the distance from the sample 

center along z to the window. Numerical simulations for 𝑧𝑝𝑎𝑡ℎ  from 4 – 25 µm show a power law 

relationship between 
pathz  and 𝜏𝐷, 𝜏𝐷 = 𝐴𝑧𝑝𝑎𝑡ℎ

𝜈 , with ν = 1.88, which is slightly smaller than 

predicted for 1D thermal diffusion (ν = 2.0). Over the range of path lengths used in IR 

spectroscopy, the numerical 𝜏𝐷 value is smaller than the 1D diffusion limit and the two overlap at 

2𝑧𝑝𝑎𝑡ℎ~ 1.5 µm. The normalized ΔT distributions along r and z are essentially independent of 

𝑧𝑝𝑎𝑡ℎ. Experimental measurements of 𝜏𝐷 were performed with 50 (𝑧𝑝𝑎𝑡ℎ = 25 µm), 16 (𝑧𝑝𝑎𝑡ℎ = 8 

µm),  and 6 µm (𝑧𝑝𝑎𝑡ℎ = 3 µm) Teflon spacers as well as without a spacer (𝑧𝑝𝑎𝑡ℎ ~ 1 µm). The 

change in HDVE signal of diglycine relative to the initial temperature spectrum was used to 

monitor thermal relaxation (ΔS, Fig. 3.5f). ΔT appears to be independent of sample pathlength as 

the maximum signal change is nearly the same for each. This observation is consistent with eq. 

3.2, which predicts that ΔT is independent of pathlength when heating is much faster than thermal 

relaxation because both the energy deposited by the laser pulse and heating volume are linearly 

proportional to pathlength. Experimental 𝜏𝐷 values tend to be slower than those from numerical 

simulation or eq. 3.4 but do change by similar orders of magnitude in going from 𝑧𝑝𝑎𝑡ℎ = 25 to 1 

µm. Although a more thorough measurement of the pathlength-dependence of thermal relaxation 

is needed for quantitative assessment, it is clear that sample pathlength is an important factor to 

take into account when designing T-jump experiments.  
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Figure 3.5 Effect of sample pathlength on thermal relaxation. Simulated profiles of (a) ∆T𝑐 

and (b) ∆T𝑎𝑣𝑔 from sample pathlength (2𝑧𝑝𝑎𝑡ℎ) of 50 to 8 µm with CaF2 windows. (c) 

Experimental cooling profiles measured with pulsed T-jump IR setup for diglycine in D2O at 50 

µm, 16 and 6 µm path lengths and with no spacer (~2 µm) with 1 mm CaF2 windows. Due to 

negligible change in mid-IR transmission for small pathlength, cooling profiles are obtained from 

the t-HDVE signal (Chapter 4.1) of 20 mg/ml diglycine. (d) Log-log plot of 𝑧𝑝𝑎𝑡ℎ vs. 𝜏𝐷 from 

simulated ∆T𝑎𝑣𝑔 (filled circles) and experimental (open circles) results. Simulated results are fit to 

a power law, 𝜏𝐷 = 𝐴𝑧𝑝𝑎𝑡ℎ
𝜈   (black line). The dashed line corresponds to eq. 3.4. (e) Normalized 

ΔT distribution along z at 𝜏𝐷. z is normalized by 𝑧𝑝𝑎𝑡ℎ. (f) t-HDVE signal of diglycine at a 18 ns 

delay after the T-jump for 𝑧𝑝𝑎𝑡ℎ = 25, 8, and 3 µm. Signal is plotted as the percent change relative 

to the initial temperature spectrum, ∆𝑆(𝑡) = (𝑆(𝑡) − 𝑆(𝑇𝑖))/𝑆(𝑇𝑖).  
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3.3.3 Limitations from cavitation and optical breakdown  

 It is often desirable to vary the magnitude of a T-jump (ΔT) in order to probe dynamics 

along the free-energy landscape of a biomolecular transition. However, pulsed T-jumps quickly 

deposit large amounts of energy into a sample and generate thermal, acoustic, and mechanical 

effects in the liquid that complicate or inhibit spectroscopy measurements at certain thresholds. At 

high peak power densities (> 1 GW/cm2),56-57 laser excitation will produce a plasma through 

cascading ionization of water molecules, termed optical breakdown. Our current setup, as well as 

others,31, 43, 58 perform T-jumps with ~7 ns, 5-10 mJ pulses that only reach peak power densities of 

10-20 MW/cm2. Although these peak powers are well below the threshold for optical breakdown, 

other acoustic and mechanical effects may occur and complicate the signal of interest.  

 T-jumps of ΔT = 5 – 20 °C generate a significant pressure-jump (P-jump) in the heated 

volume. Full relaxation of the pressure gradient usually occurs more slowly than the T-jump pulse 

duration and often modulates the spectroscopic observable. The timescale of observed pressure 

relaxation (𝜏𝑝) follows 𝜏𝑝 = 𝑟/𝑐𝑊 where r is the radius of the spectroscopic probe beam focus and 

𝑐𝑊 is the speed of sound in D2O (~1400 m/s).59 For our pulsed T-jump setup (Chapter 4.1), r ~ 50 

µm and 𝜏𝑝 =  36 ns. When the initial P-jump magnitude (∆P𝑖) is large enough, pressure relaxation 

manifests as an apparent increase in mid-IR transmission in our experiments on a 10-100 ns 

timescale (Fig. 3.5c). ∆P𝑖 is proportional to ΔT and depends on the ratio of the volumetric thermal 

expansion coefficient (𝛼𝑇) and isothermal compressibility (𝛽𝑇) of the liquid, which are both 

temperature-dependent in H2O and D2O.45, 60 
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Figure 3.6 shows the temperature-dependence of 𝛼𝑇, calculated from the reported 𝜌 values, and 

𝛽𝑇 in D2O. It is well known that liquid D2O exhibits a maximum in 𝜌 at ~11.2 °C (T𝜌,𝑚𝑎𝑥), 

Figure 3.6 Temperature-dependent pressure relaxation in pulsed T-jump experiment. (a) 

Temperature-dependent volumetric thermal expansion coefficient (𝛼𝑇, black line) of D2O 

determined from empirical density data and isothermal compressibility (𝛽𝑇, purple line).45,60 (b) 

Calculated P-jump magnitude immediately after heating (∆P𝑖) for T-jumps with ΔT = 15 °C as a 

function of final temperature (𝑇𝑓) using eq. 3.4. (c) Experimental time-dependent change in mid-

IR probe beam transmission following a ΔT ~15 °C T-jump using the setup described in Chapter 

4.1. Traces at various 𝑇𝑓 are normalized at a delay of 1 µs. A pressure relaxation response is 

observed from 5 – 100 ns and grows in amplitude (𝐴𝑃𝑅) with increasing 𝑇𝑓 (d) Scatter plot of 𝐴𝑃𝑅 

vs. predicted ∆P𝑖 shows good correlation (R = 0.98). The black line corresponds to a linear fit. 
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therefore T-jumps with a final temperature (𝑇𝑓) below T𝜌,𝑚𝑎𝑥 induce a small and negative ∆P𝑖. As 

Tf increases above T𝜌,𝑚𝑎𝑥, ∆P𝑖 becomes increasingly positive before reaching a maximum at ~90 

°C. Indeed, the calculated magnitude of ∆P𝑖 is correlated with the experimental increase in mid-IR 

transmission (Fig. 3.6c-d). The mechanism by which pressure relaxation modulates the mid-IR 

probe is unclear but likely results from a lensing effect generated by the pressure wave.    

 Wray et al.54  performed numerical simulations of pressure relaxation following a T-jump 

of D2O in an IR spectroscopy sample cell. For 𝑇𝑓 > T𝜌,𝑚𝑎𝑥, the P-jump is compressive (∆P𝑖 > 0) 

and pressure relaxation leads to a significant tensile pressure change in the center of the heated 

region by 100 ns, ∆P(100 ns) < 0. The magnitude of the tensile pressure is proportional to ∆P𝑖, and 

if large enough, can initiate bubble formation. This bubble formation process is typically referred 

to as cavitation. Large T-jumps where 𝑇𝑓 < T𝜌,𝑚𝑎𝑥 can also initiate cavitation by directly inducing 

a large tensile pressure upon heating. The threshold for cavitation is highly sensitive to the level 

of impurities in the solution, the sample window material, and the T-jump beam focus length 

relative to the solution pathlength. Cavitation typically occurs on a 1 – 10 µs timescale and imparts 

a much larger distortion to the mid-IR probe than the pressure relaxation, but is only occasionally 

observed in our group’s studies of nucleic acids and proteins in aqueous solution. When observed, 

replacement of the sample windows and/or filtering of the sample solution is sufficient to remove 

the cavitation artifact. It is important to note that cavitation and optical breakdown may be limiting 

factors for future T-jump experiments with larger ΔT.  
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3.4 CW near-IR T-jump spectroscopy 

3.4.1 Predicting the sample temperature profile 

 The time window of pulsed T-jump spectroscopy is limited by thermal relaxation through 

the sample windows on a timescale of a few milliseconds. Optical heating with a continuous wave 

(CW) laser gets around this limitation by providing a constant rate of energy deposition out to 

arbitrarily long times while being limited to relatively slow heating rise times (𝜏𝑅). To date, CW 

heating has been incorporated to control temperature in single-molecule spectroscopy 

measurements or in conjunction with fluorescence spectroscopy.20, 61-62 The mechanism, practical 

considerations, and potential artifacts from CW optical heating differ substantially from pulsed 

heating. The CW excitation provides a source of time-dependent energy deposition (Q) dictated 

by 𝛼, l, and the laser power (P𝐶𝑊).  
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Initially, the rate of temperature change (dΔT/dt) in the solution depends only on dQ/dt and 𝐶𝑣 of 

the sample. Assuming a cylindrical heating volume defined by Al: 
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By 0.1 – 1 ms delays after the start of heating, the rate of heating slows due to thermal diffusion 

through the sample windows and approaches a steady-state temperature (∆T0). From Newton’s 
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law of cooling, the sample temperature will approach ∆T0 with an exponential function described 

by a time constant 𝜏𝑅.  
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From eq. 3.9, 𝜏𝑅 may be expressed in terms of the ratio between ∆T0 and the initial rate of heating. 
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Both ∆T0 and initial rate of heating are proportional to P𝐶𝑊, 𝛼, and l, therefore 𝜏𝑅  is essentially 

independent of P𝐶𝑊. 

Numerical simulations of CW optical heating in D2O are shown in Fig. 3.7. Using eq. 3.6, 

the CW laser is incorporated into the simulation by adding a constant temperature increase (dT) at 

each time step (dt). 
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P𝐶𝑊 has a Gaussian profile along r with a 1/e2 diameter of 400 µm and a maximum power of 1.5 

W (P𝐶𝑊,𝑚𝑎𝑥). As for the simulations in Section 3.3, we neglect the small z-dependence of dT 

arising from attenuation of the T-jump through the sample. The simulations show exponential 

heating with 𝜏𝑅 = 1.7 ms set by thermal diffusion through CaF2. Once ∆T0 is reached, the ΔT 
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distribution along z is heterogeneous due to faster thermal diffusion near the windows relative to 

the center of the sample. This spread in ΔT is equivalent to that at >1 ms delays following pulsed 

heating (Fig. 3.2) and indicates an important difference between CW and pulsed heating. 

Following a CW T-jump, the ΔT distribution is heterogeneous but constant in time whereas pulsed 

T-jumps begin with a uniform ΔT distribution that becomes increasingly heterogeneous on a 50 

µs – 1 ms timescale. As a consequence, the T-drop after CW heating follows an exponential rather 

than the stretched-exponential decay following pulsed heating (Fig. 3.7b).  

Figure 3.7 Simulations of CW optical heating. (a) Time-dependence of ∆T𝑐 (solid) and ∆T𝑎𝑣𝑔 

(dashed) upon constant heating with a 1.5 W laser input using α at 1.94 µm and 20 °C and with 

𝑧𝑝𝑎𝑡ℎ= 25 µm. Simulations were propagated in 1 µs time steps, and steps of 20 µm and 1 µm along 

r and z, respectively. (b) T-jump/T-drop cycle for normalized ∆T𝑐 and ∆T𝑎𝑣𝑔. The light gray line 

indicates the input laser power. (c) Normalized ΔT distributions along r and z during heating and 

(d) during cooling once the input power is turned off.  

 



Chapter 3. T-jump IR spectroscopy for biomolecular reactions 

116 
 

 

It is evident from eq. 3.7 and the numerical simulations that 𝜏𝑅, ∆T0, and heterogeneity in 

ΔT along z all depend on the sample window properties and solution pathlength as observed for 

thermal relaxation after a pulsed T-jump. 𝜏𝑅  and 𝜏𝐷 are proportional to each other such that a more 

insulating window material will extend both timescales. Eq. 3.10 also indicates that changing 𝜏𝑅  

and 𝜏𝐷 will proportionally change ∆T0. This relationship between 𝜏𝑅 and ∆T0 is exemplified 

through a 1.4-fold increase in ∆T0 upon CW heating with bare CaF2 vs. FEP-coated CaF2 windows 

(Fig. 3.8). As for a pulsed T-jump (Fig. 3.3), the numerical simulations underestimate the 

insulating effect of FEP, and we observe a 2.5-fold increase in ∆T0 experimentally (Chapter 4.4). 

∆T0 also follows a power-law dependence on 𝑧𝑝𝑎𝑡ℎ, ∆T0 = 𝐴𝑧𝑝𝑎𝑡ℎ
𝜈 , with ν = 1.95 under constant 

P𝐶𝑊, which is nearly identical to the power law relationship between 𝑧𝑝𝑎𝑡ℎ and 𝜏𝑅 that arises from 

thermal diffusion to the windows (Fig. 3.9). While faster heating and cooling at shorter pathlengths 

is advantageous for studying relaxation kinetics, the nearly quadratic drop off in ∆T0 is a severe 

limitation of the CW T-jump approach.  

Figure 3.8 Effect of different window material on CW heating. (a) Time-dependence of ∆T𝑎𝑣𝑔 

upon constant heating with a 1.5 W laser for bare CaF2 and CaF2 with a 15 μm of FEP. (b) 

Normalized ∆T𝑎𝑣𝑔 profiles. (c) Normalized ΔT distribution along z at 𝜏𝑇𝐽 = 10 ms.  
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 One strategy to reduce 𝜏𝑅 without altering 𝜏𝐷 is to modulate P𝐶𝑊 in time. P𝐶𝑊 can start at 

a large value, where the instantaneous rate of heating is high, and quickly reduce to a plateau value 

(P𝐶𝑊,0) that sets ∆T0. Numerical simulations indicate that such a time profile can reduce 𝜏𝑅 by 

more than 10-fold (Fig. 3.10). The speed up in 𝜏𝑅 will ultimately be limited by how high P𝐶𝑊 can 

be spiked at early time. In practice, P𝐶𝑊 is modulated using an acousto-optic modulator, and 

waveforms more complicated than a step function must be used to minimize time-dependent 

variation in the final temperature as discussed in Chapter 4.4. Although 𝜏𝑅 can be reduced, the 

simulations show that the timescale for thermal gradient formation along z is still set by thermal 

Figure 3.9 Effect of sample pathlength on CW heating. (a) Simulated time-dependence of 

∆T𝑎𝑣𝑔 upon heating for 𝑧𝑝𝑎𝑡ℎ = 4 to 25 µm using 𝑃𝐶𝑊 = 1.5 W. (b) Normalized ∆T𝑎𝑣𝑔 profiles. (c) 

Log-log plot of 𝑧𝑝𝑎𝑡ℎ vs. 𝜏𝑅 from ∆T𝑎𝑣𝑔 profiles and (d) 𝑧𝑝𝑎𝑡ℎ vs. ∆T0. Each trend is fit to a power 

law, 𝜏𝐷 = 𝐴𝑧𝑝𝑎𝑡ℎ
𝜈  and ∆T0 = 𝐴𝑧𝑝𝑎𝑡ℎ

𝜈 , shown as black lines.  
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diffusion to the CaF2 windows and is similar with or without intensity-modulation. As in pulsed 

T-jump experiments, the temperature distribution of the sample along z changes in time up to ~1 

ms even when ∆T𝑎𝑣𝑔 is essentially constant, and therefore the observed time-dependent thermal 

profile will likely be sensitive to the shape of the spectroscopic probe volume.  

 

3.4.2 Thermophoresis 

 In CW heating, 𝜏𝑅 is long enough that pressure relaxation or cavitation do not contribute 

to the observed response and the peak laser power densities are well below the threshold for optical 

breakdown. However, the long-time behavior may still be influenced by thermophoresis, which is 

the generation of a solute concentration gradient ( c ) proportional to the produced temperature 

gradient ( T ). Although thermophoresis was discovered more than 150 years ago,63 its theoretical 

basis is only partially understood. Under a temperature gradient, the drift velocity (J) of a dilute 

Figure 3.10 Acceleration of CW heating using intensity-modulation. (a) Time-dependence of 

∆T𝑎𝑣𝑔 upon CW heating using a time-dependent (Mod., solid line) and time-independent (On/Off, 

dashed line) laser power. (Top) The time-dependent power is at 17 W for the first 140 µs and then 

steps down to a plateau power of 1.5 W used in the time-independent power case. Both simulations 

were performed with 𝑧𝑝𝑎𝑡ℎ = 25 µm. (b) Increase in the standard deviation of ΔT standard 

deviation across z for each type of heating. (c) Time-dependent ΔT distribution along z. 

 



Chapter 3. T-jump IR spectroscopy for biomolecular reactions 

119 
 

solute of concentration 𝑐 depends on both the Brownian diffusion coefficient (𝐷) and 

thermophoretic mobility (𝐷𝑇).  

TJ D c cD T                                                       (3.11) 

At steady-state (J = 0), c is related to T by the ratio between 𝐷𝑇 and 𝐷, known as the Soret 

coefficient (𝑆𝑇). 

Tc cS T     where  /T TS D D                                     (3.12) 

While 𝐷 may be accurately predicted from solvent viscosity and solute size and charge, 𝐷𝑇 is 

basically empirical. 𝐷𝑇 is often positive, meaning that solute moves from hot to cold regions 

(thermophobic), but 𝐷𝑇 can also be negative (thermophilic). Even for small molecules, 𝐷 is small 

enough in water that the timescale for establishing the steady-state c is much slower than 𝜏𝑅. As 

a result, thermophoresis typically appears as a time-dependent depletion of signal at long times 

(>100 ms, Chapter 4.4).  

 𝐷𝑇 is highly dependent on the solution conditions as well as the type of solute. Since 𝐷 

also depends on many of the same factors, it is most convenient to compare thermophoresis across 

conditions using 𝑆𝑇. In DNA, 𝑆𝑇 is usually positive (𝑆𝑇 ~ 0.01-0.1 °C-1 for a 10-mer) but depends 

on the concentration of counterions, strand length, and temperature.64 𝑆𝑇 shows a linear increase 

with temperature, which is thought to arise from hydration effects, and increases proportionally to 

the square root of strand length (𝑆𝑇 ∝ L0.5). Also relevant to investigation of nucleic acids is that 

the concentration of counterions can significantly influence 𝑆𝑇 through thermoelectric effects.65 

Under a thermal gradient cations and anions may undergo different thermophoretic migration, 
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leading to net separation of positive and negatively charged species. In this scenario, a 

thermoelectric field is generated which can counter or enhance 𝑆𝑇 for the molecule of interest. For 

DNA, 𝑆𝑇 has been shown to increase linearly with the Debye length (𝜆𝐷). The combination of size, 

electrostatic, and temperature effects on 𝑆𝑇 is commonly described in terms of entropic 

contributions from ionic shielding and hydration.64 
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                        (3.13) 

A is the surface area of the solute, ε is the dielectric constant of water, 𝜎𝑒𝑓𝑓 is the effective charge 

of the solute, and Δ𝑆ℎ𝑦𝑑 is the entropy of hydration. As shown in Chapter 4.4, the time-dependence 

of thermophoretic diffusion can contribute signal changes in T-jump spectroscopy that obscure the 

desired kinetics of the solute. On the other hand, thermophoresis is now established as a highly 

sensitive probe of binding thermodynamics for proteins and nucleic acids and basis for optical 

manipulation technology.66-68  

3.5 Comparison with T-jump experiments that use non-IR probes 

 We have so far focused on pulsed and CW optical heating for use with mid-IR 

spectroscopy, but T-jump is highly versatile in the sense that it can be coupled with many different 

spectroscopic probes. While heating is still typically performed through NIR excitation, the 

capabilities of T-jump and relevance of certain artifacts will depend on the probe it is implemented 

with. The two primary factors that differ across T-jump methods are the sample window materials 

and the size of the heating volumes in the sample. Multiple window materials offer high-quality 
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optical properties for mid-IR spectroscopy, but most tend to have similar thermal properties. An 

exception is CVD diamond (Table 3.1), which has the highest thermal conductivity of any material 

but is also one of the most expensive optical materials. Aside from IR spectroscopy, bulk and 

single-molecule fluorescence and UV absorption are potentially the most common spectroscopic 

probes coupled with T-jumps.16, 43, 69-71 Quartz cuvettes, which have a similar thermal diffusivity 

to CaF2 (Table 3.1), are typically used as sample cells for bulk fluorescence and UV absorption. 

However, these measurements use a sample path length of 100 – 500 µm, which from the scaling 

found in our numerical simulations would extend 𝜏𝐷 to ~100 ms (Fig. 3.5d), and such timescales 

are observed experimentally.16, 69 Rather than directly heat the solvent, T-jumps may be performed 

through thermal excitation of a metal substrate in contact with the sample.20, 72 This approach has 

been utilized in fluorescence microscopy setups to enable 𝜏𝑅 and 𝜏𝐷 values shorter than 10 µs with 

CW heating. The metal film is only in thermal contact with one half of the sample, therefore thin 

sample path lengths (<1 µm) are required to minimize ΔT heterogeneity across the probe volume.  

When incorporated into a microscope, visible probe lasers can be focused to spot sizes 

more than 100-fold smaller than the typical 75 – 100 µm 1/e2 diameters used in 2D IR 

spectrometers. The heating beam diameter should be kept much larger than the probe beam 

diameter to minimize ΔT heterogeneity along r. Therefore, a 100-fold reduction in probe beam 

diameter enables a similar reduction in the T-jump beam diameter to achieve ~50 pL heating 

volumes61 whereas those in T-jump 2D IR experiments are ~5 nL (Chapter 4). Small heating 

volumes are beneficial because they increase heating efficiency and may be combined with a 

reduction in 𝑧𝑝𝑎𝑡ℎ to achieve shorter 𝜏𝑅 (only for CW heating) and 𝜏𝐷 while maintaining large 
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ΔT.20, 73 Further, the decrease in heating area along r may remove pressure relaxation from the 

experimental time window for nanosecond pulsed experiments. Optical heating could be 

incorporated into a 2D IR microscopy setup,74 enabling a 4-5 fold reduction in the heating volume.  

3.6 Modelling of Relaxation Kinetics  

3.6.1 Perturbative two-state kinetics 

 The observed time constants from relaxation experiments contain a combination of 

microscopic contributions, and a reasonable kinetic model must be chosen to extract meaningful 

kinetic information from T-jump data. One of the most common assumptions for kinetic modelling 

of bimolecular reactions is that the induced concentration change is small enough to be 

“perturbative” and follow a linearized rate equation.75-76 For example, we can consider a two-state 

scheme for hybridization between two DNA complementary single-strands (S1, S2) to form a 

duplex (D). 

1 2

h

d

k

k
S S D                                                    (3.14) 

The rate equations for each species in terms of the hybridization (𝑘ℎ) and dehybridization (𝑘𝑑) rate 

constants 

   
    1 2

1 2h d

d S d S
k S S k D

dt dt
                                    (3.15a) 

 
    1 2h d

d D
k S S k D

dt
                                          (3.15b) 
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During a T-jump experiment, [S1], [S2], and [D] are time-dependent and can be expressed in 

terms of the deviation from the equilibrium value (Δ[X]) at the final temperature (  
fT

X ).75 

     1 1 1
fT

S S S                                                 (3.16a) 

     2 2 2
fT

S S S                                                (3.16b) 

     
fT

D D D                                                     (3.16c) 

By mass conservation, we have that the magnitude of concentration change is equivalent for all 

three species,      1 2S S D c       , and defined by Δ𝑐. Then, we can substitute Δ𝑐 into 

eqs. 3.15 and 3.16 to re-express the rate equations in terms of concentration change.  

 
        1

1 2 fT
d S cd S d S d D

dt dt dt dt


                                       (3.17) 

 1
fT

S is an equilibrium value such that 
 1

0
fT

d S

dt
 and the rate equations can be expressed in 

terms of the rate of concentration change. 

    2

1 2


       h h d

d c
k c k S S c k c

dt
                                    (3.18) 

Eq. 3.18 is a first-order nonlinear differential equation known as a Ricatti equation, which has been 

solved previously75-76 to obtain Δ𝑐(𝑡).  
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where,     1 2obs h dk S S k     

0 1 1 2 2[ ]( 0) [ ] [ ]( 0) [ ] [ ] [ ]( 0)
f f fT T Tc S t S S t S D D t           

Δ𝑐0 refers to the max value of Δ𝑐 that occurs at time zero of the experiment. Removal of the 

−𝑘ℎ∆𝑐2 term from eq. 3.18 corresponds to linearization or the “perturbative” assumption that is 

often applied in relaxation spectroscopy.  

    1 2h d

d c
k S S c k c

dt


                                               (3.20) 

   0 exp obsc t c t                                                    (3.21) 

The single-exponential decay of Δc in eq. 3.21 is more simple to apply than eq. 3.19, and the 

perturbative assumption greatly simplifies derivation of kinetic models beyond two-state 

scenarios. However, it is important to assess when a T-jump can be considered perturbative.  
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The general criteria for a perturbation is 𝜆𝑜𝑏𝑠 𝑘ℎ⁄ ≫ Δ𝑐 such that eq. 3.19 simplifies to eq. 

3.21, but when is this true for a real system? Figure 3.11 shows the temperature-dependence of 

𝜆𝑜𝑏𝑠 𝑘ℎ⁄  and Δ𝑐 for DNA oligonucleotide hybridization based on data from Chapter 6. For DNA 

hybridization and protein-protein association, 𝑘𝑑 typically follows Arrhenius behavior with a large 

enthalpic barrier (∆𝐻𝑑
‡
 > 100 kJ/mol) whereas 𝑘ℎ is much less temperature-sensitive. As a result, 

𝜆𝑜𝑏𝑠 𝑘ℎ⁄  is nearly constant below the melting transition (𝑇𝑚) and increases exponentially above it 

Figure 3.11 Assessment of perturbative kinetics assumption for DNA hybridization. (a) [S1] 

and [S2] as a function of temperature for model data where the dehybridization enthalpy (∆𝐻𝑑
° ) is 

310 kJ/mol and entropy (∆𝑆𝑑
° ) is 870 J/molK. Calculations are performed for [S1] = [S2] and a total 

oligonucleotide concentration of 2 mM. (b) Model temperature-dependent 𝑘ℎ, 𝑘𝑑, and 𝜆𝑜𝑏𝑠 from 

hybridization barriers ∆𝐻ℎ
‡
= -50 kJ/mol and ∆𝑆ℎ

‡
  = -294 J/molK and dehybridization barriers 

∆𝐻𝑑
‡
= 260 kJ/mol and ∆𝑆𝑑

‡
 = 576 kJ/mol. (c) Calculation of 𝜆𝑜𝑏𝑠/𝑘ℎ (orange), absolute value of 

Δ𝑐 (blue), and 𝜆𝑜𝑏𝑠 𝑘ℎ⁄ − Δ𝑐 (black) as a function of final temperature (𝑇𝑓) for a T-jump. Each 

column corresponds to a different ΔT. (d) 𝜆𝑜𝑏𝑠/𝑘ℎ, absolute value of Δ𝑐, and 𝜆𝑜𝑏𝑠/𝑘ℎ – Δ𝑐 for 

T-drops to a given 𝑇𝑓. For large T-drops, 𝜆𝑜𝑏𝑠 𝑘ℎ⁄  ~ Δ𝑐 at lower temperatures and violates the 

perturbative assumption. 
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(Fig. 3.11c-d). The magnitude of Δ𝑐 depends on ΔT and the width of the melting transition. In our 

example, T-jumps always fall within the perturbative regime because the Δ𝑐 is largest where 

𝜆𝑜𝑏𝑠 𝑘ℎ⁄  is also large. This is further illustrated in Fig. 3.12 where the time-dependence of Δ𝑐 

calculated from linearized (eq. 3.21) and non-linear (eq. 3.19) rate equations are nearly identical 

under all T-jump conditions. This behavior makes sense because T-jumps with the largest Δ𝑐 end 

at final temperatures where 𝑘𝑑 dominates and the second-order association process has less impact 

on the observed kinetics.  

It is much more likely for the perturbative assumption to break down in T-drop (ΔT < 0) 

experiments. Most T-drop experiments are performed with 𝑇𝑓 below 𝑇𝑚 where association 

contributes to or dominates the observed kinetics and Δ𝑐 can approach 𝜆𝑜𝑏𝑠 𝑘ℎ⁄ , leading to 

differences in linearized and non-linearized Δ𝑐 time profiles even for ΔT = -10 °C (Figs. 3.11d & 

3.12b). The non-perturbative Δ𝑐 decay starts at earlier times than in the perturbative case, but the 

two overlap at long times when 𝜆𝑜𝑏𝑠 𝑘ℎ⁄ ≫ Δ𝑐.  These differences are enhanced as the magnitude 

of ΔT increases. The relaxation properties of T-drop experiments are similar to those of 

stopped-flow or microfluidic mixing measurements of association. In those cases, the 

time-dependence of Δ𝑐 is often found to deviate from an exponential decay and must be described 

with second-order kinetics.77  
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3.6.2 Extension to three-state kinetics  

 So far we only considered two-state kinetics for hybridization and dehybridization, but 

multi-state kinetics may arise from additional stable duplex configurations or competition with 

other nucleic acid conformations. Solutions for various kinetic schemes are documented,75-76 and 

we focus on those most relevant/useful for DNA and protein binding. We start by considering a 

three-state scheme with an additional duplex state (DI) that may proceed to the fully intact duplex 

with forward (𝑘𝑓) and backward (𝑘𝑏) rate constants.  

1 2

fh

d b

kk

Ik k
S S D D                                                  (3.22) 

Figure 3.12 Perturbative and non-perturbative T-jump and T-drop profiles. (a) Time-

dependent normalized absolute value of Δ𝑐 following a (left) ΔT = 15 °C T-jump as a function of 

temperature. Perturbative (eq. 3.21, pink) and non-perturbative (eq. 3.19, cyan) profiles are shown. 

T-jumps to consistent 𝑇𝑓 with variable ΔT are shown on the right. (b) (left) Δ𝑐 during a T-drop 

with ΔT = -15 °C as a function of temperature. (right) T-drops to a consistent 𝑇𝑓 with variable ΔT. 

Significant deviation between perturbative and non-perturbative time profiles is only observed for 

T-drops with 𝑇𝑓 below 𝑇𝑚. 



Chapter 3. T-jump IR spectroscopy for biomolecular reactions 

128 
 

As for the two-state case, we first write the rate expression for each species at equilibrium. We 

assume [S1] = [S2] such that the concentration of each single strand is equivalent ([S1/2]).  
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Upon a change in concentration and assuming a perturbation (neglect  
2

1/2S  terms), 
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Using mass conservation,      1/2ID D S    , the kinetics can be described as a system of 

two differential equations. 
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Systems of differential equations of this form are shown to have solutions that are the sum of two 

exponential decays.75-76  

         ,1 ,21 2
exp expobs obsD D t D t                                           (3.26a) 

         1/2 1/2 ,1 1/2 ,21 2
exp expobs obsS S t S t                                       (3.26b) 

Here concentration changes with subscripts 1 and 2 correspond to changes during the 1st and 2nd 

exponential components, respectively, and their sum corresponds to the total relaxation (Δ[D]0, 

Δ[S1/2]0). The goal now is to express each observed rate constant (𝜆𝑜𝑏𝑠,1 & 𝜆𝑜𝑏𝑠,2) for which we 

assume two particular solutions to the system of differential equations.  

     
0
exp obsD D t                                                           (3.27a) 

     1/2 1/2 0
exp obsS S t                                                         (3.27b) 

Combining the derivatives of these solutions, 
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   , 

into eqs. 3.25 allows us to solve for the solutions of 𝜆𝑜𝑏𝑠 using the corresponding determinant. 
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with solutions, 
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Eqs. 3.28 are valid for perturbative kinetics and any values of 𝜆𝑜𝑏𝑠,1 and 𝜆𝑜𝑏𝑠,2. Often in relaxation 

measurements, components will be significantly separated in time (such as duplex terminal fraying 

and full dissociation). Then the fast component will be uncoupled from the slow. For example, if 
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It is common to observe T-jump responses with multiple kinetic components, but the data available 

is often insufficient to constrain a given multi-state kinetic model. Eq. 3.22 represents a sequential 

three-state process, but parallel and trap off-pathway kinetics are also possible. Each model 

requires knowledge of the temperature-dependent equilibrium concentration for the intermediate, 

which poses a significant practical barrier for this analysis. In practice, the slow observed rate may 
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be treated with a two-state model or additional assumptions must be made regarding the 

microscopic rate constants in and out of the intermediate state.  
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Chapter 4  

Temperature-jump IR spectroscopy in practice 

Material for part of this chapter is adapted from: 

Ashwood, B.; Lewis, N.H.C.; Sanstead, P.J.; Tokmakoff, A., Temperature-Jump 2D IR 

Spectroscopy with Intensity-Modulated CW Optical Heating. J. Phys. Chem. B 2020 124, 

8665-8677. 

Copyright 2020 American Chemical Society 

 

4.1 Pulsed T-jump spectrometer 

 T-jump spectroscopy with an infrared absorption probe (T-jump IR) was first reported in 

the early 1980s1 and later adopted by multiple research groups in the 1990s and 2000s for 

investigation of fast protein folding kinetics.2-4 Incorporation of T-jump spectroscopy with 2D IR 

spectroscopy was first demonstrated in the Tokmakoff group5-6 and has been a workhorse 

experiment for the study of protein and nucleic acid structural dynamics for nearly twenty years. 

As we approach the firing of the 2 billionth flashlamp shot, it is worth noting that most aspects of 

this experiment have remained the same over the years and are well-documented in previous group 

members’ theses.7-9 With that said, I, like those before me, have spent too much time working with 

this spectrometer to avoid giving it some discussion.  

 The pulsed T-jump 2D IR experiment involves synchronizing a conventional ultrafast 2D 

IR spectrometer with a Q-switched Nd:YAG laser for optical heating. The 2D IR spectrometer can 

be broken down into three key areas: (1) mid-IR pulse generation, (2) boxcar interferometer to 

create precisely spatially and temporally separated pulses, and (3) signal generation and detection.  
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Timing between the T-jump excitation and the mid-IR probe is achieved through electronic 

synchronization of the Nd:YAG laser and the oscillator that seeds the regenerative amplifier for 

generating ultrafast pulses.  

4.1.1 Mid-IR pulse generation and boxcar interferometer 

 

Figure 4.1 Optical layout and electronics for the pulsed T-jump spectrometer. The beam path 

begins at the output of OPA+DFG (right side, black) and is split into four beams in a boxcar 

interferometer that are overlapped at the sample: 𝑘1 (orange), 𝑘2 (blue), 𝑘3 (green), 𝑘𝐿𝑂 (magenta). 

The signal (𝑘𝑠𝑖𝑔, maroon) is heterodyned with a local oscillator (𝑘𝐿𝑂) and detected on a MCT array 

using a balanced detection scheme. ZnSe beamsplitter (BS) surfaces are color-coded based on their 

antireflection (AR) coating in the mid-IR: purple – 50%, cyan – 98% transmission. The T-jump 

laser beam is overlapped with the mid-IR beams at the sample and is electronically synchronized 

with the mid-IR laser source. Other abbreviations: C – ZnSe compensation, λ/2 – half waveplate, 

P – polarizer, Per – periscope, L – convex lens, PM – 90° off-axis parabolic mirror, B – beam 

block, LPF – low-pass filter, Ch – optical chopper, ADC – analog-to-digital converter, PC – local 

computer. 
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 The details of the spectrometer and ultrafast mid-IR pulse generation have been described 

previously.9 In brief, a Ti:Sapphire regenerative amplifier (Libra-HE, Coherent) generates pulses 

centered at 800 nm with a 90 fs duration, 3-4 mJ pulse energy, and a repetition rate of 1 kHz. 

Approximately 45% of this energy is used to pump an optical parametric amplifier (OPA, 

TOPAS-C, Light Conversion) for the pulsed T-jump spectrometer while the remaining portion is 

used to pump an OPA for the CW T-jump 2D IR spectrometer (Section 4.3). The OPA utilizes 

collinear Type II phase-matching such that the generated near-IR (NIR) signal and idler are 

collinear and have orthogonal polarization. The signal and idler are used for difference frequency 

generation (DFG) to produce mid-IR pulses for 2D IR spectroscopy. Temporal overlap between 

the signal and idler is controlled using a Michelson interferometer, and they are overlapped in a 

AgGaS2 crystal to produce mid-IR pulses with 8-12 µJ of pulse energy via DFG. The NIR idler 

generated during DFG is filtered by a germanium window with an anti-reflection (AR) coating.  

 Prior to entering the boxcar interferometer, the mid-IR light polarization is rotated from p 

to s using a 90° periscope. A series of AR-coated ZnSe beamsplitters (BS1-BS4) split the mid-IR 

input into five separate beams: three for third-order IR signal generation (𝑘1, 𝑘2, 𝑘3), one for the 

local oscillator (𝑘𝐿𝑂), and one for alignment (𝑘4, blocked by B1 during data acquisition). The 

beamsplitters are arranged and coated such that each of 𝑘1, 𝑘2, and 𝑘3 contain 32-33% of the input 

pulse energy (not accounting for reflective losses) and just 1-2% is saved for 𝑘𝐿𝑂. All beams are 

aligned into their own retroreflector, which are set to vertically offset 𝑘1 and 𝑘3 above 𝑘2 and 𝑘𝐿𝑂. 

The retroreflectors for 𝑘2, 𝑘1, and 𝑘𝐿𝑂 are mounted to motorized stages (ANT-90, Aerotech) to 

adjust the relative timing of each mid-IR pulse at the sample. The polarization of each beam is 
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independently controlled by a half-waveplate and polarizer. The positions of 𝑘1, 𝑘2, and 𝑘3 are set 

to three corners of a 1.15 by 1.15 in. square (G1 in Fig. 4.1) prior to being focused to a ~100 µm 

1/e2 diameter spot at the sample by a 90° off-axis parabolic mirror (10 cm effective focal length). 

𝑘𝐿𝑂  spatially overlaps with the other beams at the sample, but arrives ~100 ps prior to 𝑘1, 𝑘2, and 

𝑘3 to avoid interfering in the signal generation process. Passing 𝑘𝐿𝑂 through the same sample 

region as the other beams ensures that its spectral and phase characteristics are nearly the same as 

the signal. Prior to the sample, 𝑘𝐿𝑂 is set at a height between 𝑘1/𝑘3 and 𝑘2 and horizontally offset 

for greater spatial separation with the other beams after the sample such that it can follow a longer 

path to achieve temporal overlap with the signal in the detection area. 

4.1.2 Signal detection  

 Due to the non-collinear beam geometry of 𝑘1, 𝑘2, and 𝑘3, the third-order signal (𝑘𝑠𝑖𝑔) 

generated from the sample is wavevector-matched in the direction of the fourth corner of the square 

(G2). After re-collimation by a second off-axis parabolic mirror, the 𝑘1, 𝑘2, and 𝑘3 beams are 

blocked and 𝑘𝐿𝑂 and 𝑘𝑠𝑖𝑔 are aligned to spatially and temporally overlap at a beamsplitter (BS5). 

We employ a balanced-detection scheme where in-phase and π-shifted interference between 𝑘𝐿𝑂 

and 𝑘𝑠𝑖𝑔 are detected simultaneously and subtracted on-the-fly during data acquisition. BS5 is 

AR-coated so that 50% of 𝑘𝑠𝑖𝑔 is transmitted while 50% reflects off the front-face and accumulates 

a π-phase shift. This phase-shift occurs because ZnSe has a higher refractive index (n = 2.4) than 

air (n = 1). In contrast, the reflection of 𝑘𝐿𝑂 off the back-face of BS5 does not experience a phase 

shift. The back face is AR-coated for 98% transmission, leading to transmission of 𝑘𝐿𝑂 through 

the back-face followed by 50% reflection off the front face. The resulting beams after BS5 
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(reflected 𝑘𝑠𝑖𝑔  + transmitted 𝑘𝐿𝑂  & transmitted 𝑘𝑠𝑖𝑔  + reflected 𝑘𝐿𝑂) are vertically offset (G3, Fig. 

4.1), focused onto and dispersed by a grating monochromator, and detected on separate 64-pixel 

stripes of HgCdTe (MCT, IR Systems Development). The voltage detected at each pixel is read 

by a boxcar integrator, and the output signals of each stripe are subtracted for balanced detection 

on the fly with data acquisition software on a local computer.  

 Although balanced detection further complicates alignment of the 2D IR spectrometer, it 

was reported to improve signal-to-noise by 16-fold and enables additional corrections for pulse 

distortions from linear absorption.5, 10 The signal-to-noise enhancement largely comes from the 

ability to perform differential detection with a single laser shot. Each MCT pixel detects the total 

intensity from 𝑘𝑠𝑖𝑔 and 𝑘𝐿𝑂 at a given detection frequency (𝜔3), which contains homodyne 

contributions from each field (𝐸𝑠𝑖𝑔, 𝐸𝐿𝑂) as well as the cross-term that depends on the phase 

difference between signal and LO (∆𝜙).  
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The π phase difference between the signal on each stripe creates a π-phase shift between the 

respective cross-terms, giving them opposite signs. Subtraction between the intensity detected on 

each stripe removes the homodyne terms.   

         1 3 2 3 3 3 32 cosstr str sig LOI I E E                                  (4.2) 
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Unlike the homodyne terms, the interference signal is linearly dependent on 𝐸𝑠𝑖𝑔 and sample 

concentration. The time delay between 𝑘𝑠𝑖𝑔 and 𝑘𝐿𝑂 overlap at BS5 (𝜏𝐿𝑂) can be adjusted to 

perform spectral interferometry to extract the amplitude and phase of the signal.11-12 The resulting 

complex signal is termed the heterodyned dispersed vibrational echo (HDVE).11 

       3 3 3 3 3, 2 cosHDVE LO sig LO LOS E E                                    (4.3) 

For the work in this thesis, we report the real part of the HDVE signal corrected to 𝜏𝐿𝑂 = 0, termed 

the dispersed pump-probe (DPP).  

       3 3 3 3, 0 2 cosDPP LO sig LOS E E                                    (4.4) 

Although unnecessary in principle, we chop 𝑘2 at 500 Hz (Fig. 4.1) to correct for mismatch in the 

alignment of each stripe and to remove certain scatter contributions that reach the detector. The 

actual signal we record on the fly is more complicated than eq. 4.2, and accounts for linear 

absorption distortions along 𝜔3 (but not 𝜔1).10 
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                                             (4.5) 

In eq. 4.5, 𝐼𝑠𝑡𝑟1
𝑜𝑝𝑒𝑛

 and 𝐼𝑠𝑡𝑟2
𝑜𝑝𝑒𝑛

 are the detected intensity on each stripe when 𝑘2 is unchopped, and 

𝐼𝑠𝑡𝑟1
𝑐𝑙𝑜𝑠𝑒𝑑 and 𝐼𝑠𝑡𝑟2

𝑐𝑙𝑜𝑠𝑒𝑑 are those with 𝑘2 blocked and, as consequently, no signal is generated.  

4.1.3 Incorporation of T-jump 

 A Q-switched Nd:YAG laser (YG980c, Quantel) is electronically synchronized with the 

2D IR spectrometer to perform T-jump spectroscopy. The amplified fundamental (1064 nm, 20 
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Hz) is frequency-doubled in potassium dihydrogen phosphate (KDP) and pumps a BBO-based 

optical parametric oscillator (OPO, Opotek) to produce 4 – 10 mJ, ~7 ns pulses of 1.98 μm idler. 

The signal (727 nm) is not used in the experiment. After the collimation, the beam travels ~2.75 

m before being focused and overlapped with the mid-IR probe volume at the sample. The spatial 

mode of the beam significantly deviates from a Gaussian profile, and a ~7.5 cm focal length is 

needed to focus to a beam diameter of 400 – 500 μm. Figure 4.2 shows that the spatial mode is 

elliptical and asymmetric with approximate dimensions of 530 × 380 μm. Measurements of power 

through different size pinholes estimates a 1/e2 diameter of 420 μm, assuming a Gaussian mode.  

 

 The oscillator in the regenerative amplifier serves as the master clock for electronic 

synchronization between the 2D IR probe and T-jump event. The 80 MHz repetition rate of the 

oscillator is divided to a 20 Hz signal used to trigger firing of the flashlamps and Q-switching in 

the T-jump laser.13 The 20 Hz signal is programmatically delayed from hundreds of picoseconds 

Figure 4.2 Image of T-jump beam focus from burn paper. Microscope image of burn spot from 

the pulsed T-jump beam at the sample position. Single-shot burns were made as a function of focal 

position, and the image shows the burn with the smallest area.  
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to one millisecond using a delay generator (DG535, Stanford Research Systems). Due to the 

mismatch in repetition rate between the T-jump (20 Hz) and mid-IR probe (1 kHz), 50 mid-IR 

shots probe the sample in 1 ms intervals between each T-jump. The sub-ms delay from the delay 

generator sets the time difference between the T-jump and the first mid-IR shot (𝜏𝑇𝐽
1 ). In most 

cases, the 50 ms interval between T-jumps allows for full thermal relaxation of the sample back to 

its initial condition before the next T-jump pulse arrives.  

 T-jumps may be used to trigger downhill structural dynamics in proteins and nucleic acids 

if large and fast enough temperature changes are provided.14-15 The magnitude of the temperature 

change (ΔT) is limited by optical breakdown at laser power densities near 1 GW/cm2 and 

potentially by cavitation at lower values. Our setup can produce ΔT of 25 °C using a power density 

of ~20 MW/cm2, which in theory leaves plenty of room for larger ΔT T-jumps. Our current 

limitations in ΔT are set by the poor focusing properties of the T-jump beam and the total pulse 

energy available. One mechanism to achieve larger ΔT is by adding a second pass of the T-jump 

through the sample. Alternatively, the T-jump source may be upgraded to newly available 

Q-switched Nd:YAG or Ho:YAG lasers with higher pulse energy and spatial mode quality.16 

4.2 Pulsed T-jump 2D IR data acquisition  

 In the current setup, pulsed T-jump experiments may be robustly performed with either 

HDVE or 2D IR as the spectroscopic probe. Either spectrum may be measured at many T-jump 

delays by electronically stepping 𝜏𝑇𝐽
1 . HDVE acquisition is much faster than 2D IR and therefore 

more commonly used for finely sampling kinetics.14, 17-18 As noted in Section 4.1.2, signal 

acquisition requires differential detection with optical chopping. The chopper subtraction in 
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steady-state HDVE or 2D IR measurements is performed between adjacent shots with 𝑘2 

unchopped and chopped to minimize influence from slow fluctuations in mid-IR pulse energy. 

However, shot-to-shot subtraction is unsuitable in the T-jump measurement because consecutive 

shots occur at different points along the temperature and sample response profiles. Instead, data 

are acquired with two chopper phases spaced by 180°. All odd (𝜏𝑇𝐽
1 , 𝜏𝑇𝐽

1 +2 ms, …)/even (𝜏𝑇𝐽
1 +1 

ms, 𝜏𝑇𝐽
1 +3 ms, …) shots are chopped/unchopped in one phase and unchopped/chopped in the other. 

Subtraction is then performed between different chopper phases at each T-jump delay (𝜏𝑇𝐽).  

  1 2 1 2
3

1 2 1 2, 1 , 2

,  

TJ TJ

open open closed closed

str str str str
obs TJ open open closed closed

str str str strPhase Phase

I I I I
S

I I I I
 

 
 

 
 

                     (4.6) 

The brackets in eq. 4.6 denote an average at each chopper phase. For the data in this thesis, 5000 

mid-IR shots (or 100 T-jump events) were acquired, sorted by 𝜏𝑇𝐽 and whether 𝑘2 is unchopped 

or chopped, and then averaged within each chopper phase.   

 As described previously,11, 13 data is usually acquired at multiple 𝜏𝐿𝑂 values and processed 

as follows: (1) Fourier transform spectral interferometry (FTSI) to extract real and imaginary 

components of the HDVE spectrum, (2) phase-adjusted to 𝜏𝐿𝑂 = 0, (3) phase-corrected by fitting 

to a separately collected two-beam pump-probe signal between 𝑘2 and 𝑘𝐿𝑂, and (4) converted to 

DPP or the dispersed vibrational echo (DVE) from the HDVE.   

   3 3, 0 , 0DPP LO HDVE LOS S                                           (4.7a) 

   
2

3 3, 0 , 0DVE LO HDVE LOS S                                           (4.7b) 
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The DVE signal scales quadratically with sample concentration,11 which makes it harder to 

interpret and less useful than the DPP signal for studying biomolecular reactions.  

Figure 4.3 shows an example of T-jump HDVE (t-HDVE) data for DNA duplex 

dissociation. The DPP signal can be interpreted similarly to the pump-probe spectrum introduced 

in Chapter 2.2. T-jump data are typically reported as a difference relative to the initial temperature 

(𝑇𝑖) to emphasize spectral changes due to the T-jump. There is commonly an offset signal 

immediately after the T-jump (𝜏𝑇𝐽 = 5 ns) resulting from sub-ns dynamics, which likely arise from 

changes in solvation or base-pairing structure. The spectral changes that follow at greater 𝜏𝑇𝐽 then 

report on terminal fraying (10 – 500 ns) and strand dissociation (10 – 500 μs) before thermal 

relaxation and re-hybridization occurs. The slowest measurable time constant is ~400 μs for a 

standard sample with a 50 μm path length and bare CaF2 windows.  Pressure relaxation is observed 

Figure 4.3 Example of pulsed t-HDVE data. (a) HDVE (DPP) spectra (eq. 4.5) of 

5ʹ-CGCATATATAT-3ʹ + complement at various 𝜏𝑇𝐽 delays following a T-jump along the duplex 

melting transition. Data were acquired with fixed 𝜏1 = 150 fs and 𝜏2 = 150 fs. The first spectrum 

is measured 5 ns prior to the T-jump (𝜏𝑇𝐽 = -5 ns). (b) Difference relative to the initial temperature 

spectrum, Δ𝑆(𝑡) = [𝑆(𝑡) − 𝑆(𝑇𝑖)]/𝑆(𝑇𝑖). (c) Normalized t-HDVE time traces at 1550 and 1605 

cm-1 showing terminal fraying and duplex dissociation components. The solid black line shows 

the time-dependence of the change in transmission of the LO beam (t-LO).  
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from 10 to 100 ns (discussed in Chapter 3.3) and most clearly appears as an increase in 

transmission of the LO beam (t-LO).  

 T-jump 2D IR (t-2D IR) data are collected by scanning the time delay between 𝑘1 and 𝑘2 

(𝜏1) and performing a Fourier transform on the resulting free induction decay (FID) to generate 

the excitation frequency axis (𝜔1). In a boxcar beam geometry, rephasing (R) and non-rephasing 

(NR) signals are wavevector-matched in distinct directions such that only one is detected at a time. 

However, switching the time ordering of 𝑘1 and 𝑘2 flips the wavevector-matched directions of the 

R and NR signals. Our detection alignment is set up so that the R signal is measured when 𝑘1 

arrives before 𝑘2 and the NR signal is measured when 𝑘2 comes before 𝑘1. In a typical t-2D IR 

Figure 4.4 Acquisition of pulsed t-2D IR data. (a) Rephasing and non-rephasing FIDs at a 𝜏𝑇𝐽 

value of 320 μs and detected at 1670 cm-1 for a DNA duplex of 5ʹ-CGCATATATAT-3ʹ + 

complement. (b) Rephasing and non-rephasing 2D IR spectra. (c) Absorptive spectra at 320 μs 

and 50 ms. (d) Difference spectrum between 320 μs and 50 ms highlighting spectral changes from 

duplex dehybridization. (e) Projection of difference spectrum in (d) onto the 𝜔3 axis compared 

with the t-HDVE spectrum at the same 𝜏𝑇𝐽 value.  
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experiment on nucleic acids, the R FID is first measured by stepping 𝜏1 from -60 to 2000 fs in 16 

fs steps (Fig. 4.4). At each 𝜏1 step, the signal is acquired identically to t-HDVE with 𝜏𝐿𝑂 = 0. The 

NR FID decays more rapidly and is measured from 𝜏1 = -60 to 1700 fs. The R and NR FIDs are 

fully acquired at a single 𝜏𝑇𝐽
1  before moving to the next. R and NR spectra are produced from 

Fourier transforming along 𝜏1 and phase-correcting by fitting the 2D IR projection onto 𝜔3 to the 

𝑘2/𝑘𝐿𝑂 pump-probe spectrum. The R and NR spectra are then summed to generate the absorptive 

t-2D IR spectrum (Fig. 4.4).  We report the difference spectrum relative to the maximum of the 𝑇𝑖 

spectrum as for t-HDVE data. Scanning 𝜏1 makes acquisition of a t-2D IR spectrum >100-fold 

slower than t-HDVE, therefore t-2D IR is typically only measured at a few 𝜏𝑇𝐽
1  values for a given 

sample.6, 18-19  

4.3 CW T-jump spectrometer 

 As shown in Fig. 4.3, the time window for pulsed T-jump IR experiments is limited to a 

few milliseconds due to temperature relaxation through the sample windows, and many proteins 

and nucleic acids exhibit large-scale conformational changes on millisecond to second 

timescales.20-22 While numerous techniques can probe kinetics occurring on milliseconds or longer 

timescales, it is ideal for our group to have a single spectroscopic probe that can be used to study 

processes occurring from nanoseconds to hours. This section contains the description of a T-jump 

2D IR spectrometer that utilizes continuous wave (CW) NIR optical heating to heat a sample 

within hundreds of microseconds and hold the final temperature for arbitrarily long times. 

Modulation of the CW laser power is synchronized with the 2D IR spectrometer to speed up 

heating by more than 10-fold and enable robust tunability of the T-jump repetition rate.  
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4.3.1 2D IR spectrometer 

 

 The CW T-jump setup uses a 2D IR spectrometer employing a pump-probe pulse 

geometry. General aspects of 2D IR in the pump-probe geometry have been discussed 

previously,13, 23-24 and this section focuses on elements specific to our setup. The remaining 55% 

power from the regenerative amplifier not used for the pulsed T-jump spectrometer pumps an 

OPA+DFG to generate 12-16 µJ of mid-IR pulse energy with s polarization. The NIR idler is 

Figure 4.5 Optical layout and electronics for CW T-jump spectrometer. The beam path begins 

at the output of OPA+DFG (left side, black). The probe beam (𝑘3, green) is split off by a wedge 

(W) and the collinear pump pulse pair of 𝑘1 (orange) and 𝑘2 (blue) is generated by a Mach-Zehnder 

interferometer. The pump and probe beams are overlapped at the sample (S), and the generated 

signal is detected along with 𝑘3 on an MCT array. Intensity modulation of a CW fiber laser by an 

acousto-optic modulator (AOM) is electronically synchronized with the mid-IR source and 

overlapped at the sample for optical heating. Other abbreviations: BS – AR-coated beamsplitter, 

LP – low-pass filter, T(R) – reflective telescope, T(T) – transmission telescope, L – convex lens, 

C – CaF2 compensation material, λ/2 – half waveplate, P – polarizer, D – single-pixel MCT 

detector, Ch – optical chopper, PM – 90° off-axis parabolic mirror, B – beam block, LPF – low-

pass filter, ND – neutral density, AFG – arbitrary waveform generator, ADC – analog-to-digital 

converter, PC – local computer. 
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filtered from the mid-IR with AR-coated Ge, which also serves to overlap the mid-IR with a HeNe 

tracer beam for alignment. The mid-IR beam is collimated with a reflective telescope of spherical 

Au mirrors. A CaF2 wedge (0.5°, Altechna) reflects about 5% of the mid-IR to be used as the probe 

beam (𝑘3). The transmitted portion enters a Mach-Zehnder interferometer that uses a pair of 50:50 

AR-coated CaF2 beam splitters (Edmund Optics) to split the beam into two arms (𝑘1, 𝑘2), create a 

time delay between them (𝜏1), and recombine them into a collinear beam. The beam splitters are 

AR-coated and oriented such that in-phase and π-phase shifted portions are generated. The 

reflected portion off of BS1 (𝑘1) experiences a π-phase due to the higher refractive index of CaF2 

(n = 1.4) relative to air (n = 1). The same is true for the reflected portion of 𝑘2 off BS2. In contrast, 

the reflected portion of 𝑘1 off BS2 does not experience a phase-shift. As a result, beams with 𝑘1 

and 𝑘2 in-phase and out-of-phase are generated after BS1. The out-of-phase portion is unsuitable 

for 2D IR spectroscopy, but is used to measure a pump-pulse interferogram on a single-channel 

MCT detector as 𝜏1 is stepped. The pump interferogram is then Fourier transformed and used to 

correct for timing errors in 𝜏1 via the Mertz method.13, 25 The polarization of the in-phase portion 

of 𝑘1/𝑘2 is set with a half waveplate and polarizer while that of 𝑘3 is fixed. The pump and probe 

beams are horizontally offset by 1 in. and focused to a 70-75 µm 1/e2 diameter spot (Fig. 4.6c,d) 

at the sample position using a 90° off-axis parabolic mirror (2 in. effective focal length). The pump 

and probe pulse duration was determined to be 90-100 fs at the sample by interferometric 

autocorrelation and intensity cross-correlation measurements, respectively (Fig. 4.6a,b). The pulse 

duration was minimized by adding additional Ge before the telescope and a 5 mm CaF2 window 

into the 𝑘3 path.  
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 Unlike for the boxcar geometry described in Section 4.1, the third-order IR signal generated 

at the sample in a pump-probe geometry is wavevector-matched in the same direction as the probe 

beam. This leads to self-heterodyning of the signal by the probe and no additional LO is needed. 

After the sample, the beams are re-collimated with a second off-axis parabolic mirror, the pump is 

Figure 4.6 Characterization of mid-IR light at the sample. (a) Interferometric autocorrelation 

(black) in AgGaS2 between 𝑘1 and 𝑘2 at the sample position. The zero-frequency component 

(intensity autocorrelation) was extracted by Fourier filtering and fitting to a Gaussian function 

(purple line). The data is shifted and scaled so that the long-time baseline is one and the lowest 

fringes drop to zero. (b) Background-free intensity cross-correlation between 𝑘1/𝑘2 and 𝑘3 (black) 

and fit to a Gaussian function (purple). Each measurement was performed with 1 mm CaF2 added 

to the optical path to account for transmission into the sample. The full-width at half maximum 

(FWHM) of the pulse (𝜏𝑝) corresponds to the intensity autocorrelation FHWM divided by √2. (c) 

Normalized detected signal when scanning a razor blade horizontally across the 𝑘3 at the sample 

focus. (d) Vertical scan across 𝑘3. Scans are fit (blue line) to the integral of Gaussian function 
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 to extract the 1/e2 diameter (2w).  
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blocked, and the signal/probe beam is focused onto a grating monochromator and detected on a 

64-pixel MCT array. A polarizer set parallel to the polarization of the probe is placed just before 

the monochromator. The delay between pump pulses (𝜏1) and the delay between 𝑘3 and the pump 

(𝜏2) are set by motorized stages (ANT95L, Aerotech) in the optical path of 𝑘1 and 𝑘3, respectively. 

The sample stage contains motorized actuators that control the sample position in the focus 

direction (z) and perpendicular (x).   

4.3.2 Pump-probe and 2D IR data acquisition 

 The desired signal is separated from other contributions to the total detected intensity by 

differential detection. 𝑘2 is chopped at 500 Hz and subtraction is performed between adjacent mid-

IR shots where 𝑘2 is open or blocked. 𝜏1 is set to 0 fs for pump-probe measurements, and the 

contributions to the detected intensity contributions are, 
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3

2
(3)

(1) 2 3
2 3 3 3

( , )
( , ) ( ) ( )

2
closed k

E
I E E

 
                                           (4.8b) 

3kE is the 𝑘3 field, (1)E is the linear absorption signal, and (3)E is the pump-probe signal. We assume 

that 
3kE >> (3)E , (1)E , then only the 

3kE homodyne (I) and signal (S, i.e.
3

(3)

kE E and 
3

(1)

kE E ) terms 

are significant in the detected intensity.  

       
3

(1) (3)

2 3 3 3 2 3, 2 2 ,open kI I S S                                      (4.9a) 

       
3

(1) (3)

2 3 3 3 2 3, 2 ,closed kI I S S                                      (4.9b) 



Chapter 4. T-jump IR spectroscopy in practice 

 

154 
 

Data is acquired on-the-fly as the change in absorption (ΔOD) by subtracting adjacent chopped 

and unchopped shots.  
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It is generally assumed that the intensity of 𝑘3 is much larger than the linear absorption and pump-

probe signals,
3kI >> (3)S , (1)S , although this may not be true for highly absorbing samples. 
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In a 2D IR experiment, the ΔOD signal is acquired as a function of 𝜏1, and the resulting 

FID is Fourier transformed to resolve the excitation frequency axis (𝜔1). Pump-probe signals 

between 𝑘1 and 𝑘3, 𝐸(3),𝑃𝑃(𝜏1 + 𝜏2, 𝜔3), and between 𝑘2 and 𝑘3, 𝐸(3),𝑃𝑃(𝜏2, 𝜔3), are 

wavevector-matched in the same direction as the signal of interest, 𝐸(3),2𝐷(𝜏1, 𝜏2, 𝜔3).  
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(1) (3), (3), (3),2

1 2 3 3 3 2 3 1 2 3 1 2 3, , , , , ,PP PP D

open kI E E E E E                  (4.12) 

When 𝑘2 is chopped, neither  (3),

2 3,PPE    nor  (3),2

1 2 3, ,DE     are generated.  
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As for the pump-probe measurement, we assume that linear absorption and third-order homodyne 

terms are weak relative to the cross-terms and 
3kI . The resulting signal acquired as ΔOD is, 
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Again, assuming that 
3kI >> (3)S , (1)S  leads to,  
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Differential detection between shots with 𝑘2 chopped and unchopped enables shot-to-shot removal 

of the 𝑘1/𝑘3 pump-probe signal, which is critical due to its dependence on 𝜏1. In contrast, the 𝑘2/𝑘3 

pump-probe signal is independent of 𝜏1 and remains as an offset in the FID, which can simply be 

subtracted in post-processing.  

4.3.3 T-jump optical design 

 

Figure 4.7 Characterization of CW T-jump beam at the sample. (a) Focused CW laser spatial 

profile at the sample position from measuring the power through a 150 µm wire extruder as it is 

scanned across the beam in 30 µm steps. Power profiles from scans in the horizontal (left) and 

vertical (right) directions are well described by a Gaussian function to extract 1/e2 beam diameters 

(2w) of 382 and 411 µm. (b) Comparison of T-jump and mid-IR beam sizes at the sample assuming 

a Gaussian profile and using the average diameter from horizontal and vertical profile 

measurements.  
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 The T-jump laser is a CW Thulium fiber laser (TLR-30, IPG Photonics) that outputs 30 W 

of randomly polarized 1.94 µm light. The T-jump laser line uses AR-coated fused silica mirrors 

with >99% reflectance from 1.9 - 2.2 µm (Edmund Optics). The T-jump beam is first collimated 

with a Galilean telescope to a ~1.5 mm diameter before passing through a TeO2 acousto-optic 

modulator (M1099(M)-T40L-2, Isomet) with a 2 mm active aperture height. An arbitrary 

waveform generator (AFG, 31101, Tektronix) sends a 40 MHz sine wave function with 

programmable amplitude (0 – 1 V) to a radiofrequency (RF) driver (531C-7, Isomet) to drive the 

AOM. The AOM is mounted on a manual rotation stage (RP03, Thorlabs) and rotated to the Bragg 

angle (9.05 mrad). The rise time (𝜏𝑟𝑖𝑠𝑒) of the AOM is ~230 ns assuming a Gaussian spatial mode, 

𝜏𝑟𝑖𝑠𝑒 = 0.65𝑑/𝑉𝑎, where 𝑑 = 1.5 mm is the beam diameter and 𝑉𝑎 = 4.2 × 106 mm/s is the acoustic 

velocity of TeO2. A first-order diffraction efficiency of 70-75 % is achieved with maximum RF 

power. The zeroth- and first-order diffracted beams are separated by an angle of 18.10 mrad. After 

the beams sufficiently separate, the zeroth-order beam is blocked and the first-order beam is routed 

to the sample for optical heating. The first-order beam is focused by a convex lens (f = 20 cm) and 

routed through a hole in the first off-axis parabolic mirror to spatially overlap with the mid-IR 

beams with a 1/e2 diameter of ~400 µm (Fig. 4.5). After the sample, the T-jump beam exits through 

a hole in the second off-axis parabolic mirror and is blocked. The T-jump spot size is >4-fold larger 

than that of the mid-IR beams such that the spread in ΔT along r across the mid-IR probe is 

expected to be less than 10%.  
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4.3.4 T-jump synchronization with mid-IR  

 In CW T-jump experiments, the CW fiber laser is continuously running at full power, and 

the properties of the experiment are determined through time-dependent modulation of the power 

reaching the sample via the AOM. Therefore, the electronics that drive the AOM control 

experimental properties such as the T-jump repetition rate (1/𝜏𝑇), ΔT, the heating (𝜏ℎ𝑒𝑎𝑡) and 

cooling (𝜏𝑐𝑜𝑜𝑙) times, and the time spent with the laser on (𝜏𝑜𝑛) and off (𝜏𝑜𝑓𝑓) during a cycle (Fig. 

4.8). Mid-IR shots arrive at the sample every 1 ms and are sorted based on their time of arrival 

after the T-jump laser turns on (𝜏𝑇𝐽) and off (𝜏𝑇𝐷 = 𝜏𝑇𝐽 − 𝜏𝑜𝑓𝑓). Hundreds to thousands of 

measurements as a function of 𝜏𝑇𝐽 and 𝜏𝑇𝐷 are acquired per T-jump cycle and binned 

logarithmically. The first mid-IR shot arrives between 0 and 1 ms (𝜏𝑇𝐽
1 ) after the T-jump laser turns 

on and is electronically controlled. The 80 MHz repetition rate from the Ti:Sapphire oscillator 

seeding the regenerative amplifier serves as the master clock as for the pulsed T-jump 

spectrometer. The 80 MHz signal is divided to 1 kHz by a delay generator (SDG Elite, Coherent), 

which is sent to the regenerative amplifier, and the 1 kHz signal is then divided to 20 Hz. This is 

the same 20 Hz signal used to synchronize firing of the pulsed T-jump laser with the mid-IR 

(Section 4.1.3). The 20 Hz signal is further divided to a programmable value between 10 and 0.005 

Hz (1/𝜏𝑇) by a series of two frequency dividers (PRL260NT & PRL220A, Pulse Research Lab) 

and triggers the AFG to start a waveform of duration 𝜏𝑇 that is converted to an RF signal to drive 

the AOM.  



Chapter 4. T-jump IR spectroscopy in practice 

 

158 
 

 

 As illustrated in Fig. 4.9, we employ two types of data acquisition procedures for 𝜏𝑇 ≤ 2.5 

s (CW-fast) and 𝜏𝑇 > 2.5 s (CW-slow). For each type of acquisition, the divided signal from the 

master clock triggers the AFG to initiate heating cycles. At this time, the AFG sends a 1 ms long 

TTL signal that is sampled by the integrator for the mid-IR detector. The TTL signal is sampled 

40 µs after the rising edge of a 1 kHz signal to the integrator (Fig. 4.9b), which triggers integration 

of the mid-IR pulse detection (542 ns delay, 1.904 µs integration time). Following the 1 ms TTL, 

a user-defined electronic sub-ms delay controls the start time for sample heating and in turn 

determines 𝜏𝑇𝐽
1 .  

 

 

Figure 4.8 Definition of time delays in CW T-jump experiment. Once triggered, the AFG 

initiates a T-jump/T-drop waveform (orange) of duration 𝜏𝑇. The waveform consists of 

electronically controlled time periods where the laser is heating the sample (𝜏𝑜𝑛) or off (𝜏𝑜𝑓𝑓). The 

time delay between the start of heating and the arrival of the first mid-IR shot (𝜏𝑇𝐽
1 ) is electronically 

controlled and later shots arrive in 1 ms intervals that are expressed in their time delay relative to 

the start of heating (𝜏𝑇𝐽). 
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Figure 4.9 Electronic timing control in CW T-jump IR experiments. (a) Timing schematic for 

T-jump experiments with 𝜏𝑇 ≤ 2.5 s (CW-fast). A signal divided from the Ti:Sapphire oscillator 

master clock triggers the AFG to generate a pair of T-jump/T-drop cycles that are offset 1 ms 

relative to one another. Due to the 1 ms mismatch, mid-IR shots that have 𝑘2 chopped or 

unchopped at 𝜏𝑇𝐽 in the first cycle will be flipped to unchopped or chopped in the second, 

respectively, and can be directly subtracted (eq. 4.16). (b) Zoom in on first few ms following AFG 

triggering. Immediately after being triggered, the AFG sends a 1 ms duration TTL signal that is 

read by the mid-IR detector integrator. Following the TTL, 𝜏𝑇𝐽
1  is set by a user-defined delay that 

adjusts the start of the heating relative to the arrival of the third mid-IR shot. (c) Timing schematic 

for T-jump experiments with 𝜏𝑇 > 2.5 s (CW-slow). Many T-jump/T-drop cycles are acquired at 

a given chopper phase relative to the AFG trigger such that all odd and even 𝜏𝑇𝐽 are chopped and 

is obtained by subtraction between data collected with each chopper phase. When 𝜏𝑇 > 10 s, the 

unchopped, or vice versa. After some time, the chopper phase is flipped by 180° and ΔOD signal  
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A major consideration for CW-fast and CW-slow acquisition is how to minimize the time 

between subtraction of chopped and unchopped mid-IR shots, and different methods are used in 

each case. For T-jump pump-probe (t-PP) and T-jump 2D IR (t-2D IR) measurements, 𝑘2 is 

chopped at 500 Hz to enable differential detection of the nonlinear signal of interest.  To sample 

𝜏𝑇𝐽 with resolution finer than 2 ms, we cannot subtract adjacent chopped and unchopped mid-IR 

shots as in steady-state measurements. Since 𝑘2 is chopped at 500 Hz, half of the detected mid-IR 

shots will be chopped and half will be unchopped during the T-jump waveform. Figure 4.9a,c 

shows the scenario where the mid-IR shot at 𝜏𝑇𝐽
1  is unchopped, and therefore all odd-numbered 

shots (𝜏𝑇𝐽
1 , 𝜏𝑇𝐽

1 +2 ms, 𝜏𝑇𝐽
1 +4 ms,…) will be unchopped and all even numbered shots (𝜏𝑇𝐽

1 +1 ms, 

𝜏𝑇𝐽
1 +3 ms, 𝜏𝑇𝐽

1 +5 ms,…) will be chopped. However, the opposite scenario where odd and even 

numbered shots are chopped and unchopped, respectively, is equally likely to occur. The integrator 

reads a signal from the chopper to sort whether a given mid-IR shot is chopped or unchopped.   

In CW-fast (Fig. 4.9a), a continuous series of mid-IR shots is detected over a pair of 

T-jump/T-drop cycles. The second cycle is electronically delayed 1 ms relative to the first such 

that unchopped(chopped) 𝜏𝑇𝐽 delays from the first cycle flip to be chopped(unchopped) in the 

second cycle, allowing for the ΔOD signal to be determined from direct subtraction between the 

pair of T-jump/T-drop cycles where i and j are the cycles with odd and even shots unchopped, 

respectively.  

Figure 4.9 Electronic timing control in CW T-jump IR experiments, continued 

AFG sends a TTL to the integrator every 10 s, and the integrator reads a voltage ramp from AFG 2 

to determine which 10 s interval is measured. An example for 𝜏𝑇 = 30 s is shown. 
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                              (4.16)  

ΔOD data are then collected as a function of 𝜏𝑇𝐽
1  to provide fine sampling of sub-ms time delays, 

but the time resolution for measuring relaxation kinetics is set by the heating time (Section 4.4). 

The CW-fast approach provides the shortest time interval between subtraction of unchopped from 

chopped shots while maintaining < 2 ms resolution in 𝜏𝑇𝐽. However, this approach is limited to 𝜏𝑇 

≤ 2.5 s by our current integrator and local PC. Only 10,000 mid-IR shots can be measured 

sequentially before the data must be moved, which corresponds to a maximum 10 s interval at a 1 

kHz mid-IR repetition rate. For CW-fast acquisition, two full T-jump/T-drop cycles must be 

acquired together within a 10 s interval, which is only guaranteed for 𝜏𝑇 ≤ 2.5.  

 For 𝜏𝑇 > 2.5 s, we employ the CW-slow data acquisition scheme (Fig. 4.9c). Data are 

acquired for several T-jump/T-drop cycles, 𝑛𝑐𝑦𝑐, at a fixed chopper phase relative to the heating 

such that a given 𝜏𝑇𝐽 is either chopped or unchopped, and then the chopper phase is shifted by 

180° so that delays that were previously chopped(unchopped) are then unchopped(chopped). ΔOD 

signal is obtained from subtraction between data collected with each chopper phase (i, i+180°).  
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When 𝜏𝑇 ≤ 10 s, the entire T-jump/T-drop cycle can be acquired in a continuous series of mid-IR 

shots, and 𝑛𝑐𝑦𝑐 is set to 1. If 𝜏𝑇 > 10 s, multiple 10 s series of mid-IR shots (𝑛𝑐𝑦𝑐 > 1) must be 

collected to sample all 𝜏𝑇𝐽. There is a few millisecond delay between the acquisition of each mid-

IR shot series that prevents some 𝜏𝑇𝐽 values from being sampled during a given T-jump/T-drop 

cycle, and 𝑛𝑐𝑦𝑐 is increased until full sampling of 𝜏𝑇𝐽 is achieved. After acquisition at each chopper 

phase, chopped and unchopped data at each 𝜏𝑇𝐽 are averaged across 𝑛𝑐𝑦𝑐 prior to subtraction. A 

complication of measuring T-jump/T-drop cycles with 𝜏𝑇 > 10 s is that the TTL sent from the AFG 

at the start of heating may not be sampled during a given 10 s cycle, and therefore mid-IR shots 

cannot be associated with their 𝜏𝑇 value. To overcome this, the AFG sends a TTL to the integrator 

at each 10 s interval, and the interval of the TTL is identified by reading a 16-bit voltage ramp (V) 

of duration 𝜏𝑇 that is triggered at the start of heating (Fig. 4.9c). 

 
   0T

TJ TJ

T

V V
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                                                      (4.18) 

Nonlinearities in  TJV   and/or inaccurate sampling of the voltage by the integrator external 

channels makes  TJV   unsuitable to associate mid-IR shots with their 𝜏𝑇𝐽 value, yet it is accurate 

enough to identify which 10 s interval to associate with the TTL signal from the AFG.  
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4.3.5 Modulation of CW Laser Intensity  

 

 The CW T-jump experiment requires precise modulation of the laser intensity at the sample 

on timescales ranging from microseconds to minutes. To accomplish this control there must be a 

robust mechanism to apply a user-defined laser power function. The AFG controls the modulation, 

and therefore the sine-wave amplitude output from the AFG must be calibrated with the actual 

1st-order diffracted laser power. Figure 4.10a shows that the 1st-order diffracted power from the 

AOM follows a nonlinear relationship with sinewave amplitude from the AFG. This relationship 

is interpolated and saved in the Labview data acquisition program to convert the user-defined 

power function to AFG voltage (Fig. 4.10b). 

  Another complication of waveform generation comes from the limited memory available 

in the AFG. The 40 MHz resonant frequency of TeO2 requires an AFG sampling rate of 80 MHz, 

and ≥160 MHz is recommended for best performance (≥2*Nyquist frequency). Our Tektronix 

Figure 4.10 Generating seconds-long voltage waveforms for intensity modulation.  (a) 

Measured 1st-order diffracted power as a function of AFG sine-wave voltage amplitude using 34 

W of input power. The right axis shows the percentage of input power that is diffracted (diffraction 

efficiency). (b) Comparison of desired laser power profile at the sample (purple), converted 

voltage profile (blue), and discretized voltage profile built from sequence elements and outputted 

from the AFG (black). (c) Zoom in of (b) emphasizing the discretization of the real voltage profile.  
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31101 AFG has a total memory of 1.28 × 106 points, which can only produce a 16 ms waveform 

at a Nyquist sampling rate. Even much more expensive AFG models would only enable a 320 to 

640 ms waveform. Modern AFGs have an alternative mode of operation, known as “sequence 

mode”, where short waveform segments are initially saved and then looped without any additional 

memory cost, and we use this method to assemble waveforms that extend out to minutes. First, a 

series of 5 μs waveform elements (40 MHz sinewave) with amplitude ranging from 0 to 1 V in 1 

mV steps are saved to the AFG. The total memory of these 1001 waveforms with 160 MHz 

sampling is only ~8 × 105 points. These elements are then arranged and looped to create a sequence 

that is sent to the AFG. Our AFG can hold up to 256 elements per sequence, and each element 

may be looped 1 to 999,999 times (or set to infinity). The small number of elements makes the 

true voltage waveform from the AFG coarse relative to the input waveform (Fig. 4.10c), but the 

voltage resolution is fine enough to effectively shape heating and cooling profiles as discussed in 

Section 4.4.  

 The AFG sequence not only creates the laser modulation waveform, but also controls the 

synchronization and timing discussed in Section 4.3.4. The first element of each sequence is a 1 

ms (5 μs × 200) 0 V DC signal marked to produce a TTL signal that is sent to the mid-IR detector 

integrator and a second AFG for >2.5 s timescale experiments (Fig. 4.9). An additional 0 V DC 

element of duration 1 - 𝜏𝑇𝐽
1  is added prior to the start of laser heating as a way to set 𝜏𝑇𝐽

1  (Fig. 4.8), 

and a typical experiment steps through multiple durations of this element in order to change 𝜏𝑇𝐽
1 . 

This delay is followed by a series of elements used to generate the heating and cooling waveforms 

that end with a 0 V DC element set to an infinite loop in the T-drop, and the frequency-divided 
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signal originating from the mid-IR laser triggers the sequence to restart (Fig. 4.9). There are 

important differences between the sequence construction for CW-fast and CW-slow operation. In 

CW-fast, two T-jump cycles made of 126 elements each are combined in a single sequence and 

offset by a 1 ms element in order to perform a direct chopper subtraction between each T-jump 

cycle. CW-slow only requires one T-jump cycle but must be modified to generate 1 ms long TTL 

signals in 10 s intervals. This is accomplished by finding each 10 s interval in the sequence and 

breaking up the respective element into three elements with an intermediate 1 ms element used for 

generating the TTL signal.  

4.4 Optimization of CW T-jump heating and cooling profile 

4.4.1 Speeding up heating and cooling via intensity modulation 

CW laser-based T-jump experiments often suffer from slow rise times to a fixed final 

temperature (𝑇𝑓) as well as large time-dependent deviations in 𝑇𝑓.26-27 Typically, optical heating is 

performed with a square power waveform where the CW laser power switches between on/off 

position: 

 0( ) ,on offP t P B t t                                                          (4.19) 

Where the step-on/step-off function is  

                                                 
1 if  

,
0 if  <  or 
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With a simple on/off power waveform, 𝑇𝑓 is achieved once heat deposition from the T-jump laser 

and thermal diffusion out of the sample reach a steady-state. Our sample is placed between two 
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CaF2 windows spaced 50 μm apart. The thermal conductivity of CaF2 is ~15x greater than that of 

D2O, so thermal diffusion out of the sample primarily occurs through the CaF2 windows. The blue 

curve in Fig. 4.11b,d shows the ΔT profile, determined from the percent change in 𝑘3 

transmission,28 for a T-jump rise with an on/off waveform and power 𝑃0 = 1.5 W, chosen to give 

a steady state ΔT = 16 °C (Fig. 4.11a,c). The heating occurs in two phases: a relatively fast phase 

in which ~75% of the total temperature change occurs within 10 ms, and a slow phase in which 

heating to a steady-state continues for tens to hundreds of milliseconds. The total rise can be fit to 

a sum of an exponential and stretched exponential function. 

       2

1 21 exp / exp / R

TJ TJ R TD R iT T A BA T


           
 

            (4.20) 

where 𝜏𝑅1 = 6.4 ms, 𝜏𝑅2 = 60 ms, and 𝛽𝑅 = 0.6 for the blue trace in Fig. 4.11.   

Figure 4.11 Optimization of heating profile with amplitude modulation.  (a) Semilog plot of 

T-jump laser power at the sample as a function of time for different amplitude modulation 

waveforms applied to the AOM. (b) Corresponding change in solvent temperature (ΔT) as a 

function of time for different power waveforms. Measurements were performed with 𝑇𝑖 = 20 °C 

and ΔT was extracted using the change in solvent transmission. (c,d) Similar figures to (a) and (b) 

on a linear time axis.  
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When the T-jump laser is turned off, the solvent temperature decays back to 𝑇𝑖, which is 

set by a re-circulating chiller. Traces of normalized 𝑘3 transmission during the thermal relaxation 

are shown in Fig. 4.11d. In general, the thermal relaxation is also two phase, with most of the 

cooling happening quickly within a time scale of 𝜏𝐷1 ≈ 5 ms and followed by a slower 

non-exponential phase. The relaxation is well fit by the sum of an exponential and stretched 

exponential function with minor differences between the datasets with different heating 

waveforms.  

       2

1 2exp / exp / D
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                  (4.21) 

where 𝜏𝐷2 ≈ 20 ms and the stretch parameter (𝛽𝐷2) is 0.45.  

 The thermal profile for on/off CW heating is problematic for T-jump spectroscopy as the 

solvent temperature rises slowly and varies substantially over most of the measured time window. 

We optimize the solvent heating profile with time-dependent modulation of the T-jump laser 

power using an AOM. To increase the rate of heating, the AOM is set to diffract the maximum 

amount of power (𝑃𝑚𝑎𝑥) for a short time (<1 ms) and then drop to a plateau power (𝑃0) identical 

to the elevated power with the on/off waveform (Fig. 4.11a,c).  

max 0( ) (0,0.8 ms) (0.8,500 ms)P t P B P B                                   (4.22) 

The red trace in Fig. 4.11 illustrates a step function between two laser powers with 𝑃𝑚𝑎𝑥 = 17 W 

and 𝑃0 = 1.5 W, which is the simplest waveform for achieving faster heating. While the solvent 

temperature rises to its max value in < 1 ms, it subsequently drops by nearly 20% following the 
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step down in laser intensity and then increases back to the max temperature over tens of 

milliseconds. The temperature drop from 1 to 10 ms is also observed in T-jump simulations28 and 

results from an initial uneven balance between thermal diffusion out of the sample window and 

energy deposition due to the sudden drop in laser power. The subsequent slow rise appears similar 

to that observed in the on/off heating case.  

 To flatten the temperature profile at 𝑇𝑓, we employed a more complicated power waveform 

where the high-to-plateau power transition occurs via a two-component decay (green trace, Fig. 

4.11) rather than through a step function. This form varies the input T-jump power to more closely 

match the thermal diffusion out of the sample region before reaching steady-state heating. 

         max 1 1 2 2 0( ) 0, exp / expexp / ,500 msstep step step stepP t P B t P t t t P t t t P B t


        
 

(4.23) 

The step-up (𝑡𝑠𝑡𝑒𝑝 = 0.25 ms) phase enables rapid heating but is cut short relative to the step 

function waveform to allow for an exponential phase (𝑃1 = 15 W, 𝑡1 = 0.8 ms) that contains most 

of the change in power in the high-to-plateau transition. Shortening 𝑡𝑠𝑡𝑒𝑝 in exchange for the 

exponential phase corrects for the 1-10 ms temperature drop observed when the step function 

waveform is applied but also extends the heating rise time from ~0.8 to ~1 ms. The remainder of 

the high-to-plateau power transition is a stretched exponential decay that extends for hundreds of 

milliseconds (𝑃2 = 0.5 W, 𝑡2 = 100 ms, 𝛽 = 0.55) and corrects for the slow temperature increase 

observed when the step function and on/off waveforms are used. Once heated within ~1 ms, the 

sample maintains 𝑇𝑓 to ±3% (°C) over the entire T-jump time window, minimizing potential 

temperature-dependent artifacts in T-jump spectroscopy. Due to the time-dependent CW laser 
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power, the solvent heating rise is not a simple exponential. The temperature profile can be fit to a 

compressed exponential function. 

    exp / R

TJ f TJ RT T T


                                           (4.24) 

The data in Fig. 4.10b,d was fit to a time constant (𝜏𝑅) of 0.5 ms and compression parameter (𝛽𝑅) 

of 1.7.  

 

 Modulation of T-jump laser power may also be used to speed up the cooling of the solvent 

temperature back to 𝑇𝑖 (Fig. 4.12). In this scenario, a non-zero laser power (𝑃0𝐷) fixes 𝑇𝑖 above the 

set point of the recirculating sample chiller. Rather than applying a step for the T-drop, the laser 

power drops to 0 and recovers to 𝑃0𝐷 with a sum of exponential and stretched exponential decays. 

    0 1 1 2 2( ) exp / exp /D D D D DP t P P t t P t t
     

 
                                (4.25) 

Figure 4.12 Optimization of cooling profile with amplitude modulation.  (a) Plot of T-jump 

laser power at the sample for a step T-drop (On/Off) and optimized for fastest cooling (Opt) using 

MgF2 and CaF2 windows. (b) Normalized ΔT as a function of time with and without optimization 

using MgF2 and CaF2 windows. Data is presented on a (left) log and (right) linear time axis.  
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The role of each exponential is to account for both components in the on/off waveform as done for 

heating (eq. 4.23). In Fig. 4.12a, 𝑃0𝐷 = 1 W and the first exponential (𝑃1𝐷 = 0.7 W, 𝑡𝐷1 = 3 ms) 

carries most of the amplitude and rapidly decays while the second component (𝑃2𝐷 = 0.3 W, 𝑡𝐷2 

= 100 ms, 𝛽 = 0.6) is lower amplitude and long-lived. Application of this waveform nearly removes 

the long-lived component and the cooling profile can be fit to a single compressed exponential 

function.  

    exp / D

TD i TD DT T T


                                           (4.26) 

where the profile taken with CaF2 windows in Fig. 4.12b was fit to a time constant (𝜏𝐷) of 10 ms 

and compression parameter (𝛽𝐷) of 1.1. 

4.4.2 Heating and cooling with different window materials 

 

Figure 4.13 Effect of window material on CW heating and cooling.  (a) ΔT for step heating 

(no optimization) of D2O using CaF2, CaF2+FEP, and MgF2 windows and 1 W (dashed lines) or 2 

W (solid lines) laser power. A 50 μm sample path length is used for all measurements (b) 

Normalized heating profiles. (c) Normalized cooling profiles after switching off laser power at the 

sample.  

 



Chapter 4. T-jump IR spectroscopy in practice 

 

171 
 

 The simulations in Chapter 3 demonstrated that the heating and cooling properties of the 

sample are sensitive to different window materials, and here I discuss how these different materials 

may be used to improve CW T-jump and T-drop measurements. In addition to bare CaF2, we 

currently use bare MgF2 windows and CaF2 windows coated with a melted 12.7 μm layer of 

fluorinated ethylene propylene (FEP, DuPont). Figure 4.13 illustrates the differences in D2O 

heating and cooling profiles with each window material using an on/off laser power waveform, 

and Tables 4.1 and 4.2 summarize the profile properties. The overall heating and cooling times are 

shortest for the material with the highest thermal diffusion coefficient (MgF2) and longest for the 

most insulating windows (CaF2+FEP). Slower thermal diffusion out of the sample also leads to a 

larger steady-state temperature change (∆T0) for a given laser power (𝑃0). A laser power of 1 W 

produces ∆T0 ~ 40 °C with CaF2+FEP but only ∆T0 ~ 15 °C with bare CaF2, which is a much more 

dramatic for effect than predicted from the heat diffusion simulations in Chapter 3. MgF2 and 

CaF2+FEP are also shown to reduce the amplitude of the slow stretched exponential heating and 

cooling component relative to bare CaF2. The origin of this response is already unclear, and this 

trend suggests that the slow component amplitude is not directly related to the rate of thermal 

diffusion through the window. Instead, the slow component may arise from the window-D2O 

interface that is altered across the materials.  

Table 4.1 Fit parameters for CW heating (on/off) of D2O with different window materials.   

Window 
∆𝐓𝟎  

(°C) 

A 

(%) 

𝝉𝑹𝟏 

(ms) 

B 

(%) 

𝝉𝑹𝟐 

(ms) 
𝜷𝑹 

MgF2 12 84 2.8 16 86 0.39 

CaF2 16 67 4.2 33 32 0.42 

CaF2 + FEP 41 92 11.4 8 100 0.44 
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Table 4.2 Fit parameters for CW cooling (on/off) of D2O with different window materials.   

Window 
A 

(%) 

𝝉𝑫𝟏 

(ms) 

B 

(%) 

𝝉𝑫𝟐 

(ms) 
𝜷𝑫 

MgF2 92 3.7 8 110 0.76 

CaF2 80 4.9 20 56 0.60 

CaF2 + FEP 94 12.1 6 110 0.91 

 

 The different window materials provide distinct advantages for T-jump and T-drop 

spectroscopy. Our T-drop measurements are limited to probing kinetics slower than the multiple 

Figure 4.14 Relationship between ΔT and 𝝉𝑹.  (a) Optimized heating profiles of D2O using 

variable 𝑃0 and CaF2+FEP windows. (b) Normalized heating profiles fit to a compressed 

exponential rise: T(t) 1 exp ( / )Rt        where 𝛽 ≥ 1. (c) Laser power waveforms used to 

generate heating profiles in (a,b). (d) 𝜏𝑅 as a function of steady-state temperature change (∆T0) 

using bare CaF2 and CaF2+FEP. Data follow a linear relationship and the slope for each window 

material is reported.  
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millisecond cooling time. Switching to MgF2 windows with laser intensity modulation shortens 

the cooling profile to a compressed exponential (eq. 4.26) with 𝜏𝐷 = 4 ms and 𝛽𝐷 = 1.3. Faster 

cooling can be achieved with a shorter sample path length (Fig. 3.9) or window materials with 

greater thermal diffusivity, but each of these effects will proportionally reduce ∆T0 and increase 

heterogeneity in ΔT across the probe volume.  

 The CaF2+FEP window presents numerous advantages over bare CaF2 for T-jump 

measurements. The thermal insulation from FEP reduces the steady-state thermal gradient along 

the focal direction of the sample, which reduces heterogeneity in ΔT. Further, the insulating effect 

enables faster heating than bare CaF2 when laser intensity modulation is used (Fig. 4.14). The 

optimized heating time constant scales linearly with ∆T0, and the slope for bare CaF2 and 

CaF2+FEP are 23.1 and 13.5 μs/°C, respectively, such that the heating timescales are similar with 

each window material for small T-jumps (∆T0 ≤ 10 °C) but become further separated as ∆T0 

increases. CaF2+FEP windows also make it much easier to create a flat temperature profile from 

10 ms to 1 s. Correcting for the slow heating component requires fine tuning of the laser power 

waveform, and the optimal waveform changes from sample to sample. CaF2+FEP windows reduce 

the amplitude of this component 4-fold, and therefore much less waveform optimization is 

necessary to achieve a time-independent ΔT profile beyond 1 ms.  
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4.4.3 Long-time heating and cooling artifacts 

 

Figure 4.15 Observation of ms-to-s signal change during heating and cooling. (a) Percent 

change in pump-probe signal of 10 mg/ml diglycine in D2O from 𝜏𝑇𝐽 = 0.5 ms to 75 s following 

a step T-jump from 20 to 45 °C. Measurements are performed with bare CaF2 windows and a 

50 μm path length. (b) Same signal during the subsequent T-drop from 𝜏𝑇𝐷 = 1 ms to 125 s. (c) 

Comparison of the T-jump difference spectrum between 𝜏𝑇𝐽 = 100 ms and 𝑇𝑖 (black), difference 

spectrum between 𝜏𝑇𝐽 = 70 s and 100 ms (red), and the negative of the pump-probe signal at 𝑇𝑖 

(blue). (d) Comparison of the T-drop difference spectrum between 𝜏𝑇𝐷 = 1 s and 𝑇𝑓 (black), 

difference spectrum between 𝜏𝑇𝐷 = 120 s and 1 s (red), and the negative of the pump-probe 

signal at 𝑇𝑓 (blue). (e) Pump-probe signal change at select frequencies indicated in (a-d) for a 

T-jump cycle with 𝜏𝑜𝑛 = 75 s and 𝜏𝑜𝑓𝑓 = 125 s. (f) Similar plot for a T-jump cycle with 𝜏𝑜𝑛 = 

100 ms and 𝜏𝑜𝑓𝑓 = 125 s. 

 
The previous sections focused on the characterization and optimization of the heating and 

cooling profiles up to delays of 1 s. Before moving on to discuss experiments performed over 

longer timescales, it is important to note that T-jump and T-drop measurements exhibit additional 

components spanning from 100 ms to 100 s considered as artifacts for our purposes. Figure 4.15 

shows an example of diglycine T-jump and T-drop PP data collected out to 𝜏𝑇𝐽 = 75 s and  
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𝜏𝑇𝐷 = 125 s, which does not exhibit any large-scale structural changes or assembly. After heating 

or cooling on a tens of ms timescale, a second component is observed from ~100 ms to ~50 s that 

may correspond to the fully resolved 𝜏𝑅2 and 𝜏𝐷2 components. The signal change associated with 

the component is distinct from heating/cooling and resembles a loss of PP signal in the T-jump 

and gain of signal in the T-drop (Fig. 4.15c,d). Stopping heating prior to 𝜏𝑇𝐽 = 100 ms completely 

removes the long-time component from the T-drop, confirming that the origin of the long-time 

component is the same for T-jump and T-drop. A nearly identical response is observed in 

oligonucleotides and proteins (not shown), and these samples show an additional component on 

timescales longer than 10 s that may correspond to thermophoresis (Chapter 3.4). However, further 

characterization is required to determine the origin of these long-time components, and caution 

should be taken to distinguish these components from kinetics of interest.  

4.5 Acquisition and processing of CW T-jump data 

4.5.1 CW T-jump linear IR absorption 

 The simplest experiment to carry out on the CW T-jump spectrometer monitors the change 

in transmission of the 𝑘3 beam following the T-jump in order to extract the change in sample linear 

absorption (t-A). This is the most common type of T-jump IR experiment.3, 29-31 Our setup is not 

optimized for t-A spectroscopy, but it may be collected for free in t-PP or t-2D IR measurements. 

We do not use a separate reference detector, so the t-A signal is acquired as the difference between 

spectral intensity at a given 𝜏𝑇𝐽, 𝐼(𝜔, 𝜏𝑇𝐽), and that at the initial temperature, 𝐼(𝜔, 𝑇𝑖). 
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In practice, 𝐼(𝜔, 𝑇𝑖) is taken as the average spectral intensity at long 𝜏𝑇𝐷 delays following re-

equilibration of the of the sample at 𝑇𝑖. The measured difference spectrum then contains the time-

dependent change in the solvent and sample absorption. When measured on its own, the t-A signal 

can be acquired without optical chopping. However, when acquired simultaneously with the t-PP 

or t-2D IR signal, the t-A signal is extracted only from mid-IR shots where 𝑘2 is chopped to avoid 

distortions from the 𝑘2/𝑘3 PP and 2D IR signals.  

In the mid-IR, t-A spectra contain a broad background due to the temperature-dependent 

transmission of the bend-libration combination absorption band of D2O. When the solvent 

difference signal is comparable to or much larger than the t-A signal of interest, the t-A spectra 

will be distorted by time-dependent changes in temperature. The D2O background must be 

removed to extract the t-A spectrum of interest. The most common method to remove the transient 

D2O background in T-jump IR spectroscopy is to subtract subsequent datasets acquired on the 

sample and the solvent, which doubles the data acquisition time.2 Another approach is to apply a 

discrete wavelet transform (DWT) to the raw t-A data to separate the broad D2O background from 

the narrow spectral changes arising from the sample of interest. The DWT method is advantageous 

because it does not require an additional D2O dataset and has previously been used to separate 

broad backgrounds from signals of interest in IR and Raman spectroscopy.32-34 
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We compare each method of D2O background removal to extract the t-A signal for 

unfolding of a model DNA i-motif, 5ʹ-CCCTTTCCCTTTCCCTTTCCC-3ʹ (C3T3). The Mallat 

algorithm35 is used for performing the DWT on the spectra, and the Daubechies wavelet family36 

was found to be most effective for separating the D2O background. The unsubtracted t-A data for 

C3T3 following a T-jump from 45 to 65 °C is shown in Fig. 4.16b. A ~60 mOD loss of D2O 

absorption occurs within ~1 ms, and the changes due to C3T3 unfolding are observed from 1 to 

Figure 4.16 Extraction of T-jump linear absorption signal from change in mid-IR 

transmission.  (a) FTIR difference spectra of C3T3 at pH* 4.5 from 45 to 65 °C. (b) Change in 

𝑘3 absorption as a function of 𝜏𝑇𝐽 for C3T3 following a T-jump from 45 to 65 °C. (c) t-A spectra 

of D2O (dotted lines) and DWT reconstructed background spectra (dashed lines) plotted with the 

t-A spectra of C3T3 at select 𝜏𝑇𝐽 values. (d) C3T3 t-A spectra after subtraction of D2O t-A spectra. 

(e) C3T3 t-A spectra after subtraction of DWT reconstructed background spectra. (f) Time traces 

of unsubtracted, D2O-subtracted, and DWT-subtracted t-A data at a probe frequency of 1656 cm-1. 

The unsubtracted time trace is vertically shifted to the D2O-subtracted amplitude.  

 



Chapter 4. T-jump IR spectroscopy in practice 

 

178 
 

500 ms. t-A spectra of D2O from a separate measurement (dotted lines) as well as reconstructed 

backgrounds (dashed lines) from the DWT method are shown with the C3T3 t-A data (solid lines) 

in Fig. 4.16c. The background spectra differ primarily between 1620 and 1740 cm-1. The DWT 

reconstructed background is almost independent of frequency in this range while the D2O spectra 

increase from 1620 to 1720 cm-1. The t-A data corrected with the D2O dataset resembles the FTIR 

difference spectra of C3T3 between 45 and 65 °C (Fig. 4.16a). In contrast, the main feature at 1650 

cm-1 of the DWT processed t-A data is offset by ~10 mOD, indicating poor background subtraction 

in that frequency region.  

Proper D2O background subtraction is particularly important for intensity-modulated CW 

T-jump t-A data because the temperature profile near 𝑇𝑓 may exhibit time-dependent structure that 

will introduce kinetic artifacts into the raw data. In Fig. 4.16f, a time trace from the unsubtracted 

t-A data of C3T3 probed at 1656 cm-1 exhibits two apparent components occurring from 1 - 10 ms 

and 10 – 100 ms. However, the first component is removed in both the D2O- and DWT-subtracted 

data, giving a single-component rise from 1 to 100 ms that is consistent with the t-PP data in Fig. 

4.17a. The kinetic response from the D2O- and DWT-subtracted data are essentially equivalent, 

indicating that the DWT method can properly account for time-dependent changes in the t-A 

background. Therefore, the DWT method may still be useful for extracting t-A kinetic data in the 

absence of an additional background measurement of D2O. 
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4.5.2 CW T-jump pump-probe  

 Pump-probe spectroscopy is the most commonly employed probe with our CW T-jump 

spectrometer. The PP spectrum does not require solvent background subtraction and is more 

sensitive to changes in nucleic acid secondary structure than the linear absorption spectrum 

(Chapter 2). Acquisition of t-PP data is also more efficient than t-2D IR. Relative to the t-HDVE 

measurement used for pulsed T-jump (Section 4.1), the t-PP data requires minimal processing. 

Importantly, there is no phasing step for PP spectra. Many more time points are collected in CW 

Figure 4.17 T-jump pump-probe with CW-fast and CW-slow acquisition.  (a) PP spectra of 

C3T3 at pH* 4.5 from 𝜏𝑇𝐽 = 0.1 to 500 ms for a T-jump from 55 to 65 °C using CaF2+FEP 

windows. Data were acquired with the CW-fast method, and 𝜏2 is fixed at 150 fs. (b) Difference 

spectra relative to the spectrum at 𝑇𝑖. (c) PP signal change at 1656 cm-1 and solvent temperature 

profile (dashed line). (d-f) Similar plots for a T-drop from 76 to 61 °C using MgF2 windows. (g) 

PP difference spectra of C3T3 at pH* 6.3 from 𝜏𝑇𝐽 = 0.5 ms to 50 s following a T-jump from 28 

to 40 °C. Data were acquired with the CW-slow method. (h) PP signal change at 1656 cm-1 and 

change in solvent transmission profile (pink, 1550 cm-1) used to determine ΔT.  
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T-jump experiments than for pulsed T-jump since the kinetics of interest are typically slower than 

the 1 kHz repetition rate of the mid-IR probe. Data are finely binned along 𝜏𝑇𝐽 and 𝜏𝑇𝐷 on-the-fly 

to minimize data file sizes and then more coarsely binned in post-processing. Data at each 𝜏𝑇𝐽
1  

delay are acquired in separate iterations and averaged in post-processing.  

T-jumps of C3T3 at different pH conditions are shown to illustrate acquisition of t-PP data 

(Fig. 4.17). Under acidic conditions, unfolding occurs on 1 – 100 ms timescales and the CW-fast 

method (Fig. 4.9) is used to acquire PP spectra from 𝜏𝑇𝐽 = 0.1 to 500 ms. The PP spectrum of 

C3T3 contains three GSB features at 1632, 1665, and 1700 cm-1 that correspond to cytosine and 

thymine carbonyl and ring stretch vibrations (Chapter 2), and the 1632 and 1665 cm-1 features 

interfere with ESA bands. As for pulsed T-jump data, we typically report the t-PP data as a 

difference relative to the 𝑇𝑖 spectrum to emphasize changes after the T-jump.  
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The largest amplitude difference feature is the gain at 1656 cm-1, which shows kinetic components 

from 𝜏𝑇𝐽 = 0.1 – 1 ms and 3 – 100 ms that correspond to solvent heating and i-motif unfolding, 

respectively. The solvent heating response contains spectral change from all structural changes 

faster than the heating and therefore is highly dependent on the sample. t-PP T-drop measurements 

are shown under a similar condition (Fig. 4.17d-f) using MgF2 windows. The two kinetic 

components are partially overlapped in time due to the slower time resolution relative to heating, 

and as a result T-drop kinetic data are typically less reliable. Increasing the solution pH* to 6.3 

slows i-motif unfolding and folding by over an order of magnitude, requiring a switch to 



Chapter 4. T-jump IR spectroscopy in practice 

 

181 
 

acquisition with the CW-slow method (Fig. 4.17g,h). The change in solvent transmission at 1550 

cm-1 indicates that a constant 𝑇𝑓 is maintained for the full 50 s delay range. The data quality at 𝜏𝑇𝐽 

≤ 10 ms is significantly lower with CW-slow method due to the lower repetition rate of the T-jump 

and larger time interval between shots in the chopper subtraction. An alternative approach (not 

shown) for acquiring slow T-jump kinetics is to simply use a shot-to-shot chopper subtraction as 

for steady-state PP and 2D IR (Section 4.3.2) that will limit the time resolution along 𝜏𝑇𝐽 and 𝜏𝑇𝐷 

to 2 ms.  

Figure 4.18 Comparison of t-PP and t-A kinetic data.  (a) Normalized time traces at 1656 cm-1 

for (blue) t-A spectra following D2O background subtraction and (red) t-PP spectra of C3T3 for 

T-jumps with 𝑇𝑖 45 and 55 °C. Data (circles) are fit (solid lines) to a sum of one or two exponentials 

with a constant offset. (b) Observed rates extracted from fits plotted as a function of 𝑇𝑓. (c) 

Maximum signal change in t-PP spectra as a function of 𝑇𝑓. (d) Same for t-A. (e) Normalized 

trends in maximum signal change for t-PP and t-A.  
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The detected t-PP spectrum scales linearly with the amplitude of the signal electric field, 

therefore the t-PP spectrum should linearly map to sample population as shown previously for 

HDVE spectroscopy.37 To confirm that the t-PP signal scales linearly with sample population, we 

compare the t-PP and t-A response for C3T3. Following background subtraction, the t-A data was 

compared with the t-PP response of C3T3. We compare the observed rate and amplitude of the t-A 

and t-PP response across the C3T3 melting transition because each observable depends on the 

change in population between unfolded and folded species. Figure 4.18 shows t-A and t-PP time 

traces at 1656 cm-1 normalized to the same scale. Each signal response nearly overlaps for both 

the 45 to 65 and 55 to 75 °C T-jumps. The observed relaxation rate (1/𝜏𝑜𝑏𝑠) reporting on 

unfolding/folding kinetics is obtained by fitting the time traces to a sum of one or two exponentials. 

1/𝜏𝑜𝑏𝑠 from t-A and t-PP exhibit a similar increase with temperature, consistent with an activated 

process like unfolding. The fit value of 1/𝜏𝑜𝑏𝑠 from t-A is slightly lower (10-20 s-1) than that from 

t-PP data. 

For a series of constant ΔT T-jumps with various 𝑇𝑖 across the unfolding/folding transition, 

the amplitude of the observed relaxation response is expected to follow the first derivative of the 

thermal melting curve: increase until the population change is greatest and then decrease as 𝑇𝑖 

moves further along the unfolding transition. As shown in Fig. 4.18c-e, the maximum of the t-PP 

and t-A difference spectra rises until 𝑇𝑓 = 70 °C and decays at higher temperatures. When each 

temperature-trend is normalized, the relative signal change in the t-PP response tracks that of the 

t-A response, suggesting that each are similarly related to changes in population of the sample. 

Overall, both the similarities in relaxation kinetics and signal magnitude between the t-PP and t-A 
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probes demonstrates that the t-PP spectrum is linearly related to unfolded and folded populations 

and that t-PP and t-A measurements should yield the same kinetic information. 

4.5.3 CW T-jump 2D IR 

CW t-2D IR data were acquired by stepping 𝜏1 and averaging the signal over multiple 

T-jump cycles before moving the next delay. As for pulsed t-2D IR, we typically undersample 

along 𝜏1 to reduce data acquisition time, and the data shown in Fig. 4.19 was collected with 24 fs 

steps from -160 to 2000 fs. The mid-IR 𝑘1/𝑘2 interferogram is simultaneously acquired from 

Figure 4.19 CW T-jump 2D IR of i-motif unfolding and folding. (a) 2D IR spectrum of C3T3 

in pH* 4.5 solution at 𝑇𝑖 = 44 °C using parallel pulse polarization (ZZZZ) and 𝜏2 = 150 fs. (b) 

t-2D IR spectrum at 𝜏𝑇𝐽 = 400 ms following a T-jump from 44 to 64 °C. (c) Difference spectra at 

(top) 𝜏𝑇𝐽 = 400 ms relative to the 44 °C spectrum and (bottom) for the T-drop at 𝜏𝑇𝐷 = 800 ms 

relative to the 64 °C spectrum. Data are plotted in percent change relative to the initial spectrum, 

∆𝑆(𝜏) = [𝑆(𝜏) − 𝑆(𝑇𝑖)]/max (𝑆(𝑇𝑖)). (d) Time traces for (top) T-jump and (bottom) T-drop at 

select frequencies that are color-coded and marked in (c).  
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detection of the π-shifted output of the Mach-Zehnder interferogram and used to correct for phase 

errors in 2D IR surfaces at each 𝜏𝑇𝐽 and 𝜏𝑇𝐷 via the Mertz method.13, 25  

 The 2D IR spectra of C3T3 resolves the PP content along 𝜔1, revealing the cross-peaks 

and lineshape information (Fig. 4.19). Following the T-jump, unfolding most noticeably leads to 

an increase in signal of the doublet at 1656 cm-1 as well as a loss and gain at 1700 and 1715 cm-1, 

respectively. The reverse changes our observed following the T-drop. In contrast to our pulsed 

T-jump setup, the processes probed with CW T-jump are slow enough that 2D IR spectra are 

acquired at numerous 𝜏𝑇𝐽 and 𝜏𝑇𝐷 points of interest with our 1 kHz probe source (Fig. 4.19d). 

Therefore, millisecond-to-minute kinetics may be finely sampled with t-2D IR in a relatively time 

efficient manner. These different roles of t-2D IR in our pulsed and CW T-jumps setups suggest 

that switching to higher repetition rate mid-IR sources will improve the data quality of T-jump PP 

and 2D IR and expand the range of processes that may be studied. Indeed, recent improvements in 

ytterbium (Yb)-based laser technology and mid-IR detection have enabled a few groups to perform 

transient 2D IR experiments with 100 kHz repetition rates.38-39  

4.6 Accessible time windows for kinetics from pulsed and CW 

T-jump setups 

4.6.1 Convolution of sample response with temperature profile 

 The relaxation response of interest in T-jump and T-drop spectroscopy is typically assumed 

to occur at a fixed final temperature where heating or cooling is instantaneous.40 This is often a 

reasonable assumption, but it becomes problematic when the time scale of the temperature rise or 

drop overlaps with the kinetics of interest. In our pulsed T-jump experiment, processes on 
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picosecond timescales are completely unresolved and those on 5 – 20 ns timescales are likely 

distorted. At the other end of the temperature profile, cooling back to 𝑇𝑖 occurs as nucleic acids 

dissociate or unfold on 0.1 – 10 ms timescales. The slow heating rise time of CW T-jump causes 

full or partial temporal overlap between the heating and sample kinetics, and this is even more of 

Figure 4.20 Convolution of sample cooling and heating profiles with model kinetic responses. 

(a) Model sample response (R, dashed lines), temperature profile (black dashed line), and observed 

signal from convolution (colored solid lines) for pulsed T-jump with CaF2 windows and 50 μm 

path length. Each color is for a different model sample time constant. Similar plots are shown for 

(b) CW T-jump with ΔT = 15 °C and CaF2+FEP windows and (c) CW T-drop with MgF2 windows. 

(d) Observed time constant (𝜏𝑜𝑏𝑠,50) from convolution as a function of input model response time 

constant (𝜏𝑖𝑛𝑝𝑢𝑡,50) for pulsed T-jump (solid circles) and CW T-jump (open circles) with CaF2 and 

CaF2+FEP windows. Data for CW T-jump is at ΔT = 15 °C. Time constants are defined as the 

time where signal has reached 50% of the rise value. Similar plots are shown for (e) CW T-jump 

with various ΔT using CaF2+FEP windows and (f) CW T-drop with MgF2 windows and amplitude 

modulation and CaF2+FEP windows without amplitude modulation.  
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a concern for extracting kinetics from the T-drop response. If the sample kinetics fully occur within 

the heating or cooling timescale, then the kinetics or dynamics of interest cannot be extracted. 

However, minor distortions to the relaxation response arising from partial overlap may be 

corrected.  

 The timescales and dynamics of nucleic acid reactions are typically temperature dependent, 

yet we will start by treating the system as linear and time-invariant (LTI), which assumes its 

kinetics are independent of temperature. While an LTI system is an oversimplification for a real 

nucleic acid, it is a useful starting point because its observed time-dependent behavior (O) can be 

simply described as the convolution between the true system response (S) and the instrument 

response function (IRF).  

       
0

( )O S IRF IRF t S t dt   


                                (4.29) 

The IRF is the solvent temperature profile for T-jump and T-drop spectroscopy. Figure 4.20a 

shows the convolution (colored solid lines) between the pulsed T-jump solvent cooling profile 

(solid black line) with an input single exponential response from the system (colored dashed lines). 

The observed signal change rises with the reaction timescales and drops back to zero due to 

cooling. When the reaction time constant is much shorter than the cooling time, the observed 

reaction kinetics are undistorted and follow the cooling profile at late times. As the reaction time 

constant overlaps with cooling, the observed reaction time appears faster than its true value. The 

relationship between true (𝜏𝑖𝑛𝑝𝑢𝑡,50) and observed (𝜏𝑜𝑏𝑠,50) time constants are shown in Fig. 4.20d 

using temperature profiles measured for D2O with a 50 μm path length between bare CaF2 or CaF2-
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FEP windows (Fig. 3.4). With bare CaF2, 𝜏𝑜𝑏𝑠,50 significantly deviates from 𝜏𝑖𝑛𝑝𝑢𝑡,50 for 𝜏𝑖𝑛𝑝𝑢𝑡,50 

> 100 μs as observed previously.8 The 4-fold slowdown of cooling with CaF2+FEP windows 

extends the agreement between 𝜏𝑜𝑏𝑠,50 and 𝜏𝑖𝑛𝑝𝑢𝑡,50 by a similar magnitude.  

We strive to achieve significant overlap between the relaxation timescales accessible in 

pulsed T-jump and CW T-jump such that there is no gap in the millisecond regime. Figure 4.20d 

compares the deviation in 𝜏𝑜𝑏𝑠,50 from 𝜏𝑖𝑛𝑝𝑢𝑡,50 with that from CW T-jump with optimized heating 

times. The temperature profile for CW T-jump and the relationship between 𝜏𝑜𝑏𝑠,50 from 𝜏𝑖𝑛𝑝𝑢𝑡,50 

depends on ΔT (Figs. 4.14 and 4.20e), and we compare with ΔT = 15 °C since that is a common 

T-jump size in our pulsed experiments. The solvent heating profile is flipped to a decay function 

prior to being convoluted with the sample response to obtain a single component rise. When 

𝜏𝑖𝑛𝑝𝑢𝑡,50 ≤ 1 ms, the observed response is delayed relative to real reaction time and the two 

progressively overlap as 𝜏𝑖𝑛𝑝𝑢𝑡,50 increases. For a given input time constant, the observed response 

is primarily distorted at the beginning of its rise and achieves better overlap with the input profile 

at longer 𝜏𝑇𝐽. CW and pulsed T-jump trends with CaF2+FEP windows do not meet on the diagonal 

but instead show identical deviation (on a log scale) in 𝜏𝑖𝑛𝑝𝑢𝑡,50 from 𝜏𝑜𝑏𝑠,50 at 𝜏𝑖𝑛𝑝𝑢𝑡,50 = 0.62 

ms, suggesting that there may be a gap from 𝜏 ~ 0.5 – 1 ms  that cannot be measured accurately 

with either setup.  

Cooling is more than an order of magnitude slower than CW heating, leading to great risk 

for distortions in T-drop kinetics. Figure 4.20f shows convolution calculations with the slowest 

(CaF2+FEP without optimization) and fastest (MgF2 with optimization) cooling for our T-drop 
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experiments. Even with the fastest cooling, significant deviation in T-drop kinetics is shown for 

𝜏𝑖𝑛𝑝𝑢𝑡,50 ≤ 20 ms, limiting the applicability for T-drop measurements.  

Convolution with an IRF may be incorporated into fitting of the T-jump and T-drop data 

to correct for minor distortions, and Fig. 4.21 shows an example application toward C3T3 at pH* 

4.5. T-jump relaxation timescales at low 𝑇𝑖 are essentially unaffected by the heating profile but 

data at higher temperatures show possible distortion. Assuming an LTI system, the C3T3 T-jump 

Figure 4.21 Application of convolution with temperature profile to CW T-jump and T-drop 

data. t-PP T-jump time traces of C3T3 at 1656 cm-1 for T-jumps from (a) 45 to 65 °C and (b) 55 

to 75 °C acquired using bare CaF2 windows. The t-PP data (black circles) are fit to a sum of 

exponentials (light blue line) and then convoluted with the solvent heating profile (IRF, dark blue 

line). The sample response (S, red line) extracted from the convolution is also shown. (c) Observed 

T-jump relaxation rate (1/𝜏𝑜𝑏𝑠) as a function of 𝑇𝑓 extracted from fitting t-PP traces with (red) 

and without (light blue) convolution with the solvent heating profile. (d-f) Similar plots for T-drop 

measurements. 
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data was fit to an exponential rise convoluted with the solvent heating profile (performed 

numerically in MATLAB) to account for the distortion. Observed time constants with and without 

the convolution are shown as a function of temperature. At the three lowest temperatures, each 

method gives the same time constant, suggesting the heating profile does not artificially delay the 

observed kinetics. At higher temperatures, the convolution gives a faster time constant due to 

greater overlap between the sample response and heating profile. The same method may be applied 

to extract T-drop kinetics, and Fig. 4.21d-f shows an example for C3T3 using bare CaF2 windows 

without laser power modulation. This is potentially the most distortive scenario because the 

cooling profile is multi-exponential with a large amplitude slow component. At low temperatures 

when the folding is fastest, the observed T-drop response cannot be fit to a single-exponential 

decay because of this slow cooling component. Convoluting with the full cooling profile leads to 

a high quality fit over all times and extracts a significantly faster time constant for folding than 

without the convolution. The slow cooling component leads to less distortion at higher 

temperatures with slower folding, but fitting with a convolution still extracts a faster folding decay.  

4.6.2 Influence of heating and cooling profiles on two-state kinetics  

 Treating the observed T-jump and T-drop signals as a convolution between the solvent 

profile and true sample response partially accounts for distortions to the signal. In reality, the 

system response strongly depends on temperature and the LTI assumption must be relaxed to 

accurately describe distortions to the observed signal. When the LTI assumption is relaxed, the 

folding (𝑘𝑓), unfolding (𝑘𝑢), and observed rate constants (1/𝜏𝑜𝑏𝑠) are time-dependent along the 

T-jump and T-drop solvent profiles.  
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 T-jump and T-drop responses are simulated for a model two-state unfolded (U)/folded 

(F) system using the experimental heating and cooling temperature profiles.  

f
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U F                                                         (4.30) 

The observed T-jump and T-drop rate can be related to 𝑘𝑓 and 𝑘𝑢.40 

1/ obs f uk k                                                         (4.31) 

Figure 4.22 Simulation of pulsed T-jump signals for two-state kinetics. (a) Concentration 

profiles of unfolded (U, magenta) and folded (F, blue) species as a function of 𝜏𝑇𝐽 for T-jumps 

from 70 to 85 °C (solid line) and 80 to 95 °C (dashed line) using the temperature profile measured 

with CaF2+FEP windows (solid black line). (b) Observed concentration profile of U (orange) 

normalized by the equilibrium concentration change between 𝑇𝑖 and 𝑇𝑓 , ∆[𝑈]/([𝑈]𝑇𝑓 − [𝑈]𝑇𝑖). 

Expected sample responses at a constant temperature of 𝑇𝑖 (blue) and 𝑇𝑓 (red) are shown as well. 

(c) Observed concentration profiles as a function of 𝑇𝑓 using the kinetic parameters described in 

the text. (d) Observed signal for 𝑇𝑓 = 100 °C with variable ΔT.  
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Both 𝑘𝑓 and 𝑘𝑢 rate constants are described by a Kramers-like equation in the high friction limit.41  
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‡ ‡

                                  (4.32) 

In eq. 4.32, 𝑘𝐵 is the Boltzmann constant, h is the Planck constant, R is the ideal gas constant, 

𝜂(𝑇) is the temperature-dependent viscosity of D2O and 𝜂(𝑇𝑟𝑒𝑓) is the value at a reference 

temperature of 37 °C,42 ∆𝑆𝑢/𝑓
‡

 is the activation entropy for unfolding or folding, and ∆𝐻𝑢/𝑓
‡

 is the 

activation enthalpy for unfolding or folding. Temperature-dependence in ∆𝑆𝑢/𝑓
‡

 and ∆𝐻𝑢/𝑓
‡

 is 

neglected. Values of ∆𝐻𝑢
‡
 = 183 kJ/mol, ∆𝐻𝑓

‡
 = -16 kJ/mol, ∆𝑆𝑢

‡ = 254 J/molK, and ∆𝑆𝑓
‡
 = -327 

J/molK were determined from temperature-dependent T-jump data of C3T3 at pH* 4.5 and are 

used for the calculations. Numerous biomolecular binding and folding systems exhibit similar 

barrier heights and temperature-dependence, so these results are generally applicable to many 

systems studied in our group.14, 43-44  The concentrations of U and F then propagate in time 

according to eq. 4.33. 

        1 ( ) ( )i u i f i iU dt k T F k T U U                                            (4.33) 

where    i tot iF c U          

A time step (dt) of 1 µs was used for all simulations. The total sample concentration (𝑐𝑡𝑜𝑡) was set 

to 0.5 mM. At each time point, 𝑘𝑢 and 𝑘𝑓 are re-evaluated based on the solvent temperature. 

Starting concentrations of U and F are determined from the ratio of 𝑘𝑢 to 𝑘𝑓 at 𝑇𝑖.  
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 Simulations of pulsed T-jump responses are shown in Fig. 4.21 using the measured 

temperature profile with a sample path length of 50 μm and CaF2+FEP windows and the kinetic 

parameters listed above. Similar calculations were performed previously with bare CaF2 windows.8 

After an instantaneous switch from 𝑇𝑖 to 𝑇𝑓, an increase and decrease of [U] and [F], respectively, 

are observed before re-folding due to cooling back to 𝑇𝑖. Cooling of the solution on a 1 – 10 ms 

timescale causes the sample response to be cutoff when 𝜏𝑜𝑏𝑠 is in a similar time window, causing 

the amplitude of the observed signal to diminish as it mixes with the temperature decay. Figure 

4.23a compares 𝜏𝑜𝑏𝑠,50 with the predicted time constant at 𝑇𝑓 (𝜏𝑇𝑓,50), and 𝜏𝑜𝑏𝑠,50 artificially 

shortens when mixed with the temperature decay but to a lesser degree than in 𝜏𝑜𝑏𝑠,50 vs. 𝜏𝑖𝑛𝑝𝑢𝑡,50 

from the convolution. It is important to note that the time-dependent populations of U and F do 

not decay with the ΔT profile but instead lag behind. This arises from a nonlinear relationship 

between the effective time-dependent folding constant (𝐾𝑓(𝜏𝑇𝐽) = [𝐹(𝜏𝑇𝐽)]/[𝑈(𝜏𝑇𝐽)]) and 

ΔT(𝜏𝑇𝐽) that results from the large enthalpy difference between the folded and unfolded state of 

the model system (∆𝐻𝑓
° = 199 kJ/mol) and the significant ΔT of 15 °C (See Chapter 6 of Ref 8). 

Reducing ΔT leads to better matching between [U] and ΔT (Fig. 4.21d) and the same trend is 

observed when reducing ∆𝐻𝑓
° (not shown).  
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 CW T-jump simulations using CaF2+FEP windows, ΔT = 15 °C, and the same kinetic 

parameters as for pulsed T-jump are outlined in Fig. 4.23. Concentration profiles for U and F are 

shown for T-jumps from 25 to 40 °C (solid lines) and 45 to 60 °C (dashed lines). As for the 

convolution results, the mixing of the sample response and heating profile leads to a delay in the 

observed kinetics and a sharpening of the concentration profile from an exponential to compressed-

Figure 4.23 Simulation of CW T-jump and T-drop signals for two-state kinetics. (a) 

Concentration profiles of species U (magenta) and F (blue) as a function of 𝜏𝑇𝐽 for T-jumps from 

25 to 40 °C (solid line) and 45 to 60 °C (dashed line) using the CW heating profile measured with 

CaF2+FEP windows (solid black line). (b) Normalized observed concentration profile U (orange). 

Expected sample responses at a constant temperature of 𝑇𝑖 (blue) and 𝑇𝑓 (red) are shown as well. 

(c) Normalized concentration profile of U for T-jumps of ΔT = 15 °C ranging from 𝑇𝑓 = 30 to 100 

°C. (d-f) Similar plots of T-drops using the CW cooling profile measured with MgF2 and 

optimization. 
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exponential rise. The deviation of 𝜏𝑜𝑏𝑠,50 from 𝜏𝑇𝑓,50 is greater than from 𝜏𝑖𝑛𝑝𝑢𝑡,50 (convolution) 

by ~100.08 across the 0.1 – 1 ms window. The observed kinetics from T-drop simulations are 

similarly delayed when mixed with the cooling of the sample. However, the deviation of 𝜏𝑜𝑏𝑠,50 

from 𝜏𝑇𝑓,50 is less than from 𝜏𝑖𝑛𝑝𝑢𝑡,50 under the specified conditions. The trends for both T-jump 

and T-drop show weak sensitivity to minor changes in the temperature-dependence of folding and 

unfolding barriers (Fig. 4.24c,d).    

Figure 4.24 Observed vs. input rates from simulation of two-state kinetics. (a) Comparison of 

𝜏𝑜𝑏𝑠,50 vs. 𝜏𝑖𝑛𝑝𝑢𝑡,50 from convolution (dashed lines) and 𝜏𝑜𝑏𝑠,50 vs. 𝜏𝑇𝑓,50 from temperature-

dependent two-state kinetic simulations (solid lines) for pulsed and CW T-jump (ΔT = 15 °C) 

using temperature profiles measured with CaF2+FEP windows and a 50 μm sample path length. 

(b) Difference between observed and input rate for convolution, |𝑙𝑜𝑔(𝜏𝑜𝑏𝑠,50/𝜏𝑖𝑛𝑝𝑢𝑡,50)|, and  
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Comparison of the 𝜏𝑜𝑏𝑠,50 vs. 𝜏𝑇𝑓,50 deviation for CW and pulsed T-jumps predicts that 

our experimental methods are least accurate (with ΔT = 15 °C) for measuring processes with 𝜏50 

~ 1 ms with a deviation of 100.1 from the true value, and a similar degree of error is predicted over 

the ~0.5 – 5 ms range (Fig. 4.24b). If the kinetics of interest are insensitive to ∆T0, which is typical 

for high barrier processes, then CW T-jump may be performed with identical 𝑇𝑓 and smaller ΔT 

to obtain more accurate time constants in this time window. The observed response may also 

deviate from single-exponential kinetics in this time window, particularly with the CW T-jump 

approach, but this is not directly reported through the time constants alone.  

4.7 Combining kinetics from T-jump and T-drop spectroscopy 

 Kinetic studies of nucleic acids or proteins are often limited to one experiment that is 

primarily sensitive to either folding/association or unfolding/dissociation, but there is much benefit 

from combining data with sensitivity to each direction. T-drop or mixing experiments do not offer 

as fast of time resolution as pulsed T-jump, but they can be combined with CW T-jump 

experiments to obtain direct sensitivity to folding/association and unfolding/dissociation kinetics. 

Such approaches may be used to obtain more accurate kinetic parameters or to identify deviations 

from standard two-state kinetics.43, 45  

Figure 4.24 Observed vs. input rates from simulation of two-state kinetics, continued 

two-state kinetic simulations, |𝑙𝑜𝑔(𝜏𝑜𝑏𝑠,50/𝜏𝑇𝑓,50)|. (c) 𝜏𝑜𝑏𝑠,50 vs. 𝜏𝑇𝑓,50 from CW T-jump 

simulations using different input barriers: (1, red) ∆𝐻𝑢
‡
 = 183 kJ/mol, ∆𝐻𝑓

‡
 = -16 kJ/mol, ∆𝑆𝑢

‡
 = 

254 J/molK, and ∆𝑆𝑓
‡
 = -327 J/molK, (2, green) ∆𝐻𝑢

‡
= 213 kJ/mol, ∆𝐻𝑓

‡
= 14 kJ/mol, ∆𝑆𝑢

‡
= 342 

J/molK, and ∆𝑆𝑓
‡
= -239 J/molK, (3, blue) ∆𝐻𝑢

‡
= 198 kJ/mol, ∆𝐻𝑓

‡
= -1.3 kJ/mol, ∆𝑆𝑢

‡
= 298 J/molK, 

and ∆𝑆𝑓
‡
= -283 J/mol. The convolution result is shown as a black dashed. 
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Figure 4.25 illustrates how combining T-jump and T-drop results enables the extraction of 

more accurate two-state kinetic parameters for i-motif folding and unfolding. For systems with 

relatively sharp thermal melting transitions, T-jump measurements occur at 𝑇𝑓 values where 

1/𝜏𝑜𝑏𝑠 is dominated by 𝑘𝑢. The forward and backward enthalpic barriers are usually very different 

for folding and binding transitions, leading to stark differences in the temperature-dependence of 

𝑘𝑢 and 𝑘𝑓. In T-jump data, this usually appears as a slight deviation from exponential behavior in 

Figure 4.25 Improved characterization of two-state kinetics by combining T-jump and 

T-drop spectroscopy. (a) CW T-jump signal change of C3T3 at 1656 cm-1 for various 𝑇𝑓 with 

ΔT = 12 °C. Oligonucleotide was prepared at a concentration of 0.4 mM in pH* 6.3 80 mM sodium 

phosphate buffer. Dashed line corresponds to the solvent temperature profile. (b) T-drop profiles 

acquired in the same measurement with T-jump data. (c) Observed rates from T-jump (black) and 

T-drop (blue). (d) Global fitting of T-jump and T-drop rates with the PP thermal melting curve 

(not shown) to a two-state model (eqs. 4.30-4.32 and 4.34). Dashed line corresponds to a fit 

omitting the T-drop rates (e) Comparison of barriers ∆𝐻‡, ∆𝑆‡, and ∆𝐺‡ for folding and unfolding 

extracted with and without the T-drop observed rates.  
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1/𝜏𝑜𝑏𝑠 at the lowest 𝑇𝑓 values due to similar weighting of 𝑘𝑢 and 𝑘𝑓, which is shown for C3T3 at 

pH* 6.3 in Fig. 4.25d. If applying a two-state model, 1/𝜏𝑜𝑏𝑠 must be broken up into 𝑘𝑢 and 𝑘𝑓, 

where the temperature-dependent unfolding equilibrium constant 𝐾𝑢 is provided from the thermal 

melting curve or calorimetry. 

 
11 1f obs uk K
   , where   

u
u

f

k
K

k
                                   (4.34) 

Fitting the C3T3 T-jump data alone leads to a large enthalpic barrier (∆𝐻𝑢
‡
 ~ 170 kJ/mol) and 

favorable entropy (∆𝑆𝑢
‡
 ~ 300 J/molK) for unfolding and a negligible enthalpy (∆𝐻𝑓

‡
 ~ 0) and large 

entropic barrier (∆𝑆𝑓
‡
 ~ -280 J/molK) for folding. However, expanding the temperature range of 

1/𝜏𝑜𝑏𝑠 using T-drops reveals a much larger shift in slope at 𝑇𝑓< 30 °C. Fitting the T-jump and 

T-drop data together gives identical values of ∆𝐻𝑢
‡
 and ∆𝑆𝑢

‡
 to using T-jump only, but ∆𝐻𝑓

‡
 and 

∆𝑆𝑓
‡
 are decreased by ~50 kJ/mol and ~140 J/molK, respectively. It is also important to note that 

1/𝜏𝑜𝑏𝑠 is essentially identical for T-jump and T-drop experiments performed at the same 𝑇𝑓, which 

is a requirement of two-state kinetics.  

 In addition to refining two-state kinetic analysis, T-jump and T-drop data may be combined 

to reveal deviations from two-state kinetics. For example, differences in 1/𝜏𝑜𝑏𝑠 obtained from 

T-jump and T-drop measurements at a consistent 𝑇𝑓 indicate a deviation from standard two-state 

kinetics. Additionally, different relaxation methods may be more sensitive to certain states along 

the folding or binding free-energy landscape.43, 46   
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Figure 4.26 shows that C3T3 exhibits distinct T-jump and T-drop kinetics at pH* 4.5.  

T-jump traces contain a small signal change within the heating time followed by a single 

exponential unfolding component on 1 – 100 ms timescales that speeds up exponentially with 

temperature. The T-jump data alone can be well described by two-state kinetics. In contrast, T-drop 

measurements reveals clear multi-component folding at low 𝑇𝑓  with time windows of 1 – 50 ms 

Figure 4.26 Discrepancy between T-jump and T-drop indicates multi-state kinetics. (a) CW 

T-jump signal change of C3T3 at 1656 cm-1 for various 𝑇𝑓 with ΔT = 12 °C. Oligonucleotide was 

prepared at a concentration of 0.4 mM in pH* 4.5 80 mM sodium phosphate buffer. Dashed line 

corresponds to the solvent temperature profile. (b) T-drop profiles acquired in separate 

measurements with MgF2 windows. (c) Observed rates and (d) stretch parameters (𝛽) from fits of 

T-jump (black) and T-drop (blue) data to a sum of stretched exponential decays. (f) Signal change 

associated with 1st (dashed line) and 2nd (solid line) kinetic component from T-jump (black) and 

T-drop (blue) data of C3T3 at pH* 6.3. (e) Same comparison for data at pH* 4.5 where T-jump 

and T-drop was measured together using MgF2 windows.  

 



Chapter 4. T-jump IR spectroscopy in practice 

 

199 
 

and 0.1 to >1 s. The first component is highly mixed with the sample cooling, and therefore its 

time constant is likely overestimated. The first component slows and the second component speeds 

up as 𝑇𝑓 increases such that they overlap at higher 𝑇𝑓.  Additionally, the signal change associated 

with the first T-drop component is much greater than in the heating component from T-jump (Fig. 

4.26e), further indicating that some degree of folding occurs within the first T-drop component. 

For the two-state kinetics at pH* 6.3, the heating component from T-jump and cooling component 

from T-drop have identical amplitudes. The T-drop data at pH* 4.5 indicates at least a 3-state 

folding landscape that would have otherwise been treated as two-state from T-jump data alone.  
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Chapter 5 

DNA hybridization from coarse-grained simulations 

5.1 Introduction 

5.1.1 Molecular dynamics for investigating nucleic acid structural transitions 

 A primary goal of the work in this thesis is to expand our insight into nucleic acid 

base-pairing and conformational changes through interrogation of the underlying dynamics. 

Although our T-jump experiments provide a means to measure kinetics over a wide range of 

timescales with the structural sensitivity of IR spectroscopy (described in Chapter 4), they cannot 

directly probe the dynamics of transitions between single-strand and duplex ensembles (i.e. 

transition paths). As briefly discussed in Chapters 1 and 2, only single-molecule experiments can 

in principle measure transition paths. However, even when transition paths are measured for 

biomolecular transitions, the information is limited to an average transition-path duration, 〈𝜏𝑇𝑃〉, 

and/or must be interpreted in terms of coarse experimental observables such as FRET efficiency 

or molecular extension.1-3 Although transition paths of DNA hairpin folding and base-pair zipping 

have been reported,4-8 transition paths for hybridization between separate oligonucleotides have 

only been measured with slowed motion near a graphene surface yet not in free solution or cellular 

environments.9  

 Given the current experimental bottlenecks for measuring nucleic acid structural dynamics, 

we utilize molecular dynamics (MD) simulations throughout this thesis in tandem with our 

experiments. As introduced in Chapter 1, there are also difficulties with accessing accurate 
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hybridization dynamics from MD simulations. In addition to the complications of sufficiently 

sampling rare transitions, the inaccuracies of all-atom force fields for nucleic acids are potentially 

the most limiting factor for simulating hybridization.10 Recent advances have produced force fields 

that accurately model canonical DNA duplex structure over many microsecond simulations.11-13 

Since these force fields are parameterized for B-DNA, they still struggle to model most non-duplex 

structures accurately.14-17 As a result, usage of all-atom MD simulations for studying hybridization 

or other nucleic acid conformational transitions has been limited.18-20  

 While all-atom force fields continue to progress, coarse-grained models of DNA have been 

developed and applied to study hybridization dynamics.21-27 These force fields typically condense 

nucleotides to just a few sites and lack explicit solvent molecules, enabling enables more efficient 

sampling of slow structural transitions like folding and assembly. Since their development, 

numerous types of structural transitions have been investigated with DNA coarse-grained models 

such as hybridization,21, 24, 27-28 competition between hybridization and hairpin folding,29 toehold 

strand displacement,30 and even assembly of DNA origami structures.31  

 Multiple investigations of duplex hybridization with coarse-grained MD simulations have 

revealed diverse encounter and nucleation behavior across oligonucleotides of varying sequence,21, 

24, 27 but there is still a poor understanding of many dynamic aspects of hybridization. Potentially 

most unclear are the structural and mechanistic differences between successful and unsuccessful 

hybridization events. Do failed events tend to start with different base pairs or strand orientations 

than successful events? Previous studies routinely identify out-of-register base pairing during 

hybridization,21, 24, 27-28 and such configurations may either speed up hybridization by keeping 
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oligonucleotides in close proximity or act as a kinetic trap that leads to failure. A predictive 

understanding of how to tune hybridization success will enhance oligonucleotide sequence design 

in nanotechnology and biotechnology and calls for an investigation into the dynamics of successful 

and unsuccessful hybridization.  

5.1.2 Summary of 3SPN.2 coarse-grained model 

In this thesis, we use the 3-site-per-nucleotide (3SPN.2) coarse-grained model of DNA,23 

which has previously been employed to investigate mechanisms of oligonucleotide 

hybridization.24, 27, 32-33 Each nucleotide is replaced with a set of three spherical interaction sites 

placed at the center-of-mass of the phosphate, deoxyribose, and nucleobase. The bonded potential 

includes contributions from chemical bonds, bond angles, and dihedrals (only between 

deoxyribose and phosphate sites). The non-bonded potential includes excluded volume, 

base-stacking, cross-stacking, base-pairing, and electrostatic interactions. Base-pairing, 

base-stacking, and cross-stacking interactions are anisotropic as they are controlled by the distance 

and angles between sites. Mismatch base-pairing interactions are not included in the model, 

potentially affecting the stability of out-of-register configurations. Counterion and solvation 

effects are treated implicitly. Phosphate sites are given an effective charge of -0.6 in accordance 

with Manning counterion condensation theory,34 and electrostatic repulsion between phosphate 

sites is modeled via Debye-Hückel theory with a Debye screening length set by the simulation 

temperature and ionic strength. Solvent effects are incorporated using Langevin dynamics with an 

experimentally motivated per-site friction coefficient of 9.94 × 10-11 m2/s.35 Simulations are carried 

out in the NVT ensemble with a Langevin thermostat.   
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 3SPN.2 MD simulations are utilized to map the free-energy landscape of small 

oligonucleotides and probe the transition paths between duplex and single-strand ensembles. In 

this chapter, we particularly focus on how nucleobase sequence alters the free-energy landscape 

and dynamics of hybridization. We and others have previously studied sequence-dependent 

hybridization mechanisms using 3SPN.2 MD simulations.24, 27 The content in this chapter is 

complementary to these previous studies and carries a distinct focus on trying to identify key 

nucleobase contacts in the transition-state ensemble. We begin by assessing the properties of 

simple base-pairing collective variables and move to describe the sequence of base-pairing events 

during hybridization through analysis of transition paths.   

5.2 Hybridization along base-pairing collective variables  

 Characterization of hybridization dynamics from MD simulations requires the application 

of appropriate collective variables (CVs) that describe a collection of select atoms, angles, or 

distances used to distinguish duplexes from single strands and the configurations in between. 

These CVs may be used to enhance the sampling of rare transitions and/or in the analysis of 

unbiased MD simulations. The CV must separate transitions between duplex and single-strand 

ensembles from structural motion within each basin, an essential property for distinguishing 

successful hybridization events from non-reactive trajectories and for identifying the ensemble of 

transition-state configurations during hybridization. Common CVs for bimolecular association 

include the center-of-mass (COM) separation between monomers, root-mean-square-deviation 

(RMSD) from the native structure, and the number of intermolecular contacts below a given 

distance threshold,24, 36 and a large body of research is dedicated to methods that identify a small 
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number of CVs optimized for describing the slowest structural motions of a system.37-40 These 

methods have been employed to identify metastable states and their rates of interconversion in 

short oligonucleotides,27 but the dynamics of interconversion between states remained elusive. To 

examine the dynamics of hybridization, we need to identify CVs for direct analysis of 

oligonucleotide trajectories.    

CVs that report on base-pair contacts are commonly applied to examine the free-energy 

landscape or mechanism for hybridization, but it is important to assess how well these CVs capture 

the relevant degrees of freedom to hybridization. Numerous CVs can distinguish duplex and 

single-strand states and show a single free-energy barrier in between, yet that observation alone 

does not mean that the dynamics of hybridization are accurately described along the coordinate. 

For example, some processes are not well-described by a single CV, and projection of the multi-

dimensional dynamics onto a 1D reaction coordinate can introduce free-energy barriers where 

non-existent or suggest a low-barrier path where it’s impossible to traverse. Such a projection is 

also likely to introduce a position-dependent diffusion coefficient along the 1D free-energy 

landscape as off-coordinate motions are compressed into small segments of the CV.5, 41-42 

However, describing reaction dynamics along a single CV provides the best connection to 

experiments because most single-molecule measurements are along one or two coordinates, and 

fast ensemble relaxation methods contain a small number of observables. Further, analysis of 

barrier crossing trajectories in multi-dimensional CV space requires thorough sampling that is 

potentially prohibitive even with coarse-grained models and adds extra complication to 

interpretation. There are many examples in which biomolecular folding dynamics appear to be 
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well-described with a single simple CV,43-45 and we take a similar approach here for DNA 

hybridization. 

5.2.1 Free-energy profile for hybridization 

We particularly focus on CVs that report on in-register base pairing between strands. 𝑟𝑏𝑝 

is the average base-pair separation across all in-register sites i, where N is the total number of 

possible base pairs (10 or 11 in this chapter). 3SPN.2 represents each nucleobase as a single 

spherical site centered at the nucleobase center-of-mass (COM), therefore the base-pair separations 

correspond to distances between the COM of each nucleobase. 

,
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bp bp i
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                                                           (5.1a) 

1/𝑟𝑏𝑝 is the average inverse base-pair separation across all in-register sites i, providing higher 

resolution to small changes in base-pair separation than 𝑟𝑏𝑝. 
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𝑛𝑏𝑝 is the number of intact in-register base pairs determined using a separation threshold of 

𝑟𝑐𝑢𝑡𝑜𝑓𝑓 = 0.7 nm for each index. 
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Various system properties show minor sensitivity to the choice of 𝑟𝑐𝑢𝑡𝑜𝑓𝑓 (Appendix 6.E).  
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Figure 5.1 3SPN.2 MD trajectories projected onto base-pairing collective variables. (a) 

Example 3SPN.2 MD trajectories of CGCcap at 330 K plotted along (top) average in-register 

base-pair separation (𝑟𝑏𝑝), (middle) average inverse in-register base-pair separation (1/𝑟𝑏𝑝), and 

(bottom) number of intact in-register base pairs (𝑛𝑏𝑝). Column to the right shows the probability 

distribution (𝑝𝑒𝑞) along each collective variable from 25 × 10 μs simulations where duplex (D) 

and single-strand (S1+S2) basins are labeled. The probability that the nearest neighbor molecule is 

a distance 𝑟 away, 𝑤(𝑟), is shown as the black line on the 𝑟𝑏𝑝 plot.48 The integrated population 

over D and S1+S2 basins is indicated for each CV. (b) Free-energy profiles (FEPs) calculated from 

probability distributions as ∆𝐹 = −𝑅𝑇ln(𝑝𝑒𝑞) relative to the single-strand free-energy minimum. 

The peak of the hybridization free-energy barrier is marked with a red-dashed line. 
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Figure 5.1 illustrates how each base-pairing CV offers distinct sensitivity to the process of 

hybridization and structural changes within the duplex basin. An example 10 μs 3SPN.2 MD 

trajectory for 5ʹ-CGCATATATAT-3ʹ + complement (CGCcap) is projected onto each CV, 

demonstrating that the system spends most of its time in the single-strand or duplex states with 

rapid transition paths between states. Regardless of the CV, free-energy profiles (FEPs, Fig. 5.1b) 

calculated from 25 × 10 μs of trajectory data and plotted relative to the single-strand basin 

minimum (ΔF) indicate that the single-strand and duplex states are separated by a single free-

energy barrier, consistent with nucleation-zipper models of hybridization.46-47 Along 𝑟𝑏𝑝, the 

position of the single-strand free-energy minimum is determined by the size of the simulation box 

(Table 5.1). The position of the minimum is shifted to a higher 𝑟𝑏𝑝 value relative to the maximum 

of the probability distribution that a molecule’s nearest neighbor is located a distance 𝑟 away, 

𝑤(𝑟).48 The single-strand basin along 𝑟𝑏𝑝 is much broader (2.5 – 6 nm) than the transition region 

(1 – 2.5 nm) or the duplex basin (0.57 – 1 nm). The duplex free-energy minimum, corresponding 

to the fully intact duplex, is located at 0.58 nm as the equilibrium separation for A:T and G:C base 

pairs in 3SPN.2 are 0.55 and 0.60 nm, respectively.23 However, the duplex state is much broader 

than this minimum because the termini can fray without disrupting the rest of the duplex. The 

1/𝑟𝑏𝑝 CV provides higher resolution of the landscape topology at short base-pair separations, 

leading to similar widths for the transition region (0.5 – 1.2 nm-1), single-strand state (0.15 – 0.5 

nm-1), and duplex state (1.2 – 1.7 nm-1). Integration over the duplex and single-strand basins, 

performed from either side of the free-energy barrier, indicates that 𝑟𝑏𝑝 and 1/𝑟𝑏𝑝 generate 

identical two-state populations. 𝑛𝑏𝑝 is a discrete CV that places the entire single-strand ensemble 
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into the 𝑛𝑏𝑝 = 0 state, putting all emphasis on the transition region and duplex state. Due to its 

usage in statistical models of hybridization,47, 49-50 𝑛𝑏𝑝 is one of the most common CVs for 

describing hybridization and serves as an important CV for comparing our results with previous 

studies.  

 

 We use three model sequences to assess sequence-dependent effects on the dynamics and 

FEPs of hybridization. Our sequences vary the relative arrangement of G:C and A:T base pairs, 

which can significantly alter the duplex ensemble and pathways for hybridization.27, 49, 51-52 

CGCcap contains three G:C base pairs on one end to create asymmetry in base pairing stability 

across the duplex, CCends contains G:C termini which minimize fraying, and GCGcore contains 

G:C base pairs at the duplex center. In this chapter we neglect discussion of fully repetitive 

Figure 5.2 Sequence-dependent free-energy profiles for hybridization. (a) Model DNA 

sequences CGCcap, CCends, and GCGcore used throughout this chapter. FEPs as a function of 

(b) 1/𝑟𝑏𝑝 and (c) 𝑛𝑏𝑝 at 327 K for each sequence determined from 3SPN.2 MD simulations with 

well-tempered metadynamics (WTMetaD).9 Different arrangements of G:C and A:T base pairs 

alter the structure of the barrier region and duplex basin.  
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sequences that have been reported to bind out-of-register and hybridize through non-canonical 

mechanisms.19, 21, 24, 27 Figure 5.2 shows FEPs for each sequence along 1/𝑟𝑏𝑝 and 𝑛𝑏𝑝 determined 

from 3SPN.2 MD simulations employing well-tempered metadynamics (WTmetaD),53 and details 

of the sampling procedure were previously described.32 Each sequence contains a narrow duplex 

minimum centered at 1.7 nm-1 along 1/𝑟𝑏𝑝 that corresponds to the fully base-paired duplex 

(𝑛𝑏𝑝 = 11). A free-energy barrier (∆𝐹𝑓
‡
) separates this minimum from another at ~1.4 nm-1 that 

contains configurations with one frayed base pair, similar to the 𝑛𝑏𝑝 = 10 state. The magnitude of 

∆𝐹𝑓
‡
 is progressively smaller from CCends to CGCcap to GCGcore due to weaker base pairing of 

A:T termini relative to G:C termini. The duplex state of GCGcore is also broader than the other 

sequences (~1.0 – 1.7 nm-1) due to the propensity for fraying of multiple base pairs. These 

sequence-dependent trends in the width of the duplex free-energy basin are consistent with 

previous lattice model calculations and temperature-jump experiments.27, 49, 52, 54 The FEPs also 

reveal variation in the hybridization free-energy barrier across the three sequences that is 

qualitatively similar along 1/𝑟𝑏𝑝 and 𝑛𝑏𝑝 CVs. The sequence-dependence of the free-energy 

barrier is a primary focus of this chapter and will be discussed throughout. The barrier maximum 

for all sequences involves the formation of at least two base pairs. GCGcore and CGCcap each 

exhibit a barrier maximum at 1/𝑟𝑏𝑝 = 0.52 nm-1 and 𝑛𝑏𝑝 = 3 that primarily involves the formation 

of the G:C base pairs. The barrier of CGCcap is broader than in GCGcore, presumably due to the 

weaker G:C base pairing at the terminus and the high configurational freedom of the unbound A:T 

region relative to those in GCGcore where base pairs are formed in the center of the duplex. The 
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barrier maximum of CCends is shifted to 1/𝑟𝑏𝑝 = 0.68 nm-1 and 𝑛𝑏𝑝 = 4 – 5 due to a need to form 

more, yet less stable, A:T base pairs to successfully hybridize. 

Table 5.1 Summary of unbiased 3SPN.2 MD simulations used in this thesis. Additional 

simulation details have been described previously.27, 32 

Sequence 
T 

(K) 

Time 

(μs) 

Strand conc. 

(mM) 

Ionic 

strength 

(mM)b 

𝑲𝒅
d 

(mM) 

# Transition 

paths 

CGCcap 

5ʹ-CGCATATATAT-3ʹ  

+ comp. 

330 25 × 10 5.3 (614 nm3)a 600 1.33 170 

CCends 

5ʹ-CCTATATATCC-3ʹ  

+ comp. 

327 25 × 10 5.3 (614 nm3) 600 0.83 55 

GCGcore 

5ʹ-TATAGCGATAT-3ʹ  

+ comp. 

334 25 × 10 5.3 (614 nm3) 600 0.98 75 

GCmix 

5ʹ-ATGATATCAT-3ʹ 
324 40 × 25 7 (475 nm3) 240 2.27 194 

GCends 

5ʹ-GATATATATC-3ʹ 
317 40 × 25 7 (475 nm3) 240 1.18 140 

GCcore 

5ʹ-ATATGCATAT-3ʹ 
324 40 × 25 7 (475 nm3) 240 2.07 290 

aVolume of cubic periodic box. bCounterions are treated implicitly. cIncludes hybridization and 

dehybridizaiton transition paths. dDetermined using integrated populations over single-strand and 

duplex basins along 1/𝑟𝑏𝑝. 

5.2.2 Quality of collective variables for probing hybridization dynamics 

 Here we assess the quality of our base-pairing CVs for describing hybridization dynamics 

with the use of transition-path statistics through methods originally developed by Hummer and 

Best with application to protein folding.55-57 In this framework, a high-quality CV separates the 

equilibrium dynamics within duplex and single-strand basins from the transitions between basins. 

A transition path is defined as the segment of a trajectory that exits from a point A and crosses 

another point B before going back across A. For duplex hybridization, we place these points on the 
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edges of the duplex and single-strand basins adjacent to the transition region. Once all transition 

paths are extracted from the trajectory data, the conditional probability for being on a transition 

path when at a position 𝑥 along the CV, 𝑝(𝑇𝑃|𝑥), is calculated using a Bayesian relation of 

conditional probabilities.55  

 
   |

|
( )eq

p x TP p TP
p TP x

p x
                                                    (5.2) 

Here, 𝑝𝑒𝑞 is the equilibrium probability distribution from the whole trajectory introduced in Fig. 

5.1,  𝑝(𝑥|𝑇𝑃) is the conditional probability of a trajectory being at point 𝑥 given that it is during a 

transition path, and 𝑝(𝑇𝑃) is the fraction of time spent in a transition path during the trajectory. 

𝑝(𝑇𝑃|𝑥) is related to committor values (ϕ) that are commonly used to identify transition states. 

For diffusive Langevin dynamics,55  

         | 2 2 1A B B Bp TP x x x x x                                         (5.3) 

with    1A Bx x    

where ϕ
𝐴

(𝑥) is the probability that a trajectory starting from r will cross point A before point B 

and ϕ
𝐵

(𝑥) corresponds to the opposite. For a two-state system, 𝑝(𝑇𝑃|𝑥) should have a Gaussian 

shape peaked at the free-energy barrier maximum 𝑝(𝑇𝑃|𝑥) = ϕ
𝐴

(𝑥) = ϕ
𝐵

(𝑥) = 0.5, meaning that 

the system has an equal probability of going to state A or B at the barrier maximum. However, eq. 

5.3 assumes that the diffusion coefficient is independent of 𝑥, which is generally inaccurate for 1D 

projections of biomolecular folding and binding dynamics and indicates a typical limitation of 

committor analysis to identify high-quality 1D CVs.5, 41-42 Therefore, the quality of a CV is 
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determined based on how well 𝑝(𝑇𝑃|𝑥) conforms to a single sharp peak with a maximum near 

0.5, where the transition-state ensemble is collapsed to a single point along 𝑥. A poor CV will 

Figure 5.3 Assessing the quality of collective variables from transition paths. (a) Probability 

distributions (𝑝𝑒𝑞) of CGCcap along 𝑟𝑏𝑝, 1/𝑟𝑏𝑝, and 𝑛𝑏𝑝 CVs from 25 × 10 μs of unbiased 3SPN.2 

MD simulations. 𝑝(𝑥|𝑇𝑃) corresponds to the probability distribution during transition paths 

between duplex and single-strand states, and 𝑝(𝑇𝑃|𝑥) is the probability of being on a transition 

path at point 𝑥 along the CV calculated using eq. 5.2. 𝑝𝑒𝑞 and 𝑝(𝑥|𝑇𝑃) distributions are normalized 

but 𝑝(𝑇𝑃|𝑥) is not normalized. Fits of 𝑝(𝑇𝑃|𝑥) to a Gaussian function are shown for 𝑟𝑏𝑝 and 

1/𝑟𝑏𝑝 (light blue line). 𝑝𝑒𝑞 and 𝑝(𝑥|𝑇𝑃) are vertically scaled by a factor of 2 in all but 𝑛𝑏𝑝 plots 

for clarity. The probability of being on a transition path, 𝑝(𝑇𝑃), is approximately 5 × 10-4 for each 

CV. Higher peak values of 𝑝(𝑇𝑃|𝑥) in 1/𝑟𝑏𝑝 and 𝑛𝑏𝑝 indicate that these are higher quality CVs 

than 𝑟𝑏𝑝 for monitoring hybridization dynamics. (b) Same plots for additional CVs: average log 

of base-pair separation log(𝑟𝑏𝑝), average square root of base-pair separation 𝑟𝑏𝑝
1/2

, and 1/(1 +

𝑟𝑏𝑝). 𝑝𝑒𝑞 and 𝑝(𝑥|𝑇𝑃) are vertically scaled by a factor of 2 for each CV.  
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exhibit a very broad maximum or a peak well below 0.5, signifying that excursions within 

single-strand and duplex basins overlap with transition paths and that the transition-state ensemble 

is not distinctly identified along the CV.  

Figure 5.3a shows 𝑝(𝑇𝑃|𝑥) calculated along 𝑟𝑏𝑝, 1/𝑟𝑏𝑝, and 𝑛𝑏𝑝 CVs for CGCcap. 

𝑝(𝑇𝑃|𝑥) exhibits a Gaussian shape along each of the CVs, yet a notably smaller maximum value 

for 𝑟𝑏𝑝 (0.2) than 1/𝑟𝑏𝑝 (0.43) and 𝑛𝑏𝑝 (0.43). The sharp features in 𝑝(𝑇𝑃|𝑥) and 𝑝(𝑥|𝑇𝑃) 

primarily come from poor sampling of the transition-path region (50 – 200 transition paths per 

sequence) as transition paths only make up a ~5 × 10-4 portion of the total simulation.  

The transition region between duplex and single-strand states is characterized by small 

changes in base-pair separation that lead to base-pair formation and breaking, and these are better 

separated from single-strand heterogeneity along 1/𝑟𝑏𝑝 than with 𝑟𝑏𝑝. For example, consider a 

scenario where each base pair is separated by 3 nm (𝑟𝑏𝑝 = 3 nm) and then three base pairs form at 

one end to nucleate the duplex. Assuming the other base pairs maintain an average separation of 3 

nm, this nucleated configuration has 𝑟𝑏𝑝 = 2.4 nm, a value that may also be achieved by fully 

dissociated single-strands (for example if all base pairs are separated by 2.4 nm). The same 

nucleation leads to a change from 0.33 to 0.63 nm-1 along 1/𝑟𝑏𝑝 whereas configurations with all 

base pairs separated by 2.4 nm are well isolated from the transition region at 1/𝑟𝑏𝑝 = 0.42 nm-1. 

From the same reasoning, CVs such as the average log-space base-pair separation, log (𝑟𝑏𝑝), 

exhibit a maximum 𝑝(𝑇𝑃|𝑥) value between that of 𝑟𝑏𝑝 and 1/𝑟𝑏𝑝 (Fig. 5.3b). The 𝑛𝑏𝑝 CV similarly 

isolates small changes in base-pair separation among the dissociated single strands from those that 

lead to base-pair formation and breaking via the cutoff distance of 0.7 nm. Given that we are 
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interested in exploring the dynamics of hybridization, we will analyze trajectories using 1/𝑟𝑏𝑝 

throughout this chapter because it provides the best ability to describe barrier crossing.  

 Calculation of  𝑝(𝑇𝑃|𝑥) for other sequences reveals that the quality of 1/𝑟𝑏𝑝 and 𝑛𝑏𝑝 CVs 

is sequence-dependent. The 𝑝(𝑇𝑃|𝑥) maximum along 1/𝑟𝑏𝑝 decreases from CGCcap (0.43) to 

CCends (0.33) to GCGcore (0.20). We also analyzed self-complementary sequences 

5´-ATGATATCAT-3´ (GCmix), 5´-GATATATATC-3´ (GCends), and 5´-ATATGCATAT-3´ 

Figure 5.4 Sequence-dependent quality of 𝟏/𝒓𝒃𝒑 collective variable. 𝑝(𝑥|𝑇𝑃), 𝑝(𝑇𝑃|𝑥), and 

𝑝𝑒𝑞 for (top) CGCcap, CCends, and GCGcore along 1/𝑟𝑏𝑝 calculated from 25 × 10 μs of 

simulation data (conditions listed in Table 5.1). The same plots are shown in the bottom row for 

three additional sequences from 40 × 25 μs of simulation data: (left) GCmix, (center) GCends, and 

(right) GCcore.  𝑝𝑒𝑞 and 𝑝(𝑥|𝑇𝑃) are vertically scaled by a factor of 2 in all plots. The total number 

of transition paths sampled for each sequence is listed.  
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(GCcore). GCmix and GCends each have high 𝑝(𝑇𝑃|𝑥) maxima, but GCcore shows a maximum 

at ~0.2. Although we do not study enough sequences to obtain general sequence trends, the low 

𝑝(𝑇𝑃|𝑥) values for GCcore and GCGcore suggest that large amounts of terminal fraying reduce 

the quality of 1/𝑟𝑏𝑝 and 𝑛𝑏𝑝. Fraying extends the duplex state to lower values of 1/𝑟𝑏𝑝 and 𝑛𝑏𝑝 

such that some fraying events may overlap with transition paths along these CVs. Simply removing 

the terminal base pairs from 1/𝑟𝑏𝑝 partially accounts for fraying effects (Fig. 5.5), suggesting that 

1/𝑟𝑏𝑝 should be altered for specific sequence types.  

 

Figure 5.5 Influence of the range of included base pairs on 𝟏/𝒓𝒃𝒑 quality. (a) 𝑝𝑒𝑞 for GCcore 

along 1/𝑟𝑏𝑝 modified as an average over all base pairs (red), base pairs 2 – 9 (orange), and base 

pairs 3 – 8 (yellow). Data is vertically scaled by a factor of 2. Removing terminal base pairs from 

the CV narrows the observed duplex basin. (b) Corresponding 𝑝(𝑇𝑃|𝑥) distributions calculated 

along each CV. The 𝑝(𝑇𝑃|𝑥) maximum value increases as terminal base pairs are eliminated from 

1/𝑟𝑏𝑝 due to the minimization of fraying effects on the CV.  
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5.2.3 Optimization of collective variables 

 

 The high sensitivity of  𝑝(𝑇𝑃|𝑥) to oligonucleotide sequence and choice of base pairs 

suggests that the 1/𝑟𝑏𝑝 and 𝑛𝑏𝑝 CVs for a given sequence may be optimized based on 𝑝(𝑇𝑃|𝑥) by 

weighting contributions from each base-pair index. As a continuous CV, 1/𝑟𝑏𝑝 can be more 

robustly optimized than 𝑛𝑏𝑝 and will be the focus of this section. In principle, the full matrix of 

inter-nucleobase separations could be included in the CV to optimize for certain strand orientation 

effects or out-of-register base pairing, but we limit our analysis to in-register base-pair separations 

to minimize the complexity of the optimized CV. We adopt a Monte Carlo optimization procedure 

(Fig. 5.6) introduced by Best & Hummer for protein folding and later applied to protein-protein 

Figure 5.6 Flowchart of Monte Carlo optimization of collective variable based on 𝒑(𝑻𝑷|𝒙). 

During each iteration, weights (𝑤) for two base pair indices i are incremented or swapped in 

pseudorandom manner and 𝑝(𝑇𝑃|𝑥) is calculated along the modified CV. The process is repeated 

for 𝑥𝑠𝑒𝑎𝑟𝑐ℎ iterations without any penalties and then the weights are set to values that achieve the 

largest maximum value of 𝑝(𝑇𝑃|𝑥) during the search. The optimization is then repeated for 𝑥𝑒𝑣𝑎𝑙 

iterations of the search process.  

 



Chapter 5. DNA hybridization from coarse-grained simulations 

 

221 
 

association.43, 56, 58 The 1/𝑟𝑏𝑝 CV is now a weighted average over individual inverse base-pair 

separations (1/𝑟𝑏𝑝,𝑜𝑝𝑡) where 𝑤𝑖 is the weight applied to each index.  
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The sum of weights is conserved to ensure that the range of 1/𝑟𝑏𝑝,𝑜𝑝𝑡 does not significantly change 

during the optimization process. During each iteration of the optimization, 𝑤𝑖 for two indices are 

either swapped or incremented. The operation and indices are picked pseudorandomly using the 

MATLAB randi function. If incremented, one index is increased and the other is decreased by a 

constant value. An increment of 0.1 was used for all optimizations. 𝑝(𝑇𝑃|𝑥) is calculated along 

1/𝑟𝑏𝑝,𝑜𝑝𝑡 during each iteration and fit to a Gaussian to obtain the maximum value. This process 

repeats for 𝑥𝑠𝑒𝑎𝑟𝑐ℎ unconstrained iterations of increments or swaps to find a combination of 𝑤𝑖 

that increases the maximum value of 𝑝(𝑇𝑃|𝑥). After 𝑥𝑠𝑒𝑎𝑟𝑐ℎ iterations, 𝑤𝑖 resets to the values that 

gave the largest maximum value of 𝑝(𝑇𝑃|𝑥) with all 𝑤𝑖 > 0. This process is then repeated 𝑥𝑒𝑣𝑎𝑙 

times. 𝑥𝑠𝑒𝑎𝑟𝑐ℎ needs to be large enough to get out of local maxima yet small enough to maintain 

computational efficiency. Optimizations presented in this chapter were performed with 𝑥𝑠𝑒𝑎𝑟𝑐ℎ = 

100 and 𝑥𝑒𝑣𝑎𝑙 = 1000.  
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 An example optimization of CGCcap is illustrated in Fig. 5.7. The maximum 𝑝(𝑇𝑃|𝑥) 

value is shown to fluctuate throughout 𝑥𝑠𝑒𝑎𝑟𝑐ℎ × 𝑥𝑒𝑣𝑎𝑙 iterations. Reductions in the 𝑝(𝑇𝑃|𝑥) 

maximum occur during the unconstrained search phases, but the overall 𝑝(𝑇𝑃|𝑥) maximum is 

shown to progressively increase and level off during the optimization. Although CGCcap already 

starts from a maximum value of 0.44 with uniform weighting, optimization leads to a maximum 

value of 0.49. The optimized 𝑤 values tune 1/𝑟𝑏𝑝,𝑜𝑝𝑡 to increase weight from base pair indices 3 

and 4 near the G:C-rich end and de-weight indices 6 – 8 in the A:T region. The optimized CGCcap 

𝑝(𝑇𝑃|𝑥) distribution and 𝑤 values are similar for trials initialized from different 𝑤 values (Fig. 

5.8). The optimized 𝑤 values are most variable for base pairs 9 – 11, suggesting that 𝑝(𝑇𝑃|𝑥) is 

less sensitive to these weights.  

Figure 5.7 Example of Monte Carlo optimization of 𝟏/𝒓𝒃𝒑 based on 𝒑(𝑻𝑷|𝒙). (a) Maximum 

value of 𝑝(𝑇𝑃|𝑥) across 𝑥𝑠𝑒𝑎𝑟𝑐ℎ × 𝑥𝑒𝑣𝑎𝑙 iterations for CGCcap. (b) Comparison of 𝑝(𝑇𝑃|𝑥) prior 

to optimization and afterward. (c) Final base pair weights (𝑤).  Based on eq. 5.4, indices with 

𝑤 > 1 contribute more to 1/𝑟𝑏𝑝,𝑜𝑝𝑡 than those with 𝑤 < 1.  
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CCends and GCGcore show greater sensitivity to the initial 𝑤 values, demonstrating 

limitations and inaccuracies of the optimization process (Fig. 5.8). Optimization leads to a 

significant increase in the 𝑝(𝑇𝑃|𝑥) maximum for each sequence, but the final 𝑝(𝑇𝑃|𝑥) distribution 

and 𝑤 values are sensitive to the initial conditions. Starting the optimization from a highly shifted  

𝑝(𝑇𝑃|𝑥) distribution for GCGcore leads to an optimized 𝑝(𝑇𝑃|𝑥) distribution shifted relative to 

when starting from the unweighted 1/𝑟𝑏𝑝 (red curves in Fig. 5.9), yet each contains an identical 

maximum 𝑝(𝑇𝑃|𝑥) value. These two optimization results correspond to distinct local maxima with 

different 𝑤 values. Additionally, separate optimization trials for CCends indicate that large spreads 

of 𝑤 values can give rise to equivalent 𝑝(𝑇𝑃|𝑥) distributions. It is possible that 1/𝑟𝑏𝑝 is simply a 

Figure 5.8 Reproducibility of 𝟏/𝒓𝒃𝒑 optimization. 𝑝(𝑇𝑃|𝑥) prior to optimization (unopt) and 

after optimization for different initial 𝑤 values (denoted by different colors). Optimized 𝑤 values 

are shown on the top. Similar optimized 𝑝(𝑇𝑃|𝑥) distributions and 𝑤 values are obtained for 

unoptimized 𝑝(𝑇𝑃|𝑥) distributions with similar maximum positions along 1/𝑟𝑏𝑝,𝑜𝑝𝑡, but the 

optimization may get stuck in different local maxima if initialized from a significantly shifted 

𝑝(𝑇𝑃|𝑥) distribution (GCGcore, blue trace).  
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poor CV to describe GCGcore hybridization and no re-weighting can produce a 𝑝(𝑇𝑃|𝑥) 

maximum near 0.5 even if additional optimization time is provided. In contrast, each trial for 

CCends gets close to the desired 𝑝(𝑇𝑃|𝑥) maximum of 0.5, suggesting that there is no unique 

solution of 𝑤 values for this sequence. Therefore, further improvement of the optimization process 

may be achieved by optimizing on additional properties of the 𝑝(𝑇𝑃|𝑥) distribution beyond its 

maximum value.  

 Keeping the limitations of the optimization process in mind, 1/𝑟𝑏𝑝,𝑜𝑝𝑡 was generated for 

all six model sequences (Fig. 5.9). The 𝑝(𝑇𝑃|𝑥) maximum reaches 0.4 – 0.5 for CGCcap, CCends, 

and GCends, suggesting 1/𝑟𝑏𝑝,𝑜𝑝𝑡 fully separates transition paths from equilibrium excursions 

within single-strand or duplex states for these sequences. The 𝑤 patterns are qualitatively similar 

for CCends and GCends where weight is added at the central base pairs and reduced at A:T 

contacts near the G:C termini. In contrast, sequences that undergo significant terminal fraying 

exhibit lower quality 1/𝑟𝑏𝑝,𝑜𝑝𝑡 CVs. The 𝑝(𝑇𝑃|𝑥) maximum for GCmix remains at ~0.4 and only 

improves to ~0.3 for GCGcore and GCcore. We also compare 1/𝑟𝑏𝑝,𝑜𝑝𝑡 with the leading CVs 

obtained from time-lagged independent component analysis (TICA) and state-reversible 

VAMPnets (SRV),37, 40 which are optimized for the slowest kinetics in the system (Appendix 5.A).  
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Figure 5.9 Optimized 𝟏/𝒓𝒃𝒑 CVs for all sequences. 𝑝(𝑇𝑃|𝑥) distribution along 

uniformly-weighted 1/𝑟𝑏𝑝 (gray dashed line) and 1/𝑟𝑏𝑝,𝑜𝑝𝑡 (blue dashed line) for each sequence. 

𝑤 values are shown above each distribution. Red solid lines correspond to Gaussian fits.  
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5.3 Structural properties during hybridization and dehybridization 

5.3.1 Hybridization mechanism along 𝟏/𝒓𝒃𝒑.𝒐𝒑𝒕  

In this section, we analyze trajectories along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 to study the series of base-pairing 

events and strand configurations during hybridization. We start by analyzing the properties of 

hybridization transition paths. Our goal is to describe the configurational and base-pairing 

properties of DNA as a function of transition-path time. It would be most simple to bin 1/𝑟𝑏𝑝,𝑜𝑝𝑡 

across all transition paths at each time point; however, the duration of each transition path, 𝜏𝑇𝑃, is 

different and follows a distribution that depends on the free-energy landscape and CV.59 We 

instead bin across all time points in all transition paths that share a given value of 1/𝑟𝑏𝑝,𝑜𝑝𝑡 (Fig. 

5.10). Since we only sample 50 – 300 transition paths (including hybridization and 

dehybridization) in the unbiased simulations for each sequence, we use a bin size of 0.1 nm-1 along 

1/𝑟𝑏𝑝,𝑜𝑝𝑡 that encompasses 100 – 5000 simulation frames per bin. Transition paths are defined 

Figure 5.10 Binning transition paths along 𝟏/𝒓𝒃𝒑,𝒐𝒑𝒕. Transition paths for (a) hybridization and 

(b) dehybridization observed from CGCcap. Each color corresponds to a distinct transition path 

starting from 0.4 nm-1 and ending at 1.45 nm-1 (dashed lines) for hybridization or vice versa for 

dehybridization. Gray horizontal bars indicate 0.1 nm-1 bins along 1/𝑟𝑏𝑝,𝑜𝑝𝑡. Plots on the right 

show the same transition paths where the time axis is normalized by the duration of each transition 

path (𝜏𝑇𝑃). The conditional probability 𝑝(𝑥|𝑇𝑃), is shown on the right of each plot.  
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using boundaries of 1/𝑟𝑏𝑝,𝑜𝑝𝑡 = 0.4 nm-1 and  1.45 nm-1. As illustrated in Fig. 5.10 for CGCcap, 

the progress in time and progress along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 during a transition path share a non-linear 

relationship. There is roughly a linear relationship within the 0.4 – 0.8 nm-1 and 1.1 – 1.45 nm-1 

regions that each encompass ~20% of the transition path duration. There is a large spread of time 

values from 0.8 – 1.1 nm-1 due to numerous recrossings near the hybridization free-energy barrier, 

leading to a maximum in the conditional probability for being at position 𝑥 given the trajectory is 

on a transition path, 𝑝(𝑥|𝑇𝑃). Similar relationships between transition-path progress in time and 

along a defined CV have been reported from single-molecule extension trajectories of DNA 

hairpin folding as well as from simulations of diffusive motion along a 1D double-well potential.6, 

60-61  Additional insight into the underlying dynamics may be available from the shape of the 

transition path,6, 60 but here we show it to illustrate that each bin along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 contains a different 

spread of transition-path time points.  

We use contact-separation maps to show the average distances between all nucleobases 

within each 1/𝑟𝑏𝑝,𝑜𝑝𝑡 bin (Fig. 5.11). Distances along the diagonal correspond to in-register 

contacts while those off the diagonal correspond to out-of-register contacts. Examples of CGCcap 

and CCends from 0.45 to 1.45 nm-1 demonstrate a clear progression of reduction in base-pair 

separation, particularly along the diagonal, as 1/𝑟𝑏𝑝,𝑜𝑝𝑡 increases. The behavior of CGCcap is 

consistent with the nucleation analysis in Appendix 6.E where separation first reduces near the 

G:C-rich end and the A:T end remains highly separated. In contrast, CCends follows a greater 

diversity of pathways as separations drop almost uniformly across the central contacts at 1/𝑟𝑏𝑝,𝑜𝑝𝑡 

= 0.85 to 1.15 nm-1. The diversity of base-pair contacts is more clearly visualized with contact 



Chapter 5. DNA hybridization from coarse-grained simulations 

 

228 
 

maps that show the probability of each distance being below 0.7 nm (Fig. 5.12). The contact maps 

reveal the presence of out-of-register contacts from 0.45 to 0.95 nm-1 for CGCcap and 0.45 to 1.25 

nm-1 for CCends. In CGCcap, out-of-register contacts are primarily observed between the A:T end 

of the CGC strand and the central A:T bases of the GCG strand. In CCends, out-of-register contacts 

are scattered from 0.45 to 0.85 nm-1, but appear localized to a two-base-pair shifted configuration 

Figure 5.11 Progress of hybridization transition paths visualized with contact-separation 

maps. (a) 𝑝(𝑇𝑃|𝑥) along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 for CGCcap at 330 K where vertical gray regions correspond 

to slices used for averaging transition paths. (b) Separation maps plotting the distance between all 

nucleobases at different points throughout (de)hybridization transition paths. Each plot 

corresponds to an average over all transition-path simulation frames within the denoted 1/𝑟𝑏𝑝,𝑜𝑝𝑡 

window. Diagonal lines correspond to in-register base pairs (c-d) Similar plots for CCends at 

327 K.  
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from 0.85 to 1.25 nm-1. The out-of-register contacts lead to non-linear relationship between 

1/𝑟𝑏𝑝,𝑜𝑝𝑡 and the number of intact in-register base pairs (𝑛𝑏𝑝).  

Figure 5.12 Progress of hybridization transition paths visualized with contact-probability 

maps. Base-pair contact maps for (top) CGCcap and (bottom) CCends indicating the probability 

that given nucleobase separation is below 0.7 nm at different points along (de)hybridization 

transition paths. Separation maps plotting the distance between all nucleobases at different points 

throughout transition paths. Each plot corresponds to an average over all transition path simulation 

frames within the denoted 1/𝑟𝑏𝑝,𝑜𝑝𝑡 window. The average number of intact in-register base pairs 

(𝑛𝑏𝑝) is also listed for each window.  
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 To investigate which base-pair contacts are most common in the hybridization 

transition-state ensemble, we plot the contact-separation and contact-probability maps for a 0.1 

nm-1 bin centered at the maximum of 𝑝(𝑇𝑃|𝑥) along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 (Fig. 5.13). The 𝑝(𝑇𝑃|𝑥) maximum 

best reports of the transition-state ensemble when having a value close to 0.5 (CGCcap, CCends, 

GCmix, and GCends) and less so for sequences with a lower value maximum (GCGcore and 

GCcore). Since we are only binning over transition paths, the maps only contain configurations 

that successfully cross the hybridization transition state. In general, the base-pairing patterns 

indicate a high prevalence of G:C base pairing in the transition-state ensemble, as exhibited by 

CGCcap, GCmix, GCGcore, and GCcore. CCends and especially GCends exhibit significant 

Figure 5.13 Base-pairing properties at the 𝒑(𝑻𝑷|𝒙) maximum. Separation-contact and contact-

probability maps averaged across a 0.1 nm-1 window centered at the maximum of 𝑝(𝑇𝑃|𝑥) along 

1/𝑟𝑏𝑝,𝑜𝑝𝑡 (Fig. 5.9) for each sequence. Simulations temperatures are listed in Table 5.1.  
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probability for pairing out-of-register in configurations shifted by two base pairs. Interestingly 

shifted configurations of CCends only occur in the direction with 3ʹ overhangs whereas GCends 

exhibits particular preference for shifting with 5ʹ overhangs (~50%) vs. 3ʹ overhangs (20%). These 

shifted configurations of GCends were also found as on-pathway macrostates between the duplex 

and single-strand states in a Markov state model constructed from the same 3SPN.2 MD simulation 

data.27 The two-base-pair shifted configurations of GCends are stabilized relative to CCends 

largely because they can form an extra A:T base pair. However, it is unclear why CCends only 

binds with a 3ʹ overhang orientation while GCends prefers the 5ʹ overhang configuration. 

Empirical trends from thermodynamic studies of oligonucleotides indicate that 5ʹ overhangs are 

generally more stabilizing to the duplex than 3ʹ overhangs,62-63 but the physical origin for these 

trends remains unclear and may not be incorporated into 3SPN.2. Additionally, explicit mismatch 

base-pairing interactions would likely influence the relative stability shifted configurations,64 but 

3SPN.2 only includes excluded volume interactions for mismatches that may produce inaccurate 

stability of non-canonical structures.23, 27 
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5.3.2 Reactive and non-reactive hybridization events 

 So far we have only considered transition paths, or the trajectories where hybridization and 

dehybridization are successful. However, hybridization is a rare event where many failed attempts 

occur on average before successful duplex formation. A simple question that arises is whether 

there are structural differences between successful and failed hybridization events, and this is a 

general question of interest across various bimolecular reactions. Such dynamics are rarely 

investigated in biomolecular systems due to the difficulties of sufficiently sampling successful and 

failed events,58, 65-66 and we are not aware of any reports for nucleic acid systems.  

We first compare the kinetics of collisions and successful hybridization and observe 

behavior similar to experiment. The diffusion-limited hybridization rate constant for an 8-mer 

oligonucleotide is estimated to be 2 × 109 M-1 s-1 in aqueous solution based on an experimental 

Figure 5.14 Rates of oligonucleotide collisions and hybridization. (a) Example trajectory of 

CGCcap along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 (black) in the single-strand state. Purple lines indicate time points where 

single strands collide. (b) Average hybridization rate (dark-filled bars), collision rate based on in-

register contact (light-filled bars), and collision rate using any contact for each sequence (open 

bars). Rates are divided by the effective oligonucleotide concentration (Table 5.1) to give the 

respective bimolecular rate constant. Error bars indicate standard deviation across distributions of 

hybridization rates.  
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diffusion coefficient of 1 × 106 cm2/s.67 This rate constant is 100 – 1000-fold larger than 

hybridization rate constants measured with both single-molecule and ensemble spectroscopy,67-68 

suggesting that numerous diffusive encounters between strands fail prior to hybridization. Figure 

5.14 shows the rate of strand collisions and hybridization determined from 3SPN.2 MD 

simulations. Unbiased trajectories are divided into single-strand and duplex dwell periods, and 

collisions are identified within the single-strand dwell periods. Collisions are defined as going 

from a completely dissociated configuration to forming at least one inter-nucleobase contact. To 

minimize apparent collisions arising from rapid strand reorientation, we only consider collisions 

that occur at least 10 ns after the previous collision. The collision rate constant is then calculated 

as the total oligonucleotide concentration divided by the mean time interval between collisions, 

𝑘𝑐𝑜𝑙 = 𝑐𝑡𝑜𝑡/〈𝜏𝑐𝑜𝑙〉. The value of 𝑘𝑐𝑜𝑙 ranges from 3 – 6 × 109 M-1 s-1 for each sequence, comparable 

to the experimental diffusion-limited rate constant. 𝑘𝑐𝑜𝑙 is similar whether all contacts or only in-

register contacts are considered a collision. The hybridization rate constant is calculated as the 

total oligonucleotide concentration divided by the mean single-strand dwell time, 𝑘ℎ = 𝑐𝑡𝑜𝑡/〈𝜏𝑠𝑠〉, 

and ranges from 1 – 4 × 108 M-1 s-1. 𝑘ℎ is determined only from 20 – 40 single-strand dwell times 

per sequence, so the sequence-dependent trends may not be reliable. We observe a general 

~20-fold reduction in 𝑘ℎ relative to 𝑘𝑐𝑜𝑙. While this difference is smaller than from experiment, it 

was previously shown that (de)hybridization timescales from 3SPN.2 MD simulations are 10-fold 

faster than in experiment.27 Given this acceleration of hybridization in 3SPN.2, our comparison of 

collision and hybridization timescales are consistent with a picture where numerous binding 

attempts fail prior to successful hybridization.  
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 We next aim to characterize the spatial and base-pairing properties that differentiate a failed 

vs. successful hybridization or dehybridization event. We generate contact-separation and contact-

probability maps by binning along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 using all frames that are not part of transition paths. 

Figure 5.15 Comparing successful and unsuccessful (de)hybridization events. (a) Number of 

frames contributing to each bin along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 for CGCcap. The black markers map out 𝑝(𝑥|𝑇𝑃). 

Red corresponds to failed hybridization events originating from the single-strand state and blue 

corresponds to failed dehybridization events originating from the duplex state. (b) 

Contact-probability maps for failed (de)hybridization trajectories from 0.45 to 1.25 nm-1. (c) 

Difference between transition-path (Fig. 5.13) and failed-trajectory contact-probability maps. The 

difference in the number of intact in-register base pairs is also listed (∆𝑛𝑏𝑝). Red indicates greater 

base-pairing probability in the transition-path ensemble and vice versa for blue.  
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As shown for CGCcap in Fig. 5.14a, the bins from 0.45 – 0.85 nm-1 are dominated by dynamics 

within the single-strand state while bins from 0.95 – 1.45 nm-1 are dominated by the duplex state, 

and the corresponding contact-probability maps are shown in Fig. 5.15b. To isolate differences 

with transition paths, we take the difference between transition-path and non-reactive contact-

probability maps at each bin. From 0.45 – 0.85 nm-1, transition paths show a clear preference for 

base pairing at the G:C end with an increase in base-pairing probability of ΔP = 0.1 – 0.2. Also, 

the configurations with out-of-register A:T base pairing are only found in transition paths (Fig. 

5.11), suggesting it may serve to keep strands in proximity for eventual hybridization. A recent 

kinetic modelling study of hybridization also suggested that out-of-register contacts facilitate 

duplex formation by extending the lifetime of the encounter complex between strands.69 Transition 

paths still show a preference for G:C base pairing in the barrier region from 0.75 – 1.05 nm-1 and 

contain an average of 0.7 more in-register base pairs than non-reactive trajectories (∆𝑛𝑏𝑝). 

Additionally, non-reactive paths have a 20% probability of binding in a two-base-pair shifted 

configuration (Fig. 5.14b) that acts as an off-pathway kinetic trap to hybridization. On the duplex 

side of the barrier (1.05 – 1.45 nm-1), transition paths instead contain less base pairs on average 

relative to non-reactive paths (∆𝑛𝑏𝑝 < 0), particularly in the central A:T region. Since 

dehybridization typically starts with unzipping of the A:T end, trajectories that break the central 

A:T contacts are more likely to proceed to full dissociation of the duplex.   
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 Figure 5.16 highlights the differences between transition paths and non-reactive paths at 

the peak of 𝑝(𝑇𝑃|𝑥) along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 for each sequence. For sequences where the 𝑝(𝑇𝑃|𝑥) 

maximum is close to 0.5, the barrier maximum contains nearly an equal number of simulation 

frames from transition paths and non-reactive trajectories, meaning there is an equal chance for 

(de)hybridization to fail or succeed from this point. The number of in-register base pairs is nearly 

identical between transition paths and non-reactive paths (∆𝑛𝑏𝑝 ~ 0), but the arrangement of base 

pairs can differ significantly. For instance, the two-base-pair shifted configuration of CCends is 

more likely to occur in transition paths than non-reactive paths. In GCends, the shifted 

configuration with 5ʹ overhangs is more likely in transition paths while the flipped configuration 

Figure 5.16 Difference between successful and failed events at the maximum of 𝒑(𝑻𝑷|𝒙). 

Difference between transition-path (Fig. 5.14) and non-reactive (left) contact-separation and 

(right) contact-probability maps across a 0.1 nm-1 window centered at the maximum of 𝑝(𝑇𝑃|𝑥) 

along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 for each sequence. Red indicates greater base-pairing probability and closer 

distance in the transition-path ensemble and vice versa for blue.   
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with 3ʹ overhangs is more significant in non-reactive paths. There can also be different preference 

for in-register contacts as observed in CGCcap, GCGcore, and GCmix. Overall, the difference 

between successful and unsuccessful barrier crossing is highly sequence-dependent.  

 Lastly, we compare the base-pairing properties of transition paths and non-reactive 

trajectories on the single-strand and duplex sides of the barrier. These difference maps give insight 

into the early events that may enable a (de)hybridization event to be successful. For hybridization, 

we examine a bin centered from 0.55 – 0.7 nm-1 depending on the sequence (Fig. 5.17a). Transition 

paths generally contain more base pairing than non-reactive paths at this point, with a particular 

preference for G:C base pairs in CGCcap, CCends, GCGcore, and GCmix. In CGCcap and 

CCends, the increased probability of binding at the 5ʹ-CGC or 5ʹ-CC ends coincides with greater 

separation between nucleobase at the other end of the oligonucleotides. Out-of-register contacts 

also promote successful hybridization in CGCcap (as noted in Fig. 5.15) and GCends, potentially 

because they keep strands in close proximity.  

  While successful hybridization is promoted by early formation of key base-pair contacts, 

dehybridization is most successful after early disruption of in-register base pairs. Figure 5.17b 

compares contact-separation and contact-probability maps at a bin centered from 1.15 to 1.20 nm-1. 

Out-of-register CCends and GCends (5ʹ or 3ʹ) duplex configurations are more probable to 

successfully dehybridize, likely due to their lower binding stability relative to an in-register duplex. 

In GCGcore and GCmix, transition paths exhibit a reduction of base pairing in the duplex center 

and G:C sites, yet an increase at the A:T termini relative to non-reactive paths. This comparison 

highlights that non-reactive paths in this region along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 contain significant terminal fraying 
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while transition paths involve unzipping of the G:C and central base pairs from one side or the 

other. In contrast, transition and non-reactive paths in CGCcap involve a similar amount of 

terminal A:T fraying, but transition paths proceed to disrupt central A:T base pairs.  

Figure 5.17 Difference between successful and failed events at their early stages. (a) 

Difference between transition-path and failed-trajectory (left) contact-separation and (right) 

contact-probability maps at a 0.1 nm-1 bin centered on the single-strand side (0.55 – 0.7 nm-1) of 

the 𝑝(𝑇𝑃|𝑥) maximum. (b) Same plots for a 0.1 nm-1 bin centered on the duplex side (1.1 – 1.25 

nm-1) of the 𝑝(𝑇𝑃|𝑥) maximum. 
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Figure 5.18 Relationship between select base-pair contacts during hybridization of CGCcap. 

(a) Probability of base-pair formation for contacts marked in the sequence schematic as a function 

of 0.1 nm-1 bins along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 for CGCcap. Black data points correspond to the joint probability 

of each base pair being intact. Data are shown for transition paths (TP, filled marker, solid line) 

and non-reactive trajectories (NR, open marker, dashed line). (b) Conditional probabilities that 

base pair 𝑖 is intact given that base pair 𝑗 is intact, 𝑝(𝑖|𝑗). Conditional probabilities are shown 

between contacts marked 1 and 2 in panel (a). (c) Correlation between the base-pair formation in 

marked bases at each bin along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 (eq. 5.5). Adjacent in-register base pairs show positive 

correlation at all stages of hybridization while those many sites apart have negative correlation in 

the early phases of hybridization. Popular out-of-register contacts noted in Figs. 5.16 and 5.17 are 

negatively correlated with formation of in-register contacts at the G:C-rich end.  
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 The contact maps in Figs. 5.15 – 5.17 suggest both beneficial and detrimental roles of out-

of-register base pairing during hybridization, but the maps alone do not describe the full base-

pairing structure of these configurations. For example, transition paths of CGCcap show a 

preference relative to non-reactive events for out-of-register A:T base pairing and in-register G:C 

base pairing at 1/𝑟𝑏𝑝,𝑜𝑝𝑡 < 0.75 nm-1, but it is unclear whether these correspond to a single binding 

geometry or two distinct configurations. To gain insight into the relationship between base pairing 

regions, we examine the conditional probability that a base pair 𝑖 is intact given that another base 

pair 𝑗 is intact, 𝑝(𝑖|𝑗), as well as the correlation (C) between contacts over each interval of  

1/𝑟𝑏𝑝,𝑜𝑝𝑡 (∆𝑥). 
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The variable 𝑞 corresponds to a value of 1 or 0 depending on whether the base pair is intact or 

broken, respectively. Figure 5.18 shows conditional probabilities and correlations between four 

different contact pairs for CGCcap. The contact closer to the 5ʹ terminus of the top strand is denoted 

contact 1 and the other contact 2. Adjacent in-register G:C contacts show a similar increase in each 

conditional probability, the probability that base-pair 1 is intact given that base-pair 2 is intact, 

𝑝(1|2), and vice versa, 𝑝(2|1). Both 𝑝(1|2) and 𝑝(2|1) approach unity at 1/𝑟𝑏𝑝,𝑜𝑝𝑡 = 1.0 nm-1 

and a similar increase is observed in the correlation and joint probability of base-pairing, and such 
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characteristics indicate that these adjacent contacts tend to form and break together. The second 

G:C base pair and an A:T base pair on the other duplex half show a negative correlation at low-

1/𝑟𝑏𝑝,𝑜𝑝𝑡 bins and mismatch between 𝑝(1|2) and 𝑝(2|1). 𝑝(1|2) grows at lower 1/𝑟𝑏𝑝,𝑜𝑝𝑡 values 

than 𝑝(2|1) because the A:T base-pair formation occurs when the G:C base pair is already intact, 

but the opposite is not true until 1/𝑟𝑏𝑝,𝑜𝑝𝑡 > 1.1 nm-1. Negative correlation at low-1/𝑟𝑏𝑝,𝑜𝑝𝑡 bins 

arises from a favorable entropy for opening of the A:T side upon nucleation of the G:C-rich region.   

 Conditional probabilities and correlation between the most abundant pairs of in-register 

and out-of-register base pairs help identify whether they exist together or separately during 

hybridization. CGCcap exhibits four-base-pair shifted A:T base pairing during transition paths 

from 1/𝑟𝑏𝑝,𝑜𝑝𝑡 = 0.5 – 0.7 nm-1 (Fig. 5.12). These contacts show negative correlation and negligible 

conditional and joint probabilities with the second in-register G:C base pair (red box, Fig. 5.18), 

suggesting that the base pairs are formed in separate configurations. Non-reactive trajectories of 

CGCcap show a different two-base-pair shifted configuration from 1/𝑟𝑏𝑝,𝑜𝑝𝑡 = 0.8 – 1.1 nm-1 in 

addition to in-register base pairing at the G:C-rich end. These contacts occur in separate 

configurations from 0.8 – 0.9 nm-1 as they show negative correlation and negligible conditional 

and joint probabilities. However, an increase in conditional and joint probabilities and a reduction 

of negative correlation from 1.0 – 1.1 nm-1 suggests the presence of configurations with each set 

of contacts. We also examine the relationship between in-register and the two-base-pair shifted 

configuration configurations in CCends and GCends (Fig. 5.19). As introduced in Chapter 1.3, 

CCends may transition from out-of-register to fully in-register configurations through structures 

that contain both types of base pairs, which is supported by the 0.2 – 0.5 conditional probability 
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and peak in joint probability between contacts from 0.9 – 1.2 nm-1. Although out-of-register 

configurations are much more stable in GCends relative to CCends, there is lower probability to 

Figure 5.19 Relationship between in-register and out-of-register base-pair contacts during 

hybridization of CCends and GCends. (a) Probability of base-pair formation for contacts 

marked in the sequence schematic as a function of 0.1 nm-1 bins along 1/𝑟𝑏𝑝,𝑜𝑝𝑡 for CCends and 

GCends. Black data points correspond to the joint probability of each base pair being intact. Data 

are showed for transition paths (TP, filled marker, solid line) and non-reactive trajectories (NR, 

open marker, dashed line). (b) Conditional probabilities that base pair 𝑖 is intact given that base 

pair 𝑗 is intact, 𝑝(𝑖|𝑗). Conditional probabilities are shown between contacts marked 1 and 2 in 

panel (a). (c) Correlation between the base-pair formation in marked bases at each bin along 

1/𝑟𝑏𝑝,𝑜𝑝𝑡 (eq. 5.5). 
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form mixed in-register/out-of-register configurations. Overall, our analysis indicates that out-of-

register and mixed in-register/out-of-register configurations can play beneficial and detrimental 

roles in the dynamics of hybridization.  
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Appendix 5.A Comparison of 𝟏/𝒓𝒃𝒑,𝒐𝒑𝒕 to TICA and SRV CVs 

 

 The 1/𝑟𝑏𝑝,𝑜𝑝𝑡 CV is obtained by optimization of 𝑝(𝑇𝑃|𝑥) maximum as described in 

Section 5.2.3, and here we compare with other CVs that are optimized for describing the kinetics 

of hybridization. In one approach, time-lagged independent component analysis (TICA)37 is used 

to project trajectories of all inverse interbase distances between strands onto a low-dimensional 

Figure 5.A1 Transition-path test of TICA and SRV CVs.  𝑝𝑒𝑞, 𝑝(𝑥|𝑇𝑃), and 𝑝(𝑇𝑃|𝑥) 

calculated along 1/𝑟𝑏𝑝, 1/𝑟𝑏𝑝,𝑜𝑝𝑡, the leading TICA CV (tic1), and the leading SRV CV (srv1). 

𝑝𝑒𝑞 and 𝑝(𝑥|𝑇𝑃) are vertically scaled by a factor of 2 for clarity.  
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space where each CV is a linear combination of input distances. In another method, state-reversible 

VAMPnets (SRV),40 the leading CV is constructed from a non-linear combination of inverse 

distances. In each method, the low-dimensional space is optimized to approximate the eigenvectors 

associated with the slowest eigenvalues of the transfer operator for propagating molecular 

dynamics. The leading CV (tic1 or srv1) is associated with the slowest timescale dynamics in the 

system, which is hybridization for our DNA oligonucleotides. Previous studies have found that the 

leading SRV CV describes transitions between the single-strand and duplex states while additional 

CVs capture out-of-register shifting or large-scale fraying.27, 32  

 The probability distributions along tic1 and srv1 appear quite different from 1/𝑟𝑏𝑝,𝑜𝑝𝑡. The 

single-strand and duplex basins 𝑝𝑒𝑞 are each narrow relative to 1/𝑟𝑏𝑝,𝑜𝑝𝑡 because fraying and 

out-of-register shifting are associated with higher-order TICA and SRV CVs (tic2, tic3, etc.). As 

a result, most of the space along tic1 and srv1 corresponds to the transition region between duplex 

and single-strand states, and the 𝑝(𝑇𝑃|𝑥) distributions are broad. Along tic1, the 𝑝(𝑇𝑃|𝑥) 

maximum is similar to those along the uniformly-weighted 1/𝑟𝑏𝑝 CV.  The 𝑝(𝑇𝑃|𝑥) maximum 

along srv1 reaches values comparable to 1/𝑟𝑏𝑝,𝑜𝑝𝑡, but the maxima are broad and noisy due to 

limited sampling. Since tic1 and srv1 are optimized with distinct criteria from 1/𝑟𝑏𝑝,𝑜𝑝𝑡, it is not 

surprising that their apparent quality based on 𝑝(𝑇𝑃|𝑥) is different.  
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Chapter 6 

Disruption of base-pairing cooperativity in DNA duplexes 

by an abasic site 

The material for this chapter is adapted from: 

Ashwood, B.; Jones, M. S.; Ferguson, A. L.; Tokmakoff, A., Disruption of energetic and dynamic 

base pairing cooperativity in DNA duplexes by an abasic site. Proc. Natl. Acad. Sci. U.S.A. 2023, 

120, e2219124120. 

 

6.1 Introduction 

Numerous modifications to canonical base pairs, including epigenetic chemical 

modifications, mismatches, and lesions, alter local base pairing interactions in double-stranded 

DNA which may in turn shift global duplex thermodynamic stability by interrupting cooperative 

interactions. Cooperativity refers to the non-additive energetic advantages of forming base pairs 

in a stretch of multiple adjacent nucleotides concertedly rather than individually.1 This 

phenomenon underlies the quantitatively accurate nearest neighbor (NN) models of DNA 

thermodynamic stability.2-3 While cooperativity in base pairing is understood to be rooted in the 

stacking interactions between nucleobases, the molecular factors bridging local perturbations and 

global destabilization are not fully understood. Identifying these factors require site-specific 

characterization of the hybridization free-energy landscape and duplex structural dynamics over 

wide time windows. This motivates the combination of temperature-jump infrared (T-jump IR) 

spectroscopy and coarse-grained molecular dynamics (MD) simulations that are employed in this 
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chapter to access thermodynamic, kinetic, and dynamic insight into how an abasic site disrupts 

base pairing and stacking in short oligonucleotides.  

The loss of a nucleobase to form an abasic site (apurinic/apyrimidinic or AP site) is among 

the most naturally abundant DNA modifications due to spontaneous or enzymatic cleavage of the 

glycosidic bond.4-5 Previous work showed that an AP site destabilized the DNA duplex in a 

sequence-dependent fashion6-11 that was correlated with the identity of base pairs adjacent to the 

modified site; however, an AP site may also disrupt base pairing well beyond nearest neighbors.12 

Since duplexes containing an AP site retain a B-form conformation on average,13-15 an AP site 

influences duplex stability and dynamics through disruption of cooperative interactions rather than 

a large-scale structural change.  

We characterize the disruption of cooperativity in various sequence contexts by 

investigating the impact of central AP sites in three 11-mer template oligonucleotides that are 

expected to exhibit wide variation in dynamic behavior due to different relative placement of G:C 

and A:T base pairs.16-22  T-jump IR spectroscopy separately monitors changes in A:T and G:C base 

pairing from nanoseconds to milliseconds following a laser T-jump that induces duplex melting. 

MD simulations employing the 3-site-per-nucleotide (3SPN.2) coarse-grained model16, 23 are used 

to parameterize a kinetic Markov state model (MSM)24-25 that allows us to interpret the 

experiments in terms of the temperature-induced reshaping of the duplex free-energy landscape. 

Our results indicate that duplex destabilization primarily stems from the loss of base pairing and 

stacking interactions around the AP site as well as disruption of base-pairing cooperativity within 

the duplex. The AP site splits the base pairing dynamics of the duplex into two segments that must 
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each overcome a significant free-energy barrier to hybridize. Although our study is limited to 

oligonucleotides, length-dependent trends in duplex destabilization behavior enable us to address 

the impact of an AP site in biological DNA. 

6.2 Destabilization of the DNA duplex from an abasic site 

6.2.1 Experimental characterization of duplex thermodynamic stability  

 

Figure 6.1 DNA duplex destabilization induced by an AP site. (a) CGCcap, CCends, and 

GCGcore sequences studied in this work, identifying the 6-position of the AP site along the top 

strand (shaded). (b) Duplex melting curves determined from two-state analysis of an FTIR 

temperature series for WT (solid lines) and AP6 (dashed lines) sequences (Appendix 6.A). (c) 

Duplex dehybridization free energy at 37°C (Δ𝐺𝑑,37
° ) determined from FTIR data for WT (dark) 

and AP6 (light) sequences. (d) Drop in Δ𝐺𝑑,37
°  for each AP6 sequence with respect to WT 

sequence, ΔΔ𝐺𝑑,37
° = Δ𝐺𝑑,37

° (𝐴𝑃) − Δ𝐺𝑑,37
° (𝑊𝑇), compared to those determined from the NN 

model. Also shown are the change in dehybridization Helmholtz free energy (ΔΔ𝐹𝑑,37
° ) obtained 

from melting curves generated from 3SPN.2 MD simulations. FTIR and 3SPN.2 error bars 

correspond to 95% confidence intervals from fits to a two-state model (Fig. 6.2) while NN error 

bars correspond to the reported error in the model.2  
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The DNA sequences shown in Fig. 6.1a were chosen to vary the position of three or four 

stabilizing G:C base pairs within an otherwise A:T sequence. Sequence “CGCcap” places them on 

one end to create asymmetric base-pairing stability, “CCends” places them on both ends to 

minimize terminal base pair fraying,19 and “GCGcore” centers them to promote frayed A:T 

terminal base pairs.19-20, 26 For each oligonucleotide, we compare the hybridization of the wild-

type (WT) sequence to its complement with one containing a central AP site at the 6th base position 

(AP6). DNA oligonucleotides were purchased from Integrated DNA Technologies (IDT) at 

desalt-grade purity. AP sites were incorporated as a tetrahydrofuran group (dSpacer). Samples 

were purified with 3 kDa centrifugal filters (Amicon). All oligonucleotides were prepared in pH* 

6.8 400 mM sodium phosphate buffer (SPB, [Na+] = 600 mM). 

Experiments showing how a central AP site destabilizes the duplex are presented in Figs. 

6.1 and 6.2. Duplex melting curves obtained by Fourier-transform infrared spectroscopy (FTIR) 

show a 20–30 °C reduction in melting temperature (𝑇𝑚) that equates to a drop of 20-30 kJ/mol in 

the dehybridization free energy between AP6 and WT sequences (ΔΔ𝐺𝑑,37
° = Δ𝐺𝑑,37

° (𝐴𝑃) −

Δ𝐺𝑑,37
° (𝑊𝑇)), consistent with previous studies.6, 8, 11 Calculations of ΔΔ𝐺𝑑,37

°  using Santa Lucia’s 

NN model2, 27 merely removing the two central NN interaction parameters involved with the AP 

site only accounts for a portion of the experimental value, suggesting that duplex destabilization 

is not simply additive in the NN energies (Fig. 6.1c).28 An additional free-energy penalty affecting 

both the dehybridization enthalpy (Δ𝐻𝑑
° ) and entropy (Δ𝑆𝑑

° ) must arise from the AP site (Fig. 6.2). 

We also find that ΔΔ𝐺𝑑,37
°  is ~5 kJ/mol larger for CCends-AP6 than CGCcap-AP6 even though the 
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modified and adjacent base pairs to the AP site are identical in each sequence, suggesting that the 

oligonucleotide sequence further from the AP site contributes to ΔΔ𝐺𝑑,37
° .  

Figure 6.2 DNA duplex stability measured with FTIR temperature series and ITC. (a) 

Normalized 2nd SVD components from FTIR temperature series for each WT and AP6 sequence. 

(b) Temperature-dependent fraction of intact duplexes from 3SPN.2 MD simulations employing 

WTmetaD. Data are fit to two-state thermodynamic model (solid and dashed lines, Appendix 6.A). 

(c) Difference in 𝑇𝑚 between AP6 and WT sequences (∆𝑇𝑚) from FTIR melting curves, NN 

model, and 3SPN.2 melting curves. (d) Difference in dehybridization enthalpy (Δ𝐻𝑑
° ) between 

AP6 and WT sequences (Δ∆𝐻𝑑
° ) from FTIR melting curves and NN model. Values from 3SPN.2 

melting curves correspond to the change in dehybridization internal energy Δ∆𝑈𝑑
° . (e) isothermal 

titration calorimetry (ITC) thermograms plotted as molar ratio between complement DNA strands. 

Data are fit to a two-state model (solid and dashed lines, Appendix 6.B). ITC sample conditions 

are listed in Table 6.B1. (f) Comparison of Δ𝐻𝑑
°  determined from FTIR melting curves (dark) and 

ITC (light). The measured change in heat capacity between dissociated and hybridized states (ΔCp) 

of WT sequences is applied to the FTIR-determined Δ𝐻𝑑
°  values to account for differences between 

𝑇𝑚 and the ITC temperature. Error bars for all FTIR, ITC, and 3SPN.2 parameters indicate 95% 

confidence intervals from two-state model fits. Error bars for NN values correspond to the 

previously reported error in the NN model.  
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6.2.2 Base-pairing free-energy landscape  

Molecular dynamics simulations with the 3SPN.2 model and well-tempered metadynamics 

(WTMetaD) were used to gain insight into the molecular factors governing the thermodynamic 

stability of various oligonucleotide structures.28 Structurally 3SPN.2 predicts that duplexes with 

the AP site are virtually unchanged from the B-form conformation of the WT duplex and the 

nucleobase opposite the AP site is predominantly intrahelical, consistent with previous 

experimental studies and all-atom MD simulations.13-14, 28 The extrahelical configuration of 

GCGcore-AP6 is negligible, yet there is minor population for CCends-AP6 (0.3%) and CGCcap-

AP6 (0.8%). This sequence-dependence presumably arises from the 2-fold larger cross-stacking 

energy between guanine nucleobases relative to thymines in 3SPN.2.23 The stability of each duplex 

was assessed using simulations as a function of temperature to compute duplex-fraction melting 

curves and the Helmholtz free energy for dehybridization ΔΔ𝐹𝑑,37
°  (Figs. 6.1d, 6.3). The 

simulations show a similar destabilization by the AP site as in experiment, suggesting that the 

coarse-grained model is properly accounting for the duplex destabilization by the AP site. We note 

that the simulated sequence-dependence of ΔΔ𝐹𝑑,37
°  differs from the experimental ΔΔ𝐺𝑑,37

° , but any 

differences lie within the uncertainty of the data. Previous studies have verified the accuracy of 

3SPN.2 for predicting 𝑇𝑚 in canonical duplexes with near-physiological salt concentrations ([Na+] 

= 120 mM),23 but we find that they are consistently 5-10 °C lower than experimental values, which 

is likely due to the high salt concentrations ([Na+] = 600 mM) used in this work.  
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The computed hybridization free-energy profile (FEP) as a function of the number of intact 

base pairs (𝑛𝑏𝑝) is compared for WT and AP6 sequences in Fig. 6.3a. These profiles overlap for 

Figure 6.3 Influence of AP site on base-pairing free-energy landscape. (a) Free-energy profiles 

as a function of the number of intact base pairs,  Δ𝐹(𝑛𝑏𝑝) = −𝑅𝑇 ln 𝑃(𝑛𝑏𝑝)/𝑃(0), for WT (solid 

lines) and AP6 (dashed lines) sequences extracted from 3SPN.2 MD simulations with WTMetaD 

at temperatures 10-20°C below 𝑇𝑚,𝑀𝐷 of each WT sequence. Base pairs are determined using a 

0.7 nm radial cutoff between the center-of-mass of a nucleobase site and that of its complement. 

Hybridization barriers in 𝑛𝑏𝑝 for forming the first (Δ𝐹ℎ
‡
) and second (Δ𝐹ℎ,2

‡
) base-pair segments of 

the AP6 sequence are indicated for CGCcap. Barriers along the reverse dehybridization direction 

for dissociating the second (Δ𝐹𝑑,2
‡

) and first (Δ𝐹𝑑,1
‡

) base pair segments are shown for CCends-

AP6. (b) Free-energy surfaces for all sequences plotted as a function of the average separation 

between base pairs 1, 3, and 5 on the 5′-end (𝑟𝑏𝑝,5′) and 7, 9, and 11 on the 3′-end (𝑟𝑏𝑝,3′). 5′- and 

3′-ends refer to the top strand in Fig. 6.1a. Free energy (Δ𝐹) is plotted relative to the minimum of 

the single-strand well (S1 + S2). Surfaces were generated using 2.5 million frames from 25 

unbiased 10 µs simulation trajectories near the 3SPN.2-determined melting temperature of each 

sequence and are binned and plotted on a 𝑟𝑏𝑝
−1 scale to better resolve different base-pairing 

configurations. Addition of an AP6 site creates local minima (top left and bottom corners) in the 

free-energy landscape corresponding to configurations with only the 5′- or 3′-end hybridized that 

make up the 𝑛𝑏𝑝 = 5 minimum in panel (b).  
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the early steps in hybridization (𝑛𝑏𝑝 = 0-5 for CGCcap and CCends and 𝑛𝑏𝑝 = 0-2 for GCGcore) 

and span the barrier to nucleating the duplex (Δ𝐹ℎ
‡
) at 𝑛𝑏𝑝 = 2-3. The free energy of duplex 

formation continues downhill with increasing 𝑛𝑏𝑝 in the WT sequences, as expected for a two-

state nucleation and zipping process,29-31 but the AP6 sequences display a minimum at 𝑛𝑏𝑝 = 5 and 

must pass through an additional free-energy barrier to fully hybridize (Δ𝐹ℎ,2
‡

). The dominant 

base-pairing configurations of AP6 sequences at 𝑛𝑏𝑝 = 5 are those with one side of the AP site 

fully intact and the other side completely dissociated, indicating a stepwise process of hybridizing 

one segment and then the other (Fig. 6.4). The nucleobase opposite the AP site is predominantly 

intrahelical at 𝑛𝑏𝑝 = 5. Therefore, an addition free-energy penalty for base-pair nucleation on the 

second side of the AP site contributes to ΔΔ𝐺𝑑
𝑜, which is absent in the NN model.  

We also observe that Δ𝐹ℎ,2
‡ < Δ𝐹ℎ

‡
, reflecting the difference in hybridization mechanism 

for the first and second segments. The temperature-dependence of Δ𝐹ℎ
‡
 and Δ𝐹ℎ,2

‡
 indicates each 

arises from an entropic penalty that is partially balanced by a favorable internal-energy change for 

base pairing (Fig. 6.5). The reductions in translational and orientational entropy for bimolecular 

association contribute to Δ𝐹ℎ
‡
 but not Δ𝐹ℎ,2

‡
, where conformational entropy of the partially bound 

chains dominates. For a 𝑛𝑏𝑝 = 5 configuration with one fully hybridized segment, the separation 

of the unbound segment base pairs adjacent to the AP site is more constrained than the terminal 

base pairs. As a result, nucleation of the second segment usually occurs by forming a base pair 

adjacent to the AP site, as shown below. 
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Figure 6.4 Distribution of duplex configurations containing five intact base pairs from 

3SPN.2 MD simulations. (a) Ten most probable base-pairing configurations contributing to the 

𝑛𝑏𝑝 = 5 state from the FEPs in Fig. 6.3a for each WT and AP6 sequence. The probability of a 

given configuration (%) is listed on the left. Filled squares correspond to an intact base pair and 

white squares indicate a broken base pair. A base-pair separation cutoff of 0.7 nm was used. (b) 

Contact-probability maps indicating the probability for each nucleobase intermolecular distance 

to be below 0.7 nm in the 𝑛𝑏𝑝 = 5 state. Squares along the diagonal (dashed line) correspond to 

probabilities for in-register distances. Contact-probability maps indicate that the 𝑛𝑏𝑝 = 5 state is 

dominated by configurations with in-register base-pairs. 
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Additional sequence dependent details can be observed in the free-energy surfaces (FESs) 

in Fig. 6.3b, which are computed at the 3SPN.2-determined melting temperature  (𝑇𝑚,𝑀𝐷) and 

projected into the average base pair separation (𝑟𝑏𝑝) on either end of the duplex. FESs are binned 

and plotted on a 𝑟𝑏𝑝
−1 scale to better resolve different basins within the duplex state. Here 5′- and 3′-

sides of the duplex refer to the top strand in Fig. 6.1a. Fully intact sides have 𝑟𝑏𝑝 < 0.7 nm whereas 

Figure 6.5 Temperature-dependence of nucleation barriers determined from 3SPN.2. (a) 

FEPs of AP6 sequences determined from 3SPN.2 MD simulations with WTMetaD at temperatures 

from 𝑇𝑚.𝑀𝐷-20°C to 𝑇𝑚.𝑀𝐷+20°C. (b) Temperature-dependent values of Δ𝐹ℎ
‡
 (open circles) and 

Δ𝐹ℎ,2
‡

 (filled circles) determined from (a). Dashed and solid lines indicate linear fits to 

F U T S   ‡ ‡ ‡ . (c) Internal energy (Δ𝑈ℎ
‡

 and Δ𝑈ℎ,2
‡

) and entropic (Δ𝑆ℎ
‡

 and ∆Δ𝑆ℎ,2
‡

) 

contributions to Δ𝐹ℎ
‡
 and Δ𝐹ℎ,2

‡
 from fits in in (b). Error bars correspond to 95% confidence 

intervals from fits.  
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well-separated strand segments have 𝑟𝑏𝑝 = 3-5 nm. Addition of an AP6 site creates metastable 

configurations with only the 5′- or 3′-segment hybridized. This provides a structural rationalization 

for the emergence of the Δ𝐹ℎ,2
‡   barriers observed in Fig. 6.3a. The relative stability of 5′-

hybridized-to-3′-hybridized configurations qualitatively follows the expected stability of those 

segments predicted by the NN model.28  

6.3 Direct observation of internal nucleation barrier  

6.3.1 Segment-dehybridization kinetics from T-jump IR 

 We experimentally test for the presence of Δ𝐹ℎ,2
‡

 and a half-hybridized metastable state by 

characterizing duplex dehybridization with T-jump IR spectroscopy (described in Chapter 4).19, 32-

33 We equilibrate the sample at a temperature 15°C below 𝑇𝑚, where most of the DNA is duplexed 

and use a 15°C optical T-jump to heat the solution within 7 ns and promote duplex dehybridization. 

Changes in base-pairing interactions are probed at varying time delays after the T-jump using 

heterodyned dispersed vibrational echo spectroscopy (HDVE),32 which provides a transient IR 

spectrum reporting on changes in nucleobase ring and carbonyl vibrational bands (Fig. 6.6a). The 

transient spectrum that we report is the change of the spectrum at a given T-jump delay relative to 

the initial temperature, 𝑇𝑖. Each nucleobase contains a distinct IR fingerprint of ring and carbonyl 

vibrations34-35 that are reshaped upon base pair formation,20, 36 providing separate probes for G:C 

and A:T base pairing using the guanine band at 1550 cm-1 and adenine band at 1605 cm-1. 
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Figure 6.6 Direct observation of segment-nucleation barrier from T-jump IR spectroscopy. 

(a) T-jump IR difference (t-HDVE) spectra of CGCcap-WT from 5 ns to 1 ms delays after the 

T-jump, plotted as the change relative to the maximum of the spectrum before the T-jump: Δ𝑆(𝑡) =

[𝑆(𝑡) − 𝑆(𝑇𝑖)]/max [𝑆(𝑇𝑖)]. (b) Normalized Δ𝑆(𝑡) time traces at 1550 cm-1 (dark, G:C) and 1605 

cm-1 (light, A:T) cm-1 plotted for the CGCcap, CCends, GCGcore sequences, showing the initial 

and final temperatures for each sequence (𝑇𝑖 → 𝑇𝑓). T-jumps are performed from approximately 

𝑇𝑚–15°C to 𝑇𝑚 for each sequence. Traces are shifted vertically with respect to one another, and 

dashed lines indicate respective baselines. Solid lines correspond to three- or four-component fits 

from global lifetime analysis. (c) Percentage of G:C (dark) and A:T (light) base pair loss character 

observed in half-dehybridization t-HDVE responses. Percentages are derived from t-HDVE 

amplitudes of the 1550 and 1605 cm-1 bands, respectively, determined from global lifetime fitting. 

Error bars indicate 95% confidence intervals propagated from global fits. (d) Temperature-

dependent observed rates for half-dehybridization responses (𝜏2
−1) with fit to a Kramers-like 

equation in the high-friction limit (solid lines, eq. 6.1). Vertical error bars correspond to 95% 

confidence intervals from global lifetime fitting and horizontal error bars are the standard deviation 

in T-jump magnitude. The enthalpic barrier for half-dehybridization (Δ𝐻𝑑,2
‡

) is reported. (e) 

Markov state model (MSM) T-jump simulations of the normalized change in intact G:C (dark) and 

A:T (light) base pairs, Δ𝑛𝑏𝑝(𝑡) = [𝑛𝑏𝑝(𝑡) − 𝑛𝑏𝑝(𝑇𝑖)] [𝑛𝑏𝑝(𝑇𝑓) − 𝑛𝑏𝑝(𝑇𝑖)]⁄ . Traces are shifted 

vertically with respect to one another, and dashed lines indicate respective baselines. T-jumps were 

initialized from a population distribution determined at 𝑇𝑖 = 𝑇𝑚,𝑀𝐷–15°C, projected into the  
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Figure 6.6 Direct observation of segment-nucleation barrier from T-jump IR spectroscopy, 

continued 

microstates of an MSM constructed at 𝑇𝑓 ≈ 𝑇𝑚,𝑀𝐷, and allowed to relax to the ensemble determined 

at 𝑇𝑓. The presence of a base pair is based on a 𝑟𝑏𝑝,𝑒𝑞 + 0.3 nm radial cutoff between a nucleobase 

and its complement, where 𝑟𝑏𝑝,𝑒𝑞 is the equilibrium base-pair separation for G:C (0.55 nm) and 

A:T (0.6 nm) base pairs. The relaxation kinetics are insensitive to small changes in the radial cutoff 

value. The MSM relaxation profiles contain two to three kinetic components spanning from 1 ns 

to 100 µs, and CGCcap-AP6 is the only sequence that exhibits a significant amplitude of the half-

dehybridization component that appears from 10 ns to 1 µs. 

T-jump IR measurements of WT sequences in Fig. 6.6b show two distinct kinetic 

components on ~100 ns (𝜏1) and ~100 µs (𝜏3) timescales, followed by thermal relaxation of the 

sample back to 𝑇𝑖 at ~1 ms. The transient IR spectra are well described by global lifetime fitting 

with exponentially damped spectral components, and similar results are obtained from inverse-

Laplace-transform rate distribution spectra.28 These processes have previously been characterized 

in similar sequences and they are illustrated in Fig. 6.8 through changes to the hybridization 

free-energy profile induced by the T-jump.18-19, 37-38 The T-jump destabilizes the duplex state, 

resulting in barrierless terminal base pair fraying (𝜏1). The signal change observed during 𝜏1 

increases in order from CCends-WT to CGCcap-WT to GCGcore-WT due to an increased 

propensity for fraying in A:T base pairs relative to G:C.28 This fast step is followed by complete 

dissociation into single strands by an activated barrier crossing (𝜏3). The temperature-dependence 

of dehybridization rates obtained from 𝜏3
−1 follows Arrhenius behavior with a large enthalpic 

barrier (Δ𝐻𝑑
‡
 > 100 kJ/mol)28 that is consistent with full strand dissociation.31, 39  



Chapter 6. Disruption of base pairing cooperativity in DNA duplexes by an abasic site 

 

264 
 

 

 The T-jump IR responses of CGCcap-AP6, CCends-AP6, and GCGcore-AP6 reveal an 

additional kinetic component that occurs on a ~1 µs timescale (𝜏2) and corresponds to 

dehybridization of the full stretch of base pairs on one side of the AP site (half-dehybridization). 

Using the contribution of G (1550 cm-1) and A (1605 cm-1) to the spectral response during 𝜏2 

relative to the full time window, we determine the fraction of A:T and G:C base-pair loss character 

Figure 6.7 Determination of relative A:T and G:C spectral content in τ2 response from 

t-2D IR. (a) t-2D IR spectra taken as the difference between (left) 10 μs and 180 ns and (right) 

320 μs and 180 ns for CCends-AP6 and GCGcore-AP6 sequences. Spectral change amplitude is 

plotted as the percent change relative to the 𝑇𝑖 spectrum. 320 μs – 180 ns spectra are plotted with 

14 contours using uniform ΔS = 1.4 % spacing for CCends-AP6 and GCGcore-AP6. 10 μs – 180 

ns spectra are plotted with 14 contours using uniform 0.4 and 0.7 % spacing for CCends-AP6 and 

GCGcore-AP6, respectively. (b) Ratio of integrated spectral change between 10 μs – 180 ns and 

320 μs – 180 ns t-2D IR spectra in the spectral regions denoted by boxes in (a). Integrations were 

performed over the marked regions on the absolute value t-2D IR spectra to avoid cancellation 

between positive and negative amplitudes. (c) Percentage of G:C (dark) and A:T (light) base pair 

loss character observed in 𝜏2 T-jump responses for CCends-AP6 and GCGcore-AP6 determined 

from t-2D IR measurements.  
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during τ2 (Fig. 6.6c, 6.7 and Appendix 6.D). The observed A:T character of 60% for CCends-AP6 

and 85% for GCGcore-AP6 match the expectation for dissociating either the 5′- or 3′-half of the 

duplex based on the fractional A:T content of these palindromic sequences. On the other hand, the 

91% A:T character for CGCcap-AP6 indicates a clear preference for dissociating the pure A:T 

segment. We find that 𝜏2
−1 increases exponentially with temperature (Fig. 6.6d) and can also be 

described by a Kramers-like equation (eq. 6.1) as expected for an activated process. 

 
371/ expbk T H T S

h T RT






   
  

 

‡ ‡

                                      (6.1) 

Here Δ𝐻‡ and Δ𝑆‡ are the enthalpic and entropic barriers, respectively, η is the temperature-

dependent viscosity of D2O.40 Together, the relative A:T/G:C character and activated nature of the 

𝜏2 response directly reveal the presence of a free-energy barrier in AP6 sequences for half-

dehybridization (Δ𝐺𝑑,2
‡

), which in the reverse direction corresponds to the barrier for nucleating 

the remaining base pairs across the AP site (Δ𝐺ℎ,2
‡

). Figure 6.8b illustrates how the AP site 

introduces the metastable half-hybridized state (𝑛𝑏𝑝 = 5) into the free-energy profile, and the 

resulting kinetics following the T-jump.  

6.3.2 Simulation of T-jump relaxation with Markov state models 

To provide a molecular-level interpretation of the T-jump IR responses, we constructed 

Markov state models (MSMs) from 250 µs of unbiased 3SPN.2 simulations near 𝑇𝑚,𝑀𝐷  to furnish 

kinetic models of the T-jump relaxation behavior.28  Using base-pairing assignments for the 200 

microstates, we computed the fractional change in the number of intact A:T and G:C base pairs 
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(𝛥𝑛𝑏𝑝) as a function of relaxation time at 𝑇𝑚,𝑀𝐷 after initiating the MSM kinetics with a state 

occupancy obtained at 𝑇𝑚,𝑀𝐷 – 15°C (Fig. 6.6e). The 3SPN.2 coarse-grained model is known to 

accelerate computational timescales by ~1 order of magnitude relative to experiment,18 but 

maintains a clear temporal separation between terminal fraying (~20 ns), half-dehybridization 

(~500 ns), and complete dehybridization (~10 µs). Consistent with the FEPs in Fig. 6.3a, we 

observe significant amplitude of τ2 response for CGCcap-AP6, the only sequence for which Δ𝐹𝑑,2
‡

< 

Δ𝐹𝑑,1 
‡

at the final temperature used for the simulation. In contrast, Δ𝐹𝑑,2
‡

> Δ𝐹𝑑,1 
‡

 for GCGcore-AP6 

and CCends-AP6 sequences, leading to overlap of half-dehybridization and complete dissociation 

timescales and negligible 𝜏2 response amplitude. Experimentally, half-dehybridization responses 

are observed for all three AP6 sequences, so although our computational model predicts a 

free-energy minimum at 𝑛𝑏𝑝 = 5 and accurately captures ΔΔ𝐹𝑑,37
𝑜 , we surmise that small errors in 

Figure 6.8 Free-energy profile reshaping by a T-jump for WT and AP6 sequences. (a) An 

increase in temperature promotes broadening of the duplex free-energy minimum (D) by terminal 

base pair fraying that occurs on a ~100 ns timescale (𝜏1, orange arrows). This is followed by 

cooperative dissociation of the duplex to single-strands (S1 + S2) on a ~100 µs timescale (𝜏3, purple 

arrows). (b) In AP6 sequences, cooperative dissociation is split into multiple steps. Following 

minor terminal fraying (𝜏1), base pairs on one side of the AP site dehybridize on a ~1 µs timescale 

(𝜏2, green arrows) prior to full dissociation of the duplex (𝜏3).  
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the ratio of Δ𝐹𝑑,1
‡

 to Δ𝐹𝑑,2
‡

 – potentially due to inaccurate modeling of the local interactions around 

the AP site for which the 3SPN.2 model was not directly parameterized – may lead to substantial 

changes in the kinetic predictions of the computational model. Nevertheless, the internal 

consistency of the model in resolving significant 𝜏2 response as a result of Δ𝐹𝑑,2
‡

< Δ𝐹𝑑,1 
‡

provides 

a mechanistic understanding of the origin of this observed kinetic behavior.   

6.4 Impact of AP site in longer oligonucleotides 

 The global impact of the AP site across these 11-mer oligonucleotides raises the question 

of how an AP site may disrupt cooperativity in longer oligonucleotides. We compared duplexes of 

A:T-rich sequences similar to GCGcore containing 11, 15, 19, and 27 possible base pairs (N) with 

and without a central AP site using the same destabilization metrics as above (Figs. 6.9 and 6.10). 

The observed duplex destabilization, measured with the difference in 𝑇𝑚 between AP and WT 

sequences (Δ𝑇𝑚), is greatest for the shortest sequences and drops with increasing N, but still 

remains substantial for N = 27.  In comparison, the NN model yields values of Δ𝑇𝑚 that are roughly 

half, but qualitatively follows the same trend with N. The NN model applies only a constant 

free-energy penalty independent of N to account for the AP site. We find that this quantity can be 

corrected to nearly reproduce the experimental data by fitting the NN Δ𝑇𝑚 trend to that from FTIR 

using an entropic factor of 34.5 J/molK. This correction corresponds to a free-energy penalty of -

10.7 kJ/mol at 37 °C that approximately matches the difference between NN and experimental 

Δ∆𝐺𝑑,37
° values for sequences with the GCG motif. This observation suggests that the AP-site 

defect introduces a single thermodynamic penalty that is “diluted out” with increasing N. In 

contrast to the trends in Δ𝑇𝑚, the experimental ΔΔ𝐺𝑑,37 
° decreases with N (Fig. 6.9d) by an amount 
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dependent on temperature (Fig. 6.10d). This could be a non-additive contribution to the AP site 

destabilization, which may reflect that the fraction of ∆𝐺𝑑,37
°  lost by incorporating an AP site 

(∆∆𝐺𝑑,37
° /∆𝐺𝑑,37

° (𝑊𝑇)) is much higher for short sequences than long ones.  

 

Figure 6.9 Influence of oligonucleotide length on duplex destabilization induced by an AP 

site. (a) GCGcore-like sequences of variable length in terms of number of possible base pairs (N), 

identifying the central AP site in the top strand (shaded). Sequences contain a GCG motif with a 

variable number of A:T base pairs on each side leading to N = 11, 15, 19, and 27. (b) FTIR melting 

curves for GCGcore-like sequences where solid and dashes lines correspond to WT and AP 

sequences, respectively. All sequences were measured with a 1:1 strand ratio, total strand 

concentration of 2 mM, and in pH 7 400 mM SPB. (c) 𝛥𝑇𝑚 = 𝑇𝑚(𝐴𝑃) − 𝑇𝑚(𝑊𝑇) and (d) 

−ΔΔ𝐺𝑑,37
°  between AP and WT sequences. Values from FTIR melting curves are compared with 

those from NN calculations. Dashed lines indicate fits to a power law ∆𝑇𝑚(𝑁) = 𝐴𝑁−𝜈, and ν is 

listed where error corresponds to 95% confidence interval from fit. The NN 𝛥𝑇𝑚 trend was 

corrected to the experimental data (NNcorr) by fitting with an entropic factor. (e) FEPs for WT 

(solid lines) and AP (dashed lines) N = 11, 15, and 19 sequences extracted from 3SPN.2 MD 

WTMetaD simulations at the indicated temperatures that are approximately 20 °C below 𝑇𝑚,𝑀𝐷 of 

each WT sequence. FEPs are plotted as a function of the fraction of intact base pairs (𝑛𝑏𝑝/𝑁) 

within a base pair separation cutoff of 0.7 nm. 
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The sizeable influence of a single lesion on the stability of a 27-mer duplex led us to 

investigate the predictions of the NN model for much larger oligonucleotides (Fig. 6.10e-f). These 

calculations predict that Δ𝑇𝑚 does not drop to an offset, but appears to follow power law behavior, 

Δ𝑇𝑚~𝑁−𝜈, with 𝜈 ~ 1.1 in A:T-rich sequences. The same power law behavior with 𝜈 ~ 1.4 fits the 

experimental Δ𝑇𝑚 trend (Fig. 6.9c), and similar behavior is calculated for ∆∆𝐺𝑑,37
° /∆𝐺𝑑,37

° (𝑊𝑇).  

Of course, this NN calculation does not account for the fact that long stretches of A:T base pairs 

(>20 bp) may form bubbles,41 or that an AP site could significantly impact bubble behavior as 

observed for base-pair mismatches.42 The Δ𝑇𝑚 trend is expected to be sensitive to sequence and 

A:T/G:C content. For example, NN calculations predict Δ𝑇𝑚 to approach zero more sharply with 

an exponent of 𝜈 ~ 3.5 when extending a CCends template with GC steps due to the greater Δ𝐺𝑑,37
°  

associated with GC steps.  

For comparison, 3SPN.2 simulations employing WTMetaD were performed for the 

GCGcore-like sequences of length N = 11, 15, and 19. We find that one central AP site has a 

negligible effect on the end-to-end distance of duplex DNA, regardless of N, but does have a small 

lengthening effect on single strands that becomes negligible as N increases.28 The computed FEPs 

as a function of the fraction of intact base pairs have a similar free-energy barrier Δ𝐹ℎ,2
‡

 at 𝑛𝑏𝑝/𝑁 =

0.5 with a barrier height of ~4 kJ/mol for all lengths (Fig. 6.9e), indicating that the disruption of 

hybridization cooperativity and second nucleation penalty arising from Δ𝐹ℎ,2
‡

 persists even in the 

long duplex limit.  
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While measurable in the N = 11 AP sequence, the half-dehybridization T-jump response 

decreases in magnitude in the N = 15 AP sequence and is undetectable for N = 19,28 indicating that 

Δ𝐺𝑑,2
‡  increases and ultimately exceeds Δ𝐺𝑑,1

‡
 for large N. Similar to Δ∆𝐺𝑑,37

° , a decrease with N is 

observed in ΔΔ𝐻𝑑
°  (Fig. 6.10a) as well as ΔΔ𝐺𝑑,37

ǂ  from T-jump measurements (Fig. 6.9d). As 

indicated by the FEPs in Fig. 6.9e, these observations indicate that the role of half-hybridized states 

Figure 6.10 Oligonucleotide length effects on hybridization thermodynamics. (a) ΔΔ𝐻𝑑
°  (b) 

∆𝐺𝑑,37
°  and (c) 𝑇𝑚 from FTIR melting curves and NN model predictions for length-dependent 

GCGcore-like oligonucleotides shown in Fig. 6.9a. FTIR error bars correspond to 95% confidence 

intervals from two-state fits. (d) Δ∆𝐺𝑑,37
°  from FTIR melting curves at various temperatures. (e) 

NN model predictions of Δ𝑇𝑚 for GCGcore and CCends template sequences extended from N = 

11 to 5,000 shown on (left) log-linear and (right) log-log scales. The GCGcore and CCends 

sequences were symmetrically extended with AT and GC dinucleotide repeats, respectively. The 

NN predictions approximately follow power-law behavior as illustrated by fits to ∆𝑇𝑚(𝑁) =

𝐴𝑁−𝜈 (dashed black lines), and ν is listed for each sequence with an error that corresponds to the 

95% confidence intervals of the fit. The log-log plots indicate minor deviations from power-law 

behavior for ∆𝑇𝑚>0.1˚C. (f) NN model predictions of Δ∆𝐺𝑑,37
° /∆𝐺𝑑,37

° (𝑊𝑇) on (left) log-linear 

and (right) log-log scales.  

 



Chapter 6. Disruption of base pairing cooperativity in DNA duplexes by an abasic site 

 

271 
 

in duplex stability decreases as N increases, yet remains important even for oligonucleotides far 

longer than those investigated here.  

6.5 Disruption of cooperativity in hybridization dynamics  

Both T-jump measurements and computed FEPs reveal the presence of free-energy barriers 

for hybridizing each half of AP6 sequences, but they do not directly describe if or how an AP site 

affects the dynamics of recognition and binding during hybridization. Even among studies of 

unmodified DNA many of the early events during hybridization are poorly understood, and it is 

clear that oligonucleotides may hybridize via multiple mechanisms.16-18, 43 We examined the 

dynamics of base pairing from thousands of hybridization events generated by 3SPN.2 MD 

simulations at 20 °C for each 11-mer sequence.  

To efficiently sample hybridization events to characterize nucleation behavior, 1000-2500 

simulations of each sequence were initiated from a dissociated configuration, generated by shifting 

equilibrium duplexes by 2 nm in the x, y, and z directions, and were declared complete when 

reaching a defined duplex state cutoff of 𝑟𝑏𝑝 = 0.6 nm, which corresponds to a fully hybridized 

duplex. An umbrella potential with a force constant k=100 kJ/nm2mol was applied for 𝑟𝑏𝑝 > 3 nm 

prevent diffusive separation of the oligonucleotide strands. We verified that this cutoff was 

sufficiently large that it did not influence the binding and association events by confirming 

negligible differences in the hybridization mechanism when comparing trajectories harvested 

under restraining potentials with (𝑟𝑏𝑝 > 3 nm, k = 100 kJ/nm2mol) and (𝑟𝑏𝑝 > 4 nm, k = 10 kJ/ 

nm2mol). Trajectories were trimmed to analyze the time window between when at least one in-
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register base pair separation distance falls below 2.5 nm to when all base pair separation distances 

fall below 0.7 nm.  

 

Figure 6.11 Splitting of hybridization dynamics into two nucleation events by an AP site. (a) 

Example hybridization trajectory at 20 °C of GCGcore-WT plotting the separation of each in-

register base-pair contact (color coded). The horizontal solid line indicates the base-pair separation 

cutoff of 0.7 nm, and vertical dashed lines indicate the time points of nucleation (𝑡𝑁1 and 𝑡𝑁2) in 

the example trajectories. N1-nucleation is defined as the first permanent formation of any base pair 

during the hybridization event and N2-nucleation is the first permanent formation of a base pair 

on the other half of the duplex. N1- and N2-patches correspond to all base pairs with a separation 

below 0.7 nm at 𝑡𝑁1 and 𝑡𝑁2, respectively. Dashed boxes denote the base pairs within the N1- and 

N2-patches for the example trajectories. (b) Example hybridization trajectory of GCGcore-AP6 at 

20 °C. The bottom panel magnifies the portion of the trajectory near 𝑡𝑁2 for GCGcore-AP6. The 

hybridization event is declared complete when the average base pair separation reaches 0.6 nm. 

The GCGcore-WT trajectory exhibits a single nucleation event where 𝑡𝑁2 is defined just for 

comparison with GCGcore-AP6, which undergoes a distinct nucleation event for each half of the 

duplex. (c) Probability distribution of time difference between N2- and N1-nucleation (𝑡𝑁2 − 𝑡𝑁1).  
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Figure 6.11 Splitting of hybridization dynamics into two nucleation events by an AP site, 

continued 

Grey distributions correspond to AP6 sequences scaled up by a factor of 2.5-3 for clarity. 

Distribution tails are fit to an exponential decay for WT (solid) and AP6 (dashed) sequences. AP6 

sequences exhibit wider 𝑡𝑁2 − 𝑡𝑁1 distributions than WT sequences due to the added free-energy 

barrier for N2-nucleation. (d) Probability that a given base pair site is part of the N1-patch (colored 

bars) or the N1-nucleation site (gray bars) determined from >1000 hybridization trajectories for 

each sequence. The AP site reshapes the N1-patch in a sequence-dependent fashion. (e) Probability 

that a base-pair site is part of the N2-patch (colored bars) or the N2-nucleation site (gray bars). 

Base-pair index refers to the distance in sequence from the terminal base pair on the duplex half 

where nucleation occurs (Fig. 6.12b). Regardless of sequence, the most probable site for N2-

nucleation is the base pair adjacent to the AP site.  

Trajectories of example hybridization events for GCGcore-WT and -AP6 sequences are 

shown in Fig. 6.11a,b, plotting the separation between all in-register base pairs as a function of 

time. Trajectories are trimmed to the time interval between the first base-pair separation distance 

falling below 2.5 nm and when all distances fall below 0.7 nm.  From each trajectory, we isolate 

the time point for first permanent base pair formation, the N1-nucleation point 𝑡𝑁1, and define a 

nucleation patch (N1-patch) as any intact base pairs present at that point, whether they are transient 

or permanent.  

As illustrated in Fig. 6.11a,b, WT sequences exhibit a single nucleation event—here 

through a N1-patch of three adjacent bases—followed by concerted formation of the remaining 

base pairs on either side of the patch within a few nanoseconds in a classic nucleation and zipping 

process.31, 39 In contrast, AP6 sequences tend to hybridize one half of the duplex and remain in the 

half-hybridized state with frayed termini for many nanoseconds before nucleating the second half 

(N2-nucleation) at 𝑡𝑁2. This is illustrated through the changes in the distribution of 𝑡𝑁1 − 𝑡𝑁2 time-

intervals between WT and AP6 sequences in Fig. 6.11c where 𝑡𝑁2 is defined for WT sequences as 
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the time point for nucleating a base pair on the half opposite from where 𝑡𝑁1 occurs. These 

dynamics are consistent with the presence of two barriers to hybridization, Δ𝐹ℎ
‡
 and Δ𝐹ℎ,2

‡
, and 

suggest that 𝑛𝑏𝑝 is a good coordinate to describe hybridization. Further details of nucleation for 

unmodified sequences are explored in Appendix 6.E. 

We can relate the hybridization dynamics back to the 2D FES in Fig. 6.3b by projecting 

hybridization trajectories onto 𝑟𝑏𝑝,3′ vs. 𝑟𝑏𝑝,5′ coordinates as shown in Fig. 6.12. Trajectories start 

from the dissociated state in the top-right corner and are fully hybridized when reaching the 

bottom-left corner. Trajectories for WT sequences cross through both the edges and center of the 

Figure 6.12 Hybridization trajectories along 2D FES. Examples hybridization events from 

unbiased 3SPN.2 MD simulations projected onto 𝑟𝑏𝑝,3′ vs. 𝑟𝑏𝑝,5′ coordinates (defined in Fig. 

6.3b). FESs from Fig. 6.3b are shown as the gray scale background. Four hybridization events 

(different symbols for each) are shown for each sequence progressing from blue to red. Color is 

normalized to the length of the trajectory. Inclusion of the AP site biases hybridization dynamics 

through half-hybridized configurations in the top-left and bottom-right corners of the FESs.  

a 
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configurational space. In contrast, the AP site biases trajectories to proceed along the edges of the 

space through half-hybridized configurations, consistent with the nucleation dynamics in Fig. 6.11. 

The continuous motion along the 𝑟𝑏𝑝,3′ vs. 𝑟𝑏𝑝,5′ space suggest that these coordinates describe the 

dynamics, as well as thermodynamic, properties of hybridization for these sequences.  

N1- and N2-nucleation events have qualitatively different properties that strongly depend 

on nucleobase sequence. Quantifying the N1-nucleation position and N1-patch size shows that 

initial nucleation most likely occurs near G:C base pairs with a N1-patch spread over 1-5 contacts 

(Fig. 6.11d). A central AP site localizes the N1-patch into one half of the duplex (Fig. 6.13), which 

is most disruptive to GCGcore and reshapes the nucleation free-energy barrier shown in Fig. 6.3a. 

The N1-patch of CCends and CGCcap are less perturbed by a central AP site, and their 

corresponding WT and AP6 FEPs have nearly identical profiles from 𝑛𝑏𝑝 = 0-5.  

N2-nucleation typically occurs with all base pairs in the first half intact, which constrains 

the dissociated segment structure relative to single-stranded DNA44-45 and reduces the barrier to 

N2-nucleation. As a result, N2-nucleation is most probable adjacent to the AP site but with 

characteristics that depend on the identity of the base pair adjacent to the AP site as well as the 

sequence of the entire segment (Fig. 6.11e). GCGcore-AP6 demonstrates that an adjacent G:C base 

pair promotes N2-nucleation next to the AP site relative to sequences with an adjacent A:T base 

pair and does not require as many base pairs in the N2-patch (Fig. 6.13c). Although each have an 

adjacent A:T base pair, the terminal G:C base pairs of CCends-AP6 promote a higher probability 

of N2-nucleation away from the AP site than in CGCcap-AP6 and exemplify that N2-nucleation 
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dynamics depend on the sequence of the entire segment, not just the nucleobases adjacent to the 

AP site.  

 

6.6 Conclusions 

Our study combines T-jump IR spectroscopy and coarse-grained MD simulations to reveal 

a hierarchy of consequences arising from a single AP site in duplex DNA, spanning 

thermodynamic destabilization, hybridization pathways, and melting kinetics. An AP site reduces 

the global cooperativity by effectively splitting the base-pairing energetics and dynamics of the 

Figure 6.13 Nucleation-site and -patch properties. (a) Probability distribution for N1-patch size 

(Ns,1), which corresponds to the number of intact base-pairs at tN1, determined with a base-pair 

separation cutoff of 0.7 nm. The average value of Ns,1, ⟨Ns,1⟩, is listed for each sequence and tends 

to increase in the presence of the AP site depending on the sequence. (b) Probability that a base 

pair is involved in the N1-patch determined from 1000-25000 hybridization trajectories for each 

sequence. Base-pair index refers to the distance (in number of base-pairs) from the terminal base-

pair on the duplex half where N1-nucleation occurs (illustrated on the left). The sum over base-

pair index 7-11 is shown for each sequence. (c) Probability distribution for N2-patch size (Ns,2) in 

AP6 sequences, which corresponds to the number of intact base-pairs at tN2 on the duplex half 

unbound at 𝑡𝑁1 (base-pair index 7-11) The average value of Ns,2, ⟨Ns,2⟩, is listed for each sequence 

and is smaller for GCGcore-AP6 than CGCcap-AP6 and CCends-AP6. 
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duplex into two segments. The level of impact is sequence-dependent where both the loss of 

base-pairing interactions and height of the barrier for hybridizing across the AP site depend on the 

identity of surrounding base pairs.  This disruption of base pairing energetics and dynamics may 

be important for the recognition of AP sites by AP endonuclease5, 46-47 and subsequent repair that 

plays a critical role in maintaining genome integrity.48 Additionally, damage-induced AP sites may 

form in clusters49-50 that will likely amplify the magnitude of the disruption observed from a single 

AP site in this work.  

The hallmark of DNA duplex stability is the nonlinearity of cooperative interactions that 

depend on the concerted formation of multiple continuous contacts, but we see that even one 

perturbation in this cooperativity can unravel duplex stability and base-pairing dynamics. We have 

focused on an AP site, but there are non-canonical base pairs and epigenetic and damage-induced 

nucleobase modifications that impose an energetic penalty similar to that of an AP site 

(−∆Δ𝐺𝑑,37
°  = 5-20 kJ/mol) and likely disrupt base-pairing cooperativity within the duplex.3, 51-55 

Base-pairing stability and dynamics themselves tune the interactions between DNA and other 

molecules yet also give rise to mechanical dynamics and distortions that facilitate protein 

recognition.56-57 

   The contribution of cooperativity to stability is recognized not only among nucleic acids 

but for any binding partners that rely on a continuous stretch of interactions between subunits such 

as for protein-protein association and self-assembly of material and biological subunits. Even 

though the nature of these interactions are completely different, a disruption through mutation or 

defect may reshape stability and dynamics, for better or for worse.  
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Appendix 6.A Two-state thermodynamic model of hybridization 

Most of the oligonucleotide systems studied in this thesis exhibit a single sigmoidal melting 

transition. These measurements can be most simply described using a two-state thermodynamic 

model for duplex (D) dissociation to single strands (S) for non-self-complementary or self-

complementary oligonucleotides. This is a standard treatment of optical melting curves,58-59 but 

we provide details here to clarify the analysis used throughout this thesis.  

1 2D S S     (Non-self-complementary)            (6.A1a) 

2D S       (Self-complementary)                    (6.A1b) 

In the two-state description, the D state represents an average over the ensemble of all base-pairing 

configurations (frayed, shifted, etc.). The equilibrium constant for dissociation (𝐾𝑑) is related to 

the fraction of intact duplexes (𝜃𝐷). 
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𝑐𝑡𝑜𝑡 is the total oligonucleotide concentration.  

     1 22totc D S S        (Non-self-complementary)   (6.A4a) 

   2totc D S              (Self-complementary)       (6.A4b) 

Eq. 6.A2a assumes a 1:1 molar ratio between complementary single strands ([S1] = [S2]), and all 

FTIR temperature series in this thesis were performed under this condition. Eqs. 6.A2 can be 

arranged to express 𝜃𝐷 in terms of 𝐾𝑑. 
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The temperature dependence of 𝜃𝐷 and 𝐾𝑑 are determined by the enthalpy (∆𝐻𝑑
° ) and entropy 

(∆𝑆𝑑
° ) difference between the D and S states.  
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                                           (6.A6) 

In reality, both ∆𝐻𝑑
°  and ∆𝑆𝑑

°  are temperature-dependent due to a change in heat capacity (∆𝐶𝑝) 

between the D and S states, which is thought to arise from temperature-dependent stacking 

interactions in each of the single-strands and a change in solvent accessible surface area upon 
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dehybridization.60-63 For dissociation of short oligonucleotides, ∆𝐶𝑝 follows a length-scaling of 

150-250 J/molK per base-pair64-65 and depends on the sequence and counterion concentration and 

can also be temperature-dependent.60-61 Assuming ∆𝐶𝑝 is constant over the temperature range of 

interest, we can express ∆𝐻𝑑
°  and ∆𝑆𝑑

°  as a function of temperature.  

     d d m p mH T H T C T T                                              (6.A7) 

    lnd d m p

m

T
S T S T C

T

   
     

 
                                         (6.A8) 

∆𝐻𝑑
°  and ∆𝑆𝑑

°  are expressed relative to their values at the melting temperature (𝑇𝑚), which are the 

van’t Hoff enthalpy and entropy. 𝑇𝑚, which here is defined as the temperature where 𝜃𝐷 = 0.5, can 

be re-cast in terms of ∆𝐻𝑑
°  and ∆𝑆𝑑

° . 
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∆𝐻𝑑
°  and 𝑇𝑚 also determine the slope of the melting transition at 𝑇𝑚: 
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 To fit the FTIR melting data, ∆𝐻𝑑
°  and 𝑇𝑚 were used as free parameters and ∆𝐶𝑝 was set to 

0 initially. The 2nd SVD components from FTIR data were then fit to 𝜃𝐷 with baselines described 

by additional slope (𝑚𝐷, 𝑚𝑠) and intercept (𝑏𝐷, 𝑏𝑠) terms. 

 (2)
Fit D D S SV L L L                                            (6.A11) 

D D DL m T b                                                (6.A12a) 

S S SL m T b                                                (6.A12b) 

Figure 6.A1 Two-state fitting to determine duplex melting curves. 2nd SVD components from 

FTIR temperature series fit (solid lines) to 2-state thermodynamic model (eq. 6.A11) (a) with ∆𝐶𝑝 

= 0 and (b) with ∆𝐶𝑝 fixed at the value determined from ITC. Dashed lines indicate high (LD) and 

low (LS) baselines from the fits.  

 



Chapter 6. Disruption of base pairing cooperativity in DNA duplexes by an abasic site 

 

288 
 

Fig. 6.A1a shows fits of the FTIR 2nd SVD components to eq. 6.A10 with ∆𝐶𝑝 = 0. We can also 

fit the melting data using ∆𝐶𝑝 determined from ITC (Fig. 6.B1), which is shown in Fig. 6.A1b. 

Compared to profiles of 𝜃𝐷 determined from fits with ∆𝐶𝑝 = 0 (Fig. 6.A1a), those including ∆𝐶𝑝 

exhibit reduced hybridization at lower temperature due to higher 𝐾𝑑 values.  Overall, 𝐾𝑑 values 

determined from ITC agree better with the melting curve fits that include ∆𝐶𝑝, which is expected 

since the ∆𝐶𝑝 values were determined ITC. The largest discrepencies are observed for the lowest 

𝐾𝑑 measurements (ITC 𝐾𝑑 < 10-7), but these ITC determined values are expected to have the 

Figure 6.A2 Impact of temperature-dependent 𝚫𝑯𝒅
°  and 𝚫𝑺𝒅

°  on melting curves. 𝜃𝐷 

determined from fitting FTIR 2nd SVD components to a two-state model (eq. 6.A11) (a) with ∆𝐶𝑝 

= 0 and (b) ∆𝐶𝑝 fixed at the value determined from ITC. (c) Temperature-dependent equilibrium 

constant for duplex dissociation (𝐾𝑑) determined from two-state fits to FTIR 2nd SVD components 

with ∆𝐶𝑝 = 0 (solid lines) and with ∆𝐶𝑝 set to value from ITC (transparent lines). 𝐾𝑑 values 

determined at select temperatures with ITC are shown as circles. Error bars indicate 95% 

confidence interval from fitting ITC thermograms to a single-site binding model. 
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highest error due to having very sharp thermogram transitions. ∆∆𝐺𝑑,37
°  values are nearly the same 

with or without inclusion of ∆𝐶𝑝 in the thermodynamic fitting (Fig. 6.A2)  but this comparison 

does not account for minor differences in ∆𝐶𝑝 between WT and AP6 sequences.  

Appendix 6.B Isothermal titration calorimetry for duplex 

hybridization 

Isothermal titration calorimetry (ITC) experiments are used throughout this thesis as a 

complementary measurement of duplex hybridization thermodynamics. Unlike optical melting 

curves, ITC (as well as differential scanning calorimetry) directly measures ∆𝐻𝑑
° . Therefore, ITC 

may be used to verify interpretation of FTIR and other spectroscopic melting curves.  

All measurements in this thesis were performed using a MicroCal iTC200 (Malvern 

Panalytical) housed in the BioPhysics core facility at the University of Chicago.  Following each 

injection, the power required to re-equilibrate the sample and reference cells was monitored as a 

function of time. Each measurement started with an initial 0.4 μL injection followed by 19 2 μL 

aliquot injections of the titrant oligonucleotide solution into the cell. The duration of the 2 μL 

injections were varied from 4 – 210 seconds depending on the sample in order to avoid signal 

saturation. The power profile of each injection was integrated over time to obtain the change in 

heat from the injection (ΔQ). The heat of dilution was measured for the titrant at each experimental 

temperature and subtracted from ΔQ after integration. Curves of ΔQ vs molar ratio of titrant and 

cell oligonucleotide were fit to a single site binding model66 with free parameters for binding 

enthalpy (∆𝐻𝑑
° ), binding constant (𝐾𝑎), and reaction stoichiometry (n).  
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Qi is the total heat exchanged after injection i of titrant. Mc,i and Tc,i are the concentration of cell 

oligonucleotide and titrant oligonucleotide, respectively, in the cell after injection i. Vo is the initial 

volume of sample in the cell, which was 200 μL for all measurements, and Vinj is the volume of 

titrant used in each injection (2 μL).  

Figure 6.B1 Isothermal titration calorimetry of DNA hybridization. (a) Raw ITC 

thermograms for TTTg:A3 and GA2G sequences (Chapter 9) showing the measured power vs. 

time. A slower injection rate was used for GA2G to avoid signal saturation. (b) Enthalpy of 

dissociation (Δ𝐻𝑑
° ) determined with ITC as a function of temperature for CGCcap, CCends, and 

GCGcore WT sequences. Vertical error bars indicate 95% confidence intervals from nonlinear 

least squares fitting of ITC thermograms. Temperature-dependent Δ𝐻𝑑
°  data are fit to linear 

functions (solid lines) and the slope (ΔCp) is listed for each sequence. 
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Appendix 6.C Global lifetime analysis of t-HDVE data 

t-HDVE is analyzed using global lifetime analysis, which globally fits the time-domain 

traces at all probe wavelengths to a user-defined number of kinetic components.67 The number of 

components are decided upon inspection of the time-domain data as well as the number of apparent 

components in rate spectra.28 We applied global lifetime analysis to the t-HDVE data (ψt-HDVE) 

using three or four exponential components (Ncomp) based on an examination of the rate- and time-

domain data.  
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, exp
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                                          (6.C1) 

The first two or three components account for the T-jump response while the final component 

accounts for thermal relaxation and re-hybridization of the sample. Global fitting was performed 

by minimizing the objective function (R) in eq. 6.C2 using a nonlinear least-squares solver where 

I is an identity matrix, C is the matrix of time-dependent concentration profiles, and C+ denotes 

the pseudoinverse of C.68 
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                                                 (6.C2) 

Figure 6.C1 shows an example of the global lifetime fitting applied to CGCcap-AP6. CCends-

AP4, CCends-AP6, and GCGcore-AP6 where each dataset is fit to a sum of four exponential 

decays. The frequency-dependent amplitudes associated with each exponential component make 

up the decay-associated spectra (DAS) shown in Fig. 6.C1c. The final DAS corresponds to the 
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thermal relaxation response and has the opposite amplitude sign relative to the T-jump 

components.  

 Fig. 6.C2 shows the DAS for each sequence determined from three- or four-component 

global lifetime fitting. All sequences exhibit a first component with time constant from tens to 

Figure 6.C1 Example of global lifetime fitting applied to t-HDVE data. (a) t-HDVE spectra 

from 5 ns to 560 μs. (b) Representative time traces probed at 1554, 1605, 1625, and 1665 cm-1 

with fits (solid lines) from global fitting to a series of four exponentials. (c) Decay-associated 

spectra (DAS) from four-component global fitting. The final component of opposite sign 

amplitude corresponds to thermal relaxation and rehybridization of the duplex. 
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hundreds of nanoseconds. Previous studies of short oligonucleotide dissociation with T-jump IR 

demonstrated that the structural dynamics on this timescale can primarily be assigned to terminal 

base pair fraying.18-20, 37-38 The first component spectra in Fig. 6.C2 (DAS 1) are consistent with 

this assignment. A second component (DAS 2) with time constant from hundreds of ns to many 

μs is only needed for CGCcap-AP6, CCends-AP6, and GCGcore-AP6. The final T-jump 

Figure 6.C2 Decay-associated spectra determined from global lifetime analysis of t-HDVE 

data. DAS corresponding to thermal relaxation are not shown. DAS are shown for a T-jump with 

𝑇𝑓 near the respective 𝑇𝑚 of each sequence. (a) The first spectral component (DAS 1) has a time 

constant ranging from tens to hundreds of ns and is observed for all sequences. (b) An intermediate 

component (DAS 2) is only observed for CGCcap-AP6, CCends-AP6, and GCGcore-AP6 with a 

time constant ranging from hundreds of nanoseconds to many microseconds. (c) DAS 3 

corresponds to the duplex-to-single-strand transition observed for all sequences on a timescale 

ranging from a few to hundreds of microseconds. 
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component (DAS 3) occurs from a few to hundreds of μs depending on the temperature and 

sequence and corresponds to full strand dissociation and association.  

Appendix 6.D Determination of A:T and G:C character in τ2 process 

Figure 6.6c shows the fraction of A:T and G:C character in the 𝜏2 response observed for 

CGCcap-AP6, CCends-AP6, and GCGcore-AP6. For these calculations, we assume that the 

t-HDVE signals at 1550 and 1605 cm-1 report exclusively on changes of the guanine ring and A/T 

ring ESA bands, respectively. In reality, there are also small overlapping contributions from 

changes in the ESA band of the guanine carbonyl mode to the A/T region and the A/T ESA band 

to the G region. The 𝜏2 T-jump amplitudes are shown in Fig. 6.D1 for values of  𝑇𝑓 where a 

response was measurable. The percentage (P) of G:C and A:T dehybridization during the 

intermediate response is determined from the ratio of total dissociation amplitude (A2 + A3) and 𝜏2 

response amplitude (A2) at 1550 and 1605 cm-1.  

2, /
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2, / 3, /

G A

G A

G A G A
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P

A A



                                                     (6.D1) 

The values of P at 1550 and 1605 cm-1 are shown in Fig. 6.D1a. P generally decreases in going to 

higher temperatures due to a greater loss of duplex population (i.e. larger A3).  Then, the A:T and 

G:C character (C) are determined by the ratio of PA/G to the sum of PA and PG weighted by the 

number of A:T (NA) and G:C (N-NA) base pairs in the sequence. N is the total number of starting 

base pairs in the sequence, which is assumed to be 10 for sequences containing an AP site.  
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                                      (6.D2b) 

The values of CA:T are shown in Fig. 6.D1c and are nearly the same, within experimental error, 

across the temperature ranges measured. The mean value of CA:T and CG:C across measured 

temperature points are plotted in Fig. 6.6c.  

 We also determined CA:T and CG:C for CCends-AP6 and GCGcore-AP6 using t-2D IR 

spectroscopy in order to test the validity of the G:C and A:T spectral markers in the t-HDVE data. 

Spectra were acquired at T-jump delays of 180 ns, 10 μs, and 320 μs to reflect the fast solvation 

and terminal fraying dynamics, half-dehybridization response, and duplex-to-single-strand 

transition, respectively (Fig. 6.7). We used the difference between 10 μs and 180 ns spectra as the 

τ2 response and the difference between 320 μs and 180 ns surfaces for the total dissociation. The 

integrated signal change over certain regions of the absolute value difference spectra was used to 

determine G:C and A:T response. We used the G ring mode region (cyan) for the isolated G:C 

response and the A/T ring mode region (blue) for A:T. We also compare with the signal change of 

the T intrabase cross-peak (purple) between the carbonyl/ring vibration near 1660 cm-1 and ring 

vibration at 1630 cm-1 as well as the overlapping signal changes from G carbonyl and T 

carbonyl/ring vibrations (pink). The ratio between G:C (cyan) and A:T (blue) amplitudes 

determined on the 10 μs – 180 ns surface and 320 μs – 180 ns surface should be nearly equivalent 

to the PG/A values determined from t-HDVE data. Then, CA:T and CG:C can be determined from the 
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t-2D IR data using eqs. 6.D2a,b. The C values determined with t-2D IR and t-HDVE data are 

nearly identical (Figs. 6.C1c and 6.6), which indicates that the minor interference between A/T 

and G/C cross-peak and ESA amplitude changes is negligible at 1550 and 1605 cm-1 in the t-HDVE 

spectra.  

 In addition to calculating the relative A:T and G:C loss contributions to the intermediate 

T-jump response, the fraction of total base pair dissociation during the intermediate response (D2) 

can be estimated. We simply calculate D2 as the weighted mean of G:C and A:T intermediate 

dissociation percentages.  

  : :
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                                          (6.D3) 

In contrast to CG:C and CA:T, D2 strongly depends on temperature and typically decreases sharply 

towards higher temperatures. The temperature trends of D2 are shaped by the 

temperature-dependence of the duplex-to-single-strand response (A3), which is determined by the 

change in duplex and single-strand concentration during the T-jump.  
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Appendix 6.E Characterization of hybridization trajectories 

6.E.1 Nucleation properties from hybridization trajectories  

We analyze transition paths for hybridization by monitoring the trajectories for each 

individual base-pair separation. Trajectories are cut to the time interval between the first base-pair 

separation distance falling below 2.5 nm and when all distances fall below 0.7 nm. A few 

trajectories are shown for CGCcap in Fig. 6.E1, exemplifying the diversity of possible 

hybridization pathways. In one example, base pairs first form (defined by crossing below a 0.7 nm 

Figure 6.D1 Calculation of A:T/G:C character in 𝝉𝟐 response. (a) Amplitudes of second 

component (DAS 2) probed at 1550 and 1605 cm-1 from global lifetime fitting of t-HDVE data for 

CGCcap-AP6, CCends-AP6, and GCGcore-AP6 as a function of 𝑇𝑓. (b) Amplitudes in (a) divided 

by the sum of DAS 2 and DAS 3 amplitudes (eq. 6.D1). (c) A:T character of 𝜏2 response at each 

temperature from eq. 6.D2. (d) Fraction of total dehybridization response occurring during 𝜏2 

determined using eq. 6.D3.  
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threshold) in the G:C-rich cap while the remaining parts of the duplex are disordered. One of the 

G:C base pairs remains intact for the rest of the trajectory, and we refer to this permanent base-

pair formation as nucleation. The remaining base pairs form in order as expected for a nucleation-

zipper process.31 Other trajectories show a more complex encounter where base pairs initially form 

out-of-register or strands collide in configurations that lack in-register base pairs. These 

Figure 6.E1 Diversity of hybridization pathways from 3SPN.2 MD simulations. Different 

types of hybridization pathways using CGCcap as an example. Each color trajectory corresponds 

to a different base-pair separation distance (color code on the right) and the black line corresponds 

to the average over all base-pair separations (𝑟𝑏𝑝, eq. 5.1a). Trajectories are cut to the time interval 

between the first base pair separation falling below 2.5 nm and when all distances fall below 0.7 

nm. Trajectories are plotted with a 20 ps time step. The solid horizontal line and shaded area 

indicate the 0.7 nm threshold for base pairing. Snapshots at indicated time points are shown above 

each trajectory. The bottom row shows an enlarged view of separations 0.5 – 1.0 nm. Vertical 

dashed lines indicate the time point of the first permanent base-pair formation (nucleation). (Left) 

Nucleation of G:C-rich region followed by zippering of the remaining base pairs. (Center) Initial 

formation of non-native base pairs brings both strands into close contact followed by nucleation 

on the A:T end followed by zippering of the remaining base pairs. (Right) Multiple failed 

encounters prior to nucleation on the A:T end.  
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configurations bring contacts into close proximity such that nucleation can occur on the weaker 

A:T end of the duplex.  

 The study of duplex hybridization is largely rooted in the concepts of the nucleation-zipper 

model (introduced in Chapter 1) where formation of a small number of base pairs is the bottleneck 

for hybridization. The characteristics of nucleation certainly depend on the oligonucleotide 

sequence as evidenced by the variable free-energy barrier positions observed in Figs. 5.2 and 6.3 

and experimental reports of sequence-dependent association rates.21,22 However, properties of 

nucleation are rarely examined directly from hybridization trajectories. As shown in Fig. 6.11, we 

identify the nucleation position in each trajectory as the first permanent base pair to form (N-site) 

and define a nucleation patch (N-patch) as all base pairs that are intact at the time of nucleation 

(𝑡𝑁). Histograms over all trajectories reveal that each sequence contains a different distribution of 

N-patch sizes (𝑁𝑠, number of base pairs in the N-patch) and N-patch positions. The average 

N-patch size, 〈𝑁𝑠〉, increases from CGCcap (2.10) to GCGcore (2.64) to CCends (3.20) as shown 

in Fig. 6.13. This trend roughly matches the peak position of the free-energy barrier along 𝑛𝑏𝑝 

(Fig. 5.2), although we do not have FEPs at 295 K for direct comparison. It is important to note 

that 〈𝑁𝑠〉 is sensitive to the choice of base-pair separation cutoff, and we choose 0.7 nm because it 

is the shortest separation in a relatively flat region of sensitivity (Fig. 6.E2). The N-patch position 

distributions show that nucleation is most likely to occur near G:C base pairs regardless of their 

location. Terminal G:C base pairs often participate in the N-patch but are rarely the N-site due to 

their tendency to fray during the zippering process (see magnified trajectories in Fig. 6.E1). The 

greater free-energy benefit from forming G:C base pairs leads to smaller N-patches when 
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nucleating in G:C-rich regions. Nucleation is increasingly localized onto G:C-regions in order 

from CCends to GCGcore to CGCcap, contributing to a reduction in 〈𝑁𝑠〉 across these sequences.  

Figure 6.E3 Average base-pair separation during first contact and nucleation. (top) 

Probability distributions of 𝑟𝑏𝑝 at the time point of first base-pair formation (not permanent) from 

simulations at 295 K. Black solid line is a single Gaussian fit. (bottom) Probability distributions 

of 𝑟𝑏𝑝 at 𝑡𝑁. Distributions of CGCcap and CCends are fit to a sum of two Gaussians (gray solid 

line, low-𝑟𝑏𝑝 and high-𝑟𝑏𝑝) and that of GCGcore is fit to a single Gaussian. Peak center positions 

are listed for each fit.  

Figure 6.E2 Dependence of N-patch size on base-pair separation cutoff. (a) 〈𝑁𝑠〉 determined 

using base pair separation cutoffs ranging from 0.61 to 1 nm for each sequence at 295 K. A vertical 

dashed line at 0.7 nm indicates the cutoff used for analysis in this chapter. (b) 〈𝑁𝑠〉 at 295, 305, 

and 315 K over the same range of base pair separation cutoffs for each sequence.  
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 In addition to a distribution of possible base pairs, the N-patch may contain a spread of 

strand configurations. Figure 6.E3 shows the distribution of 𝑟𝑏𝑝 at the time of first base-pair 

formation (not necessarily permanent) and nucleation. The first-contact distributions have similar 

widths (FWHM ~1.5 nm) for each sequence and are shifted 0.2 – 0.4 nm higher in 𝑟𝑏𝑝 than the 

distributions at nucleation. In contrast, the nucleation distributions show great variability across 

sequences. Each sequence shows a broad Gaussian-like region centered at 𝑟𝑏𝑝 = 1.7 – 2.2 nm, but 

CGCcap and CCends contain an extra peak at 𝑟𝑏𝑝 < 1 nm. The center of the broad peak shifts lower 

from CGCcap to CCends to GCGcore due to different positions of nucleation. Nucleation at the 

G:C-rich end in CGCcap allows highly separated A:T ends that lead to large 𝑟𝑏𝑝. In contrast, 

CCends and particularly GCGcore tend to nucleate near the center of the oligonucleotides, 

producing lower 𝑟𝑏𝑝 values because each dissociated segment is short relative to the A:T segment 

in CGCcap. The low-𝑟𝑏𝑝 peak corresponds to the formation of highly aligned duplex 

configurations before nucleation, and the peak persists for distributions at the time points of second 

and third permanent base pair formation as well as when using different base-pair separation 

cutoffs (Figs. 6.E4 and 6.E5). These low-𝑟𝑏𝑝 configurations likely arise when strands form out-of-

register contacts (Fig. 6.E1 and Chapter 5.3) or undergo numerous failed base-pairing events 

before nucleation. We define the number of pre-nucleation encounters (𝑛𝑝𝑟𝑒) as the number of 

transitions between strands containing no contacts (all individual separations above 0.7 nm) and 

those with at least one contact prior to 𝑡𝑁 (Fig. 6.E6a). While the high-𝑟𝑏𝑝 peak is dominated by 

events with 𝑛𝑝𝑟𝑒 = 0 – 10, the low-𝑟𝑏𝑝 peak exhibits a broad distribution of 𝑛𝑝𝑟𝑒 spanning from 0 

to >70. Visualizations of trajectories with large 𝑛𝑝𝑟𝑒 often indicate out-of-register contacts or 
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highly aligned strand configurations as exemplified in Fig. 6.E1 for CGCcap. Simple DNA 

nearest-neighbor calculations (ignoring contributions from dangling ends and overhangs) indicate 

that the possible out-of-register configurations from CGCcap and CCends are 12 – 15 kJ/mol more 

stable than with GCGcore, potentially explaining the lack of low-𝑟𝑏𝑝 peak in GCGcore.  

 The data in Fig. 6.E6b indicates that the position of first contact and nucleation are linked 

to the 𝑟𝑏𝑝 nucleation distribution. For example, nucleation in the A:T region of CGCcap typically 

occurs at lower 𝑟𝑏𝑝 relative to nucleation in the G:C region (Figs. 6.E1 and 6.E6b). First contact at 

A:T base pairs 6 – 10 also tends toward nucleation with 𝑟𝑏𝑝 < 1.5 nm even if nucleation occurs at 

the G:C side, which may result from a tendency for initial A:T contacts to briefly form out-of-

register. Such position-dependent trends are less pronounced for CCends. First contact and 

nucleation near the center leads to slightly lower 𝑟𝑏𝑝 than at the ends, but nucleation with 𝑟𝑏𝑝 < 1.0 

Figure 6.E4 Average base-pair separation across permanent formation of multiple base 

pairs. Probability distributions of 𝑟𝑏𝑝 for CGCcap and CCends at the time point of (left) nucleation 

and permanent formation of (center) the second base pair and (right) the third base pair from 

simulations at 295 K. Distributions are fit to a sum of two Gaussians (gray solid line) and peak 

centers are listed for each fit.  
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nm appears to dominantly come from first contact and nucleation at the G:C ends. Lastly, there is 

essentially no dependence of nucleation 𝑟𝑏𝑝 on first contact or nucleation position for GCGcore 

within the error of our data.  

Figure 6.E5 Dependence of 𝒓𝒃𝒑 distributions at nucleation on separation cutoff for base 

pairing. 𝑟𝑏𝑝 distributions at 𝑡𝑁 calculated using base-pair separation cutoffs of 0.61, 0.70, 0.80, 

and 0.90 nm. The greatest change is observed between 0.61 and 0.70 nm.  
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Figure 6.E6 Connection between nucleation position and average base-pair separation. (a) 

2D probability distributions as a function of the number of pre-nucleation contacts (𝑛𝑝𝑟𝑒) and 𝑟𝑏𝑝.  

𝑛𝑝𝑟𝑒 corresponds to the number of times a duplex transitions from having all base pairs broken to 

at least one base pair intact prior to 𝑡𝑁. (b) Violin plots showing the distribution of 𝑟𝑏𝑝 at 𝑡𝑁 upon 

nucleation at each base-pair site. White circles correspond to median values and gray lines 

correspond to interquartile ranges. Only data points within the violin area are plotted. Violin plots 

were generated using the MATLAB function from https://github.com/bastibe/Violinplot-Matlab.74 

(c) Similar violin plots for distribution of 𝑟𝑏𝑝 at time of first base-pair formation. Numbers above 

each distribution indicate the percentage of events at that position.  

 

https://github.com/bastibe/Violinplot-Matlab


Chapter 6. Disruption of base pairing cooperativity in DNA duplexes by an abasic site 

 

305 
 

6.E.2 Temperature-dependent nucleation properties 

Thermodynamics and kinetics from 3SPN.2 simulations 

 The balance of enthalpic and entropic effects in DNA hybridization makes its 

thermodynamics and kinetics highly sensitive to temperature. Temperature may be tuned 

experimentally to infer aspects of the free-energy landscape as illustrated throughout this thesis. 

Here we examine the effect of temperature on mechanistic aspects of hybridization through 

3SPN.2 MD simulations. It is important to note that MD force fields, particularly coarse-grained 

force fields, are often poorly parameterized to describe temperature-dependent characteristics of 

the desired free-energy landscape.69-70 Therefore, it is first important to evaluate how accurately 

3SPN.2 predicts temperature-dependent thermodynamic and kinetic observables for hybridization. 

As illustrated in Fig 6.E7, a two-state analysis of FEPs generated from 3SPN.2 simulations 

at multiple temperatures produces duplex melting curves.18 The melting temperature of each 

sequence is 5 – 10 °C lower than from experimental melting curves. 3SPN.2 was previously shown 

to most accurately predict melting temperatures under medium ionic strength conditions (I = 60 – 

100 mM),16 but our simulations and experiments are performed at I = 600 mM. Although the 

melting temperatures are shifted, the melting curve shapes are qualitatively similar to the 

experimental data. Fitting the total probability density of the duplex state at each temperature to a 

two-state hybridization model allows us to extract the internal-energy change (∆𝑈ℎ
° ) and entropy 

change (∆𝑆ℎ
° ) for hybridization (Appendix 6.A). These parameters are used to describe the 

temperature-dependence of the Helmholtz free energy for hybridization, ∆𝐹ℎ
° = ∆𝑈ℎ

° − 𝑇∆𝑆ℎ
° . The 

∆𝑈ℎ
°  and ∆𝑆ℎ

°  values are of similar magnitude to the hybridization enthalpy (∆𝐻ℎ
° ) and ∆𝑆ℎ

°  
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extracted from experimental melting curves (Table 6.E1), but sequence-dependent trends are only 

partially captured. GCGcore is accurately found to have the lowest ∆𝑈ℎ
°  and ∆𝑆ℎ

°  values among the 

three sequences. Values of CGCcap are greatly overestimated, leading to a sharper melting curve 

than in experiment.  

 

 

 

 

 

 

 

 

 

 

 

Figure 6.E7 Comparison of experimental and 3SPN.2 duplex melting curves. Integrated 

probability density of the duplex state (1/𝑟𝑏𝑝 > 1/𝑟𝑏𝑝,𝑚𝑎𝑥) along 1/𝑟𝑏𝑝 at each temperature 

(circles) and fits to a two-state model for hybridization of non-self-complementary 

oligonucleotides (dashed lines, Appendix 6.A). Solid lines correspond to melting curves extracted 

from two-state analysis of FTIR temperature series (Appendix 6.A). Experiments were performed 

with an effective oligonucleotide concentration of 2 mM and [Na+] = 600 mM. Simulated FEPs 

were analytically extended to reduce the oligonucleotide concentration from 5.3 to 2 mM.18  
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Table 6.E1 Comparison of hybridization thermodynamics and kinetics from experiment and 

3SPN.2 MD simulations. ∆𝐻, ∆𝑈, ∆𝐹, and ∆𝐺 are in units of kJ/mol and ∆𝑆 is units of J/molK. ∆𝑈 

and ∆𝐹 are reported for 3SPN.2 rather than ∆𝐻 and ∆𝐺, respectively, because simulations were 

carried out in the NVT ensemble.  

Sequence 
∆𝑯𝒉

∘  ∆𝑼𝒉
∘  ∆𝑺𝒉

∘  ∆𝑺𝒉
∘  ∆𝑮𝒉,𝟑𝟕

∘  ∆𝑭𝒉,𝟑𝟕
∘  ∆𝑯𝒉

‡
 ∆𝑼𝒉

‡  ∆𝑯𝒅
‡

 ∆𝑼𝒅
‡  

Exp.a 3SPN.2 Exp.a 3SPN.2 Exp.a 3SPN.2 Exp.b 3SPN.2 Exp.b 3SPN.2 

CGCcap -310 -409 -868 -1192 -40.9 -39.2 -55 -71 255 319 

CCends -342 -345 -970 -1010 -41.5 -31.7 -59 -101 283 251 

GCGcore -284 -303 -779 -863 -42.8 -35.3 -44 -36 240 215 

aDetermined from two-state analysis of FTIR temperature series. bDetermined from two-state 

kinetic analysis of T-jump data.  

 Temperature-dependent hybridization kinetics from 3SPN.2 are more difficult to properly 

evaluate relative to melting thermodynamics. Recent work demonstrated that the 

3SPN2-determined rate constant for oligonucleotide dehybridization (𝑘𝑑) follows an exponential 

temperature-dependence with an internal-energy barrier (∆𝑈𝑑
‡
) comparable to the experimental 

enthalpic barrier (∆𝐻𝑑
‡
), yet the dependence of ∆𝑈𝑑

‡
 on sequence poorly matched experiment.18 

Further, the rate constant for terminal A:T fraying (𝑘𝑓𝑟𝑎𝑦) from 3SPN.2 follows a linear 

temperature-dependence as observed in T-jump IR experiments.18 The study also found that 𝑘𝑑 is 

accelerated 10-fold and terminal fraying 120-fold relative to experiment, which is a common 

characteristic of coarse-grained force fields due to smoothing of the underlying free-energy 

landscape.71  
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 Figure 6.E8 shows FEPs along 1/𝑟𝑏𝑝 and  𝑛𝑏𝑝 determined from 3SPN.2 simulations carried 

out with WTMetaD at 8 – 9 temperature points ranging from 20 °C below to 20 °C above the 

respective melting temperature of each sequence. FEPs are shifted such that the single-strand 

free-energy minimum corresponds to ∆𝐹 = 0. For each CV, the hybridization (∆𝐹ℎ
‡
) and 

dehybridzation (∆𝐹𝑑
‡
) free-energy barriers are defined as the difference between the single-strand 

and duplex minimum free energy, respectively, and the maximum free-energy point between 

single-strand duplex states. These quantities are purely thermodynamic and do not necessarily have 

Figure 6.E8 Temperature-dependent free-energy profiles for hybridization. FEPs along (a) 

1/𝑟𝑏𝑝 and (b) 𝑛𝑏𝑝 at 8 – 9 temperatures for each sequence and calculated from 3SPN.2 MD 

simulations with WTMetaD. The hybridization barrier maximum (1/𝑟𝑏𝑝,𝑚𝑎𝑥 and 𝑛𝑏𝑝,𝑚𝑎𝑥) is 

indicated for CGCcap, the hybridization free-energy barrier height (∆𝐹ℎ
‡
) is indicated for CCends, 

and the dehybridization free-energy barrier height (∆𝐹𝑑
‡
) is indicated for GCGcore.  
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any correlation to the actual timescales of hybridization or dehybridization. However, the 

dynamics of hybridization are well described along 1/𝑟𝑏𝑝 and 𝑛𝑏𝑝 (at least for CGCcap and 

CCends), therefore we expect ∆𝐹ℎ
‡
 and ∆𝐹𝑑

‡
 to be reasonably correlated with timescales for 

hybridization and dehybridization. ∆𝐹ℎ
‡
 increases linearly with temperature while ∆𝐹𝑑

‡
 decreases 

linearly with temperature. The negative slope of ∆𝐹ℎ
‡
 reflects negative internal-energy (∆𝑈ℎ

‡
) and 

entropic (∆𝑆ℎ
‡
) contributions to the hybridization barrier that are commonly observed 

experimentally and similar in magnitude to values for our model sequences (Table 6.E1).19,72 In 

contrast, the internal-energy (∆𝑈𝑑
‡
) and entropic (∆𝑆𝑑

‡
) contributions to ∆𝐹𝑑

‡
 are large and positive. 

Figure 6.E9 Temperature-dependent trends in hybridization free-energy barrier. (a) 

Hybridization (∆𝐹ℎ
‡
) and (b) dehybridization free-energy barrier height (∆𝐹𝑑

‡
) extracted from FEPs 

along 1/𝑟𝑏𝑝 as a function of temperature. (c) Internal-energy barriers (∆𝑈‡) and entropic barriers 

(∆𝑆‡) extracted from linear fits in (a) and (b) to ∆𝐹‡ = ∆𝑈‡ − 𝑇∆𝑆‡. (d) Position of free-energy 

barrier maximum along 1/𝑟𝑏𝑝 (1/𝑟𝑏𝑝,𝑚𝑎𝑥) as a function of temperature. Solid lines correspond to 

linear fits and the slope from each fit is listed. (e – h) Similar plots for FEPs along 𝑛𝑏𝑝.  
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Although the sequence-dependence of each barrier contribution is qualitatively similar along 

1/𝑟𝑏𝑝 and 𝑛𝑏𝑝, internal-energy and entropic values from 𝑛𝑏𝑝 FEPs are ~50 kJ/mol and ~100 

J/molK more positive than from 1/𝑟𝑏𝑝 FEPs. The ∆𝑈ℎ
‡
 and ∆𝑈𝑑

‡
 values from 𝑛𝑏𝑝 FEPs better agree 

with experimental values but do not accurately capture trends across sequences.  

 As ∆𝐹ℎ
‡
 increases and ∆𝐹𝑑

‡
 decreases with increasing temperature, the position of the barrier 

maximum (1/𝑟𝑏𝑝,𝑚𝑎𝑥 or 𝑛𝑏𝑝,𝑚𝑎𝑥) shifts toward the duplex state in accordance with the Hammond 

postulate.73 This shift indicates that the transition state for hybridization contains more base pairing 

as the temperature increases. The shift in 1/𝑟𝑏𝑝,𝑚𝑎𝑥 is roughly linear as a function of temperature 

with a slope of 0.5 × 10-2 nm-1 K-1 for GCGcore and 1.1 × 10-2 nm-1 K-1 for CGCcap and CCends. 

A similar sequence-dependence is found for 𝑛𝑏𝑝,𝑚𝑎𝑥, but the 𝑛𝑏𝑝 CV is too coarse to extract a 

meaningful slope. The sequence-dependent shifts in barrier position may reflect real differences 

in the transition-state ensemble as temperature changes, or it may be an artifact arising from the 

poor quality of 1/𝑟𝑏𝑝 and 𝑛𝑏𝑝 CVs for describing GCGcore hybridization.  
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Temperature-dependent nucleation dynamics 

 Thousands of hybridization events were sampled for each sequence at 305 and 315 K using 

the same approach introduced for simulations at 295 K, and N-patch distributions at each 

temperature are shown in Fig. 6.E10. The N-patch distributions remain qualitatively similar from 

295 to 315 K for all sequences, but there is a clear shift in probability density in CCends and 

GCGcore from base pairs near the termini to intermediate and central contacts (Fig. 6.E10b). This 

shift likely results from an entropic preference to nucleate in the center of the duplex due to the 

possibility of more zippering pathways, and the entropic preference receives greater weight as the 

Figure 6.E10 Temperature-dependent nucleation patch. (a) Probability that a given base-pair 

site is part of the N-patch (colored bars) or the nucleation site (gray bars) for simulations performed 

at (left) 295 K, (center) 305 K, and (right) 315 K. Horizontal dashed lines at 0.1 and 0.3 are drawn 

as reference points to compare across temperatures. (b) Probability that outer (𝑃𝑜𝑢𝑡, cyan, base 

pairs 1-2 and 10-11), intermediate (𝑃𝑚𝑖𝑑, purple, base pairs 3-4 and 8-9), and central (𝑃𝑐𝑒𝑛, 

magenta, base pairs 5-7) base pairs are part of the N-patch as a function of temperature. The 

different regions are marked in the top-center panel of (a). Probability of being in the N-patch 

shifts from outer to central base pairs as temperature increases.  
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temperature increases. The favorable internal energy for base pairing at the G:C end in CGCcap 

outweighs the benefit of nucleating in the duplex center over this temperature range such that only 

a minor shift of probability density from outer to intermediate contacts is observed.   

We also find that the average size of the N-patch shifts with temperature (Fig. 6.E11). 

CCends exhibits a 0.2 increase in 〈𝑁𝑠〉 over each 10 K interval and reaches 〈𝑁𝑠〉 = 3.6 at 315 K 

whereas CGCcap only shifts 0.1 in 〈𝑁𝑠〉 from 295 to 315 K and GCGcore decreases by 0.2. The 

same qualitative trends are observed for any base-pair separation cutoff from 0.6 – 0.8 nm (Fig. 

6.E2). These trends are consistent with shifts in the A:T/G:C content of the N-patch as more A:T 

contacts are needed to provide the same N-patch stability as a lesser number of G:C contacts. For 

example, the total percent contribution of G:C base pairs in the N-patch of CCends declines from 

Figure 6.E11 Nucleation patch size from 295 to 315 K. Probability distribution of N-patch size 

(𝑁𝑠) for each sequence at 295, 305, and 315 K. 〈𝑁𝑠〉 is listed for each condition. 
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60% at 295 K to 49% at 315 K while GCGcore contains an increase from 43% to 53%.  Assuming 

that the linear trend in barrier position vs. temperature from FEPs holds down to 295 K, we would 

expect 〈𝑁𝑠〉 to increase linearly as temperature increases if it is correlated with 𝑛𝑏𝑝,𝑚𝑎𝑥 and/or 

1/𝑟𝑏𝑝,𝑚𝑎𝑥. The N-patch trends of CGCcap and GCGcore are inconsistent with this expectation. 

Additionally, there is essentially no change in the width or center position of the high-𝑟𝑏𝑝 

distribution at 𝑡𝑁 as a function of temperature for any sequence (Fig. 6.E12). A minor 

temperature-dependence in the average value of 𝑟𝑏𝑝 at nucleation occurs regardless of the base-pair 

separation cutoff (Fig. 6.E13). These observations suggest that our nucleation metric is poorly 

correlated with the ensemble at 1/𝑟𝑏𝑝,𝑚𝑎𝑥 or 𝑛𝑏𝑝,𝑚𝑎𝑥, particularly for CGCcap and GCGcore.  

Figure 6.E12 Temperature-dependent 𝒓𝒃𝒑 distributions during nucleation. (top) Probability 

distributions of 𝑟𝑏𝑝 at 𝑡𝑁 for CGCcap and CCends from simulations at 295, 305, and 315 K. 

Distributions are fit to a sum of two Gaussians (gray solid line). The percentage that each Gaussian 

contributes to the total integrated amplitude of the probability distribution is listed at each 

temperature. The population of the low-𝑟𝑏𝑝 peak decreases as temperature increases and the 

position of the high-𝑟𝑏𝑝 peak remains unchanged.  
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Although the high-𝑟𝑏𝑝 peak is weakly sensitive to temperature, there is a clear reduction in 

the amplitude of the low-𝑟𝑏𝑝 peak as temperature increases (Fig. 6.E12). In CCends, this peak is 

almost fully eliminated by 315 K whereas the peak remains with 5% population for CGCcap. 

Based on the discussion in Chapter 5.3 and Appendix 6.E.1, the loss of the low-𝑟𝑏𝑝 peak at higher 

temperature suggests a reduction in out-of-register base-pairing configurations prior to nucleation, 

consistent with an entropic penalty for duplex formation. CGCcap contains more stable potential 

out-of-register configurations than CCends, which is consistent with the persistence of the low-𝑟𝑏𝑝 

peak at higher temperatures. 

 

Figure 6.E13 Dependence of average 𝒓𝒃𝒑 at nucleation on separation cutoff for base pairing 

and temperature. (a) Average 𝑟𝑏𝑝 at 𝑡𝑁, 〈𝑟𝑏𝑝〉, as a function of base pair separation cutoff from 

0.61 to 1 nm. A vertical dashed line at 0.7 nm indicates the cutoff used for analysis presented in 

Section 5.3. (b) 〈𝑟𝑏𝑝〉 at 295, 305, and 315 K over the same range of base pair separation cutoffs 

for each sequence.  
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Chapter 7 

Abasic-site position and sequence effects on DNA duplex 

stability and dynamics  

The material in this chapter is adapted from a manuscript that is under review: 

Ashwood, B.; Jones, M. S.; Lee, Y.; Sachleben, J. R.; Ferguson, A. L.; Tokmakoff, A., Molecular 

insight into how the position of an abasic site and its sequence environment influence DNA duplex 

stability and dynamics. BioRxiv 2023, https://doi.org/10.1101/2023.07.22.550182. 

 

7.1 Introduction 

 Design of nucleic acid technologies such as microarrays for sequencing and gene 

expression profiling, DNA-PAINT for imaging, dynamic DNA devices, and CRISPR-Cas systems 

for gene editing rely on a predictive understanding of duplex hybridization and base pairing in 

oligonucleotides.1-4 Most important for these areas is a fundamental understanding of hybridization 

thermodynamics, kinetics, and dynamics as a function of nucleobase sequence and for non-

canonical base-pairing interactions. Although molecular interpretations for sequence-dependent 

duplex stability are still developing,5-6 nearest-neighbor (NN) models provide an empirical yet 

quantitative prediction of duplex binding free energy,7-8 and efforts have been undertaken to 

predict hybridization kinetics.9-12 Numerous types of nucleobase chemical modifications and 

lesions are also known to influence the stability of base pairing,13-15 and these effects are often 

quantified as a function of local nucleobase sequence around the modified site in NN models.16-18 

Additionally, end effects are likely to cause the position of a modification within a short 

oligonucleotide to influence the binding stability. Base-pair mismatches have been reported to be 

https://doi.org/10.1101/2023.07.22.550182
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more destabilizing when located progressively inward from the duplex termini,19-22 and this 

behavior may be general for any destabilizing modification. Such position dependence likely 

results from an interplay of position-dependent entropic penalties and disruption of local base-

pairing dynamics, but details of the underlying molecular mechanisms at play are not yet resolved.  

 Formation of an abasic site (apurinic/apyrimidinic or AP site) results from the loss of a 

nucleobase through spontaneous or enzymatic cleavage of the glycosidic bond and is one of the 

most naturally abundant DNA lesions.23-24  Relative to mismatches, which may exhibit an array of 

non-canonical base-pairing configurations and structural deformations depending on their 

sequence context,25-27 AP sites exhibit minimal perturbation to DNA duplex structure.28-29 

Therefore, AP sites can be used to probe positional effects on duplex stability and base-pairing 

dynamics with minimal complexity added from non-canonical base pairing interactions. Previous 

work showed that duplex destabilization arising from an AP site at the center of an oligonucleotide 

strongly depends on the identity of the adjacent base pairs.30-32 We recently demonstrated that the 

degree of destabilization from a central AP site depends on the full oligonucleotide sequence in 

addition to the adjacent base pairs, a consequence arising from a sequence-dependent free-energy 

penalty for nucleating base pairs on each side of the AP site.33 However, it remains unclear how 

the position of the AP site will tune this penalty, the overall duplex destabilization, and the 

dynamics of base pairing in the oligonucleotide. These position-dependent dynamics have 

implications for the repair of AP sites and their mutagenic properties, such as in the stalling of 

transcription.34 
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 We investigate the impact of shifting the AP-site position on the disruption of base-pairing 

stability and dynamics in multiple 11-mer template oligonucleotides with variable arrangement of 

guanine:cytosine (G:C) and adenine:thymine (A:T) base pairs. Temperature-dependent infrared 

(IR) and 1H NMR spectroscopy demonstrate that AP sites increasingly disfavor duplex 

hybridization as they move inward from the terminus. A cooperative helix-coil model and 

molecular dynamics (MD) simulations employing the 3-site-per-nucleotide (3SPN.2) 

coarse-grained model35-36 reveal that the position-dependent destabilization stems from a 

nucleation penalty for base pairing on each side of the AP site, which leads to a transition from 

multi-base-pair fraying when an AP site is near the termini to metastable half-dehybridization with 

central AP sites. The presence of these metastable partially-dehybridized duplex segments is 

directly resolved through temperature-jump IR spectroscopy (T-jump IR). Sequence-specific 

effects complicate the generality of these observations. For instance, 1H NMR spectroscopy and 

all-atom MD simulations indicate that certain segment sequences may circumvent this nucleation 

penalty by forming out-of-register base pairs. Experimental results can consistently be interpreted 

with 3SPN.2 MD simulations to provide detailed insight into the mechanism by which sequence 

and AP-site position alter the free-energy landscape for duplex hybridization.  
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7.2 Position-dependent destabilization of the duplex by an AP site 

7.2.1 Duplex destabilization depends on the position of an AP site 

 An AP site destabilizes the duplex, and the magnitude of destabilization depends on the 

position of the AP site. We compare the thermodynamic impact of incorporating an AP site at the 

second (AP2), fourth (AP4), and central sixth (AP6) position relative to the unmodified form (WT) 

of a homogenous sequence 5ʹ-TTTTTTTTTTT-3ʹ + complement (T11). Duplex melting curves 

extracted from a two-state thermodynamic analysis of FTIR temperature series show that the 

Figure 7.1 DNA duplex destabilization depends on AP-site position. (a) Duplex melting curves 

for a homogeneous A:T sequence that is unmodified (WT, black) or contains an AP site at the 2 

(AP2), 4 (AP4), or 6 (AP6) position. Melting curves were extracted from a two-state analysis of 

FTIR temperature series (Appendix 6.A). (b) Change in hybridization free energy at 37 °C for 

each AP sequence with respect to the WT sequence, Δ∆𝐺𝑑37
° = ∆𝐺𝑑37

° − ∆𝐺𝑑37
° (𝑊𝑇). The dashed 

line corresponds to a linear fit with a slope of 3 kJ/mol per base-pair index. (c) Change in 

dehybridization enthalpy (ΔΔ𝐻𝑑
° , top) and dehybridization entropy (ΔΔ𝑆ℎ

° , top) with respect to the 

WT sequence. Light ΔΔ𝐻𝑑
°  bars correspond to values measured with ITC in non-deuterated 

solution.42 FTIR and ITC ΔΔ𝐻𝑑
°  values were shifted to 25 °C using the change in heat capacity 

(∆𝐶𝑝) of 1.05 J/molK measured for T11-WT with ITC. FTIR and ITC error bars correspond to 

95% confidence intervals from two-state fits. An AP site is least destabilizing near the duplex 

termini and becomes increasingly destabilizing when moved inward. 
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melting transition midpoint (𝑇𝑚) decreases by 5 to 20 °C as the AP site is shifted from the second 

to sixth position (Fig 7.1a). The change in the hybridization free energy between WT and AP 

sequences (Δ∆𝐺𝑑37
° = Δ𝐺𝑑37

° (𝐴𝑃) − Δ𝐺𝑑37
° (𝑊𝑇)) increases linearly in 6 kJ/mol increments from 

AP2 to AP4 to AP6 (Fig. 7.1b). The change in dehybridization van’t Hoff enthalpy (Δ∆𝐻𝑑
° ) and 

entropy (Δ∆𝑆𝑑
° ) also increase by ~45 kJ/mol and ~120 J/molK over this range, respectively. After 

correcting to an equivalent temperature of 25 °C, isothermal titration calorimetry (ITC, Appendix 

6.B) gives similar Δ∆𝐻𝑑
°  values to FTIR for T11-AP2 and T11-AP4 but a smaller value for 

T11-AP6 (Fig. 7.1c).  

7.2.2 Position-dependent destabilization from segment nucleation barrier 

 The position-dependent destabilization from an AP site may be understood through a 

statistical treatment of duplex hybridization. Helix-coil (HC) models provide one of the simplest 

statistical descriptions of cooperative DNA duplex melting thermodynamics.37-38 Base-pairing 

thermodynamics are described by two equilibrium constants: s, which is the Boltzmann factor of 

the free energy for adding an individual base pair next to an intact base pair (Δ𝐺𝑖𝑛𝑡
° ) and σ, which 

is the Boltzmann factor of the free energy for nucleating a stretch of base pairs (Δ𝐺𝑛𝑢𝑐
° ). 

int /G RT
s e


                                                          (7.1) 

/nucG RT
e


                                                         (7.2) 

Since this is a mean-field model, we apply the average value of s across all possible contacts within 

the duplex, ⟨s⟩, as determined from nearest-neighbor (NN) enthalpy (Δ𝐻ℎ
° ) and entropy (Δ𝑆ℎ

° ) 
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parameters.7 The large penalty to nucleation makes 𝜎  << 1, which is the source of cooperativity 

in the model. We assume Δ𝐺𝑛𝑢𝑐
°  is purely entropic such that 𝜎 is independent of temperature. 

It is generally unfavorable to have multiple disconnected stretches of base pairs in short 

duplexes, so we describe the WT system with an internal partition function (𝑍𝑖𝑛𝑡,𝐷) limited to a 

single stretch of base pairs.37-39  

int,

1
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D bp

n

Z N n s


                                         (7.3) 

Figure 7.2 Helix-coil modeling of position-dependent duplex destabilization from an AP site. 

(a) Schematic of two-stretch helix-coil (HC) model used to model the impact of AP-site position 

on duplex stability. The WT duplex contains a single nucleation penalty (𝜎) and base-pair stability 

constant (s) applied uniformly to each base-pair site. An AP site splits the duplex into two base-

pair stretches with their own s and σ values. (b) Fraction of duplexes containing one or more base 

pairs (𝜃𝑒𝑥𝑡) for an unmodified T17:A17 sequence (black) and those containing an AP site at the 2 

– 9 positions (purple to yellow). 𝜎1 = 𝜎2 = 10-4 for all sequences. (c) Free-energy profiles at 37 

°C for each sequence, illustrating barriers for strand association (Δ𝐺ℎ
‡
) and nucleation of the 

second-segment (Δ𝐺ℎ2
‡

). (d) Δ∆𝐺𝑑37
°  (dark circles and solid line) and the corresponding fraction of 

duplexes with the short base-pair segment completely frayed (light circles and dashed line). 

Shifting the AP site inward from the terminus leads to an increase in the number of frayed base 

pairs and greater destabilization of the duplex. The degree of destabilization levels off once the 

binding stability of the short segment is large enough to overcome the nucleation penalty.   
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𝑁 is the maximum number of possible base pairs, and 𝑛𝑏𝑝 is the number of intact base pairs for a 

given microstate. As detailed in Appendix 7.A, we can extend the HC model to treat an AP site as 

a defect that splits the duplex into two stretches of 𝑁1 and 𝑁2 base pairs (Fig. 7.2a). The internal 

partition function for the duplex can then be written as a product of two partition functions similar 

to eq. 7.3 for the two stretches, 𝑍𝑖𝑛𝑡,𝐷 = 𝑍𝑖𝑛𝑡,𝐷1𝑍𝑖𝑛𝑡,𝐷2. Each stretch has its own nucleation penalty 

(𝜎1, 𝜎2) and ⟨s⟩ value, which corresponds to the average base-pair equilibrium constant across the 

respective stretch. Our usage of a second nucleation penalty is similar to incorporating a ‘defect’ 

free-energy penalty as in previous statistical models of duplexes containing a mismatch.19 

To calculate melting curves from the HC model, we determine the fraction of 

oligonucleotide strands that contain one or more base pairs (𝜃𝑒𝑥𝑡) as a function of temperature. 𝜃𝑒𝑥𝑡 

depends on both external and internal degrees of freedom of the system. We evaluate the external 

partition functions of the single-strand and duplex states as the number of possible ways of 

arranging single-strand and duplex molecules as a self-avoiding walk on a 3D cubic lattice,40 

allowing us to compute 𝜃𝑒𝑥𝑡 in terms of 𝑍𝑖𝑛𝑡,𝐷.   

int,

int,
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c Z
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                                                        (7.4) 

where 6  A ssc N V  

𝑐° is the standard-state concentration of 1 M, 𝑁𝐴 is Avogadro’s constant, 𝑉𝑠𝑠 is the volume of a 

single-strand molecule, and 𝑐𝑡𝑜𝑡 is the total concentration of oligonucleotides. We neglect the 
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temperature-dependence of 𝑉𝑠𝑠 such that the temperature-dependence of 𝜃𝑒𝑥𝑡 comes only from 

𝑍𝑖𝑛𝑡,𝐷.  

Figure 7.2b shows calculated 𝜃𝑒𝑥𝑡  melting curves for an extended homogeneous sequence, 

T17:A17. Moving an AP site from the second to sixth base pair site leads to a gradual reduction in 

the duplex melting temperature, consistent with the experimental observation for T11. The shift in 

melting temperature becomes minor and eventually levels off as the AP site moves closer to the 

duplex center. This trend in the 𝜃𝑒𝑥𝑡 curves may be understood from examining the free-energy 

profile (FEP) as a function on the number of intact base pairs (𝑛𝑏𝑝) calculated from the HC model 

(Fig. 7.2c). The WT sequence exhibits a single free-energy barrier to hybridization (Δ𝐺ℎ
‡
) between 

the single-strand (𝑛𝑏𝑝 = 0) and duplex states that arises from the reduction in translation and 

configurational (set by 𝜎) entropy upon binding of single strands, and formation of the remaining 

base pairs is cooperative and downhill in energy. In the HC model, the AP site disrupts this 

cooperativity and introduces an additional entropic barrier for forming base pairs on each side of 

the AP site (Δ𝐺ℎ2
‡

), and we recently experimentally and computationally verified the presence of 

Δ𝐺ℎ2
‡

 in duplexes with a central AP site.33 The AP-site position controls the position of Δ𝐺ℎ2
‡

 along 

the hybridization FEP. When an AP site is at the second base-pair position, the adjacent terminal 

base pair does not have enough binding stability to overcome Δ𝐺ℎ2
‡

 and remains highly frayed at 

37 °C.  As the AP site shifts from the second to sixth base-pair position, the shorter duplex segment 

increases in length and base-pairing stability but remains highly frayed (Fig. 7.2c). The number of 

frayed base pairs increases with segment length, leading to the position-dependent decrease in 

duplex stability observed from the 𝜃𝑒𝑥𝑡 curves and Δ∆𝐺𝑑37
° . Once the short segment reaches a 
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length of seven base pairs, the binding stability overcomes Δ𝐺ℎ2
‡

 and duplex destabilization levels 

off. Δ𝐺ℎ2
‡

 is fully encompassed into the duplex state at these AP-site positions, creating a local 

free-energy minimum along 𝑛𝑏𝑝 that corresponds to configurations with one segment 

dehybridized. The leveling off is also facilitated by a reduction in the magnitude of Δ𝐺ℎ2
‡

 from 14 

to 9 kJ/mol as the AP site moves inward from the termini. 

The HC calculations suggest that the position-dependent destabilization from an AP site 

depends only on the magnitude of the nucleation barrier and the binding stability of the short 

segment. An additional minor effect is that the number of base-pair arrangements possible over 

the whole duplex decreases as the AP site moves closer to the duplex, resulting in a reduction of 

base-pairing combinational entropy and a free-energy penalty of 1 – 2 kJ/mol (Fig. 7.A.1). Given 

the small magnitude of this effect, duplex destabilization is essentially only position-dependent 

when an AP site is close to the termini. This range is roughly ~1 – 9 base pairs from our model 

calculations but depends on the molecular properties of Δ𝐺ℎ2
‡

 and the short duplex segment.  

7.2.3 Interplay of nucleobase sequence and AP-site position  

Beyond the factors that influence a homogeneous duplex, destabilization by an AP site will 

depend on multiple aspects of the nucleobase sequence. Previous reports showed that ΔΔ𝐺ℎ37
𝑜  is 

highly sensitive to the identity of the nucleobase being removed as well as the bases adjacent to 

the AP site.31-32 Further, nucleobase sequence will influence the binding stability of the short 

duplex segment as well as the magnitude of Δ𝐺ℎ,2
‡

. We use three additional 11-mers with distinct 

base-pairing properties to investigate sequence-dependent destabilization from an AP site (Fig. 
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7.3a). “CGCcap” contains three G:C base pairs on one end to create asymmetry in the duplex base-

pairing stability, “CCends” places a pair of G:C base pairs at the termini to minimize base-pair 

fraying, and “GCGcore” has central G:C base pairs to promote fraying of the A:T termini.41-42 

 

Figure 7.3 Sequence-dependent duplex destabilization from an AP site. (a) Duplex melting 

curves for CGCcap, CCends, and GCGcore sequences determined from a two-state analysis of 

FTIR temperature series. (b) Scatter plots of ΔΔ𝐺𝑑37
°  from FTIR vs. nearest-neighbor (NN) model 

calculations of dehybridization free-energy change from an AP site (ΔΔ𝐺𝑑37,𝑁𝑁
° ) for all sequences. 

Plots are separated by AP-site position. The comparison indicates that the NN model 

systematically underestimates ΔΔ𝐺𝑑37
°  and poorly predicts sequence-dependent destabilization 

from an AP site. (c) Scatter plot of ΔΔ𝐺𝑑37
°  from FTIR vs. ΔΔ𝐹𝑑37

°  from 3SPN.2-determined 

melting curves for all sequences with an AP site. The Pearson correlation coefficient (R) and p 

value is listed. (d) Comparison of ΔΔ𝐺𝑑37
°  (dark bars) and ΔΔ𝐹𝑑37

°  (light bars) for each sequence. 

Error bars for ΔΔ𝐺𝑑37
°  and ΔΔ𝐹𝑑37

°  are propagated from two-state fits, and NN error bars 

correspond to the reported standard deviation from comparison with experimental data.7  
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 An AP site is generally more destabilizing when shifted inward from the termini, but Fig. 

7.3a illustrates how the relative placement of G:C and A:T base pairs significantly tunes this 

position-dependent trend. At identical position, incorporating an AP site at a G:C base pair is more 

destabilizing than at an A:T base pair, which is most notable for AP2 sites as observed in the 

comparison of ΔΔ𝐺ℎ37
°  values extracted for CGCcap-AP2/CCends-AP2 and T11-AP2/GCGcore-

AP2 (Fig. 7.3b). However, the removal of an interior A:T base pair can be equivalent or even more 

destabilizing than removing a near-terminal G:C base pair as found in comparing CCends-AP2 

and CCends-AP6. For CGCcap, the strength of nearest-neighbor base-pairing and stacking 

interactions around the AP site decreases from AP2 to AP4 to AP6 modifications. The 

destabilization from disrupting the G:C-rich region in CGCcap-AP2 almost matches the 

combination of destabilization from A:T disruption and incorporation of a nucleation penalty in 

CGCcap-AP4 and CGCcap-AP6, nearly cancelling of the position-dependence in ΔΔ𝐺ℎ37
° .   

The AP-site position and its local sequence context alone do not fully capture the sequence-

dependent trends in ΔΔ𝐺𝑑37
° . This point is illustrated in Fig. 7.3b by comparing Δ∆𝐺𝑑37

°  values 

from FTIR and those calculated with Santa Lucia’s NN model (Δ∆𝐺𝑑37,𝑁𝑁
° ).7 Δ∆𝐺𝑑37,𝑁𝑁

°  values 

for AP4 and AP6 sequences are calculated by removing the two NN parameters associated with 

the AP site. For AP2 sequences, the 3ʹ NN parameter is removed and the 5ʹ parameter is halved to 

account for having just a single base-pair and stacking interaction at the terminal base. The NN 

model systematically underestimates the magnitude of Δ∆𝐺𝑑37
°  due to the lack of a free-energy 

penalty for base pairing on each side of the AP site. Further, NN effects do not predict the 

sequence-dependence of Δ∆𝐺𝑑37
°  at fixed AP-site position. For example, Δ∆𝐺𝑑37

°  spans 14 kJ/mol 
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for AP4 sequences yet Δ∆𝐺𝑑37,𝑁𝑁
°  values for these sequences fall within a ~3 kJ/mol window. In 

another example, CCends-AP6 and GCGcore-AP6 exhibit Δ∆𝐺𝑑37
°  values within 1 kJ/mol and 

their Δ∆𝐺𝑑37,𝑁𝑁
°  predictions are separated by 12 kJ/mol. These observations suggest the presence 

of additional sequence-dependent contributions to the free-energy penalty from an AP site. 

7.3 Sequence-dependent nucleation barrier and stability of the weak 

segment 

We next aim to evaluate how the properties of the segment-nucleation barrier and binding 

stability of the short segment depend on nucleobase sequence. The HC model qualitatively 

captures the effect of sequence on duplex destabilization (Appendix 7.A), but it neglects numerous 

molecular factors that are necessary for an accurate description of the underlying base-pairing 

free-energy landscape. Therefore, we next characterized the underlying hybridization free-energy 

landscape as a function of AP-site position using coarse-grained MD simulations. In particular, 

the threshold segment length for stable hybridization, its sequence-dependence, and the molecular 

behavior of few-base-pair segments were examined.  

7.3.1 Nucleation barrier and stability of the weak base-pair segment  

We conducted MD simulations with the 3SPN.2 coarse-grained model employing well-

tempered metadynamics (WTMetaD) to sample the hybridization free-energy landscape at 7 – 8 

temperatures from 𝑇𝑚,𝑀𝐷 − 20 °C to 𝑇𝑚,𝑀𝐷 + 20 °C, where 𝑇𝑚,𝑀𝐷 is the melting temperature 

determined with 3SPN.2. Incorporation of an AP site in 3SPN.2 has negligible impact on the B-

DNA duplex structure, and the free nucleobase remains predominantly intrahelical,33, 43  consistent 

with previous structural characterization of duplexes containing AP sites.28 Two-state analysis of 
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3SPN.2-determined melting curves produces hybridization Helmholtz free energies (Δ𝐹ℎ37
°  and 

Δ∆𝐹ℎ37
° ) that are well-correlated (R = 0.90) with experimental values (Figs. 7.3cd), indicating that 

Figure 7.4 Sequence-dependent free-energy profiles for duplex hybridization. (a) Free-energy 

profiles as a function of the number of intact base pairs, Δ𝐹(𝑛𝑏𝑝) = −𝑅𝑇 ln 𝑃(𝑛𝑏𝑝)/𝑃(0), for 

each sequence from 3SPN.2 MD simulations employing WTMetaD. Base pairs were assigned 

using a 0.7 nm radial separation cutoff. Simulations were carried out at temperatures 10-20 °C 

below the 3SPN.2-determind 𝑇𝑚 (𝑇𝑚,𝑀𝐷). AP2, AP4, and AP6 sequences show an additional 

hybridization barrier for 𝑛𝑏𝑝 > 2 for base pairing on both sides of the AP site (Δ𝐹ℎ2
‡

). (b) Δ𝐹ℎ2
‡

 for 

AP4 (triangles) and AP6 (circles) sequences as a function of temperature. (c) Free-energy 

difference between states with weak-segment frayed and intact, Δ𝐹ℎ2 = −𝑅𝑇 ln 𝑃(𝑛 > 𝑛𝑠𝑑)/

𝑃(𝑛𝑠𝑑), for all sequences where 𝑛𝑠𝑑 is the number of base-pairs in the segment-dehybridized state. 

Dark-solid, dashed, and light-solid lines correspond to linear fits for AP6, AP4, and AP2 

sequences, respectively. Extracted internal-energy and entropy changes are provided in Fig. 7.5. 

(d) (top) Δ𝐹ℎ2
‡

 and (bottom) Δ𝐹ℎ2 at 37 °C for each sequence. 3SPN.2 MD simulations suggest 

that two to five base pairs, depending on the G:C content, provide enough stability for a segment 

to hybridize.  
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3SPN.2 reasonably predicts the sequence-dependent free-energy penalty from an AP site. In 

contrast, Δ𝐻ℎ
°  and Δ𝑆ℎ

°  are poorly captured by 3SPN.2, particularly for AP sequences.43  

Figure 7.4 shows FEPs computed from the probability distribution along 𝑛𝑏𝑝 for CGCcap, 

CCends, and GCGcore sequences that qualitatively agree with those from the HC model (Figs. 

7.2c & 7.A.1). WT sequences show a single free-energy barrier to hybridization (Δ𝐹ℎ
‡
) peaked at 

𝑛𝑏𝑝 = 2 or 3 and hybridization is energetically downhill for 𝑛𝑏𝑝 > 3. AP sequences must overcome 

a second barrier (Δ𝐹ℎ2
‡

) to form a fully intact duplex. Just as for Δ𝐺ℎ2
‡

 from the HC model, Δ𝐹ℎ2
‡

 

arises from the energy penalty for nucleating the second base-pair segment and creates a local free-

energy minimum that corresponds to duplex configurations containing intact base pairs on only 

one side of the AP site. Δ𝐹ℎ2
‡

 lies between 𝑛𝑏𝑝 = 9 and 𝑛𝑏𝑝 = 10 in AP2 sequences and is not 

observable along the 𝑛𝑏𝑝 coordinate, yet a barrier for forming the terminal base pair is observed 

as a function of average base-pair separation (𝑟𝑏𝑝).43 Both Δ𝐹ℎ
‡
 and Δ𝐹ℎ2

‡
 arise from entropic 

penalties for nucleation and are partially balanced by favorable enthalpy changes for base pairing 

(Figs. 7.4b and 7.5a). Δ𝐹ℎ
‡
 is predominantly a reflection of the reduction in translational and 

orientational entropy upon bimolecular association, which are absent from Δ𝐹ℎ2
‡

. Instead, Δ𝐹ℎ2
‡

 is 

dominated by a reduction in conformational entropy of the unhybridized segment and is therefore 

2-to-5-fold smaller than Δ𝐹ℎ
‡
 (Fig. 7.5d). Δ𝐹ℎ2

‡
 is also sensitive to the sequence of nucleating base 

pairs adjacent to the AP site (Fig. 7.4d). Δ𝐹ℎ2
‡

 is smallest for GCGcore-AP6, particularly at low 

temperatures, and involves formation of a G:C base pair adjacent to the AP site whereas Δ𝐹ℎ2
‡
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requires formation of one or two A:T base pairs on the second segment in the other sequences, 

leading to a larger barrier height. 

 

Figure 7.5 Temperature dependence of ∆𝑭𝒅𝟐, ∆𝑭𝒉𝟐
‡

, ∆𝑭𝒅𝟏
‡

, and ∆𝑭𝒅𝟐
‡

 from FEPs. (a) Internal-

energy (∆𝑈ℎ2
‡

) and entropic (∆𝑆ℎ2
‡

) barriers for nucleation of the second base-pair segment 

determined from linear fits of the temperature-dependence of ∆𝐹ℎ2
‡

 (Fig. 7.4b), ∆𝐹ℎ2
‡

 = ∆𝑈ℎ2
‡ −

𝑇∆𝑆ℎ2
‡

. (b) Internal-energy (∆𝑈𝑑2) and entropy (∆𝑆𝑑2) change for dehybridization of the second 

base-pair segment determined from linear fits of the temperature dependence of ∆𝐹𝑑2 (Fig. 7.4c). 

Error bars correspond to 95% confidence intervals from fits. (c) Temperature-dependence of ∆𝐹𝑑1
‡

 

(closed symbols and solid lines) and ∆𝐹𝑑2
‡

 (open symbols and dashes lines) for AP4 and AP6 

sequences. (d) Temperature-dependence of ∆𝐹ℎ
‡
 (closed symbols and solid lines) and ∆𝐹ℎ2

‡
 (open 

symbols and dashed lines) for AP4 and AP6 sequences. 
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 The AP-site position and nucleobase sequence determine the position and magnitude of the 

Δ𝐹ℎ2
‡

 barrier along 𝑛𝑏𝑝 and the base-pairing stability of the second segment. The combination of 

these factors determine the free energy for dehybridization of the weakly bound segment (Δ𝐹𝑑2). 

The terminal base pair adjacent to the AP-site in AP2 sequences has an insufficiently stabilizing 

potential energy for base pairing to overcome the unfavorable entropy, leading to a positive free-

energy change for forming the last base pair (Δ𝐹𝑑2 < 0, Fig. 7.4c). The threshold length of the 

weak segment to overcome the nucleation penalty and reach Δ𝐹ℎ2 < 0 depends on the sequence of 

the segment. If the weak segment contains multiple G:C base pairs like in CCends-AP4, then three 

base pairs are sufficient to form a stable segment. In contrast, the pure A:T segment of 

Figure 7.6 Sequence-dependent pre-melting of three-base-pair segments. (a) (top) Normalized 

temperature-dependent change in two-dimensional infrared (2D IR) signals relative to the initial 

temperature, 1 − ∆𝑆(𝑇) = [𝑆(𝑇) − 𝑆(1℃)]/𝑆(1℃), at guanine (G) and adenine (A) ring 

vibrational bands for GCGcore-AP4.  (bottom) Fraction of intact G:C and A:T base pairs from 

3SPN.2 MD simulations carried out at 8 – 9 temperatures across the duplex melting transition. 

Base pairs were assigned using a radial cutoff of 0.7 nm. (b) Same plot for CCends-AP4. Fraying 

of the TAT segment is experimentally observed in GCGcore-AP4 but not for the CCT segment in 

CCends-AP4, consistent with the sequence dependence of weak-segment stability predicted by the 

simulations.  
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GCGcore-AP4 is largely frayed at 37 °C and four to six base pairs are needed to form a stable 

segment as evidenced by CGCcap-AP4 and CGCcap-AP6. These sequence-dependent length 

thresholds for forming a stably-bound segment are also observed experimentally from FTIR and 

2D IR temperature series that separately track changes in adenine and guanine ring modes that 

report on changes in A:T and G:C base pairing, respectively (Fig. 7.6). GCGcore-AP4 exhibits 

fraying of the short segment at temperatures below full dissociation of the duplex whereas such 

fraying is negligible for CCends-AP4. The resulting experimental melting profiles qualitatively 

agree with the temperature-dependent fraction of intact G:C and A:T base pairs from simulation. 

Further analysis of the total spectral change from FTIR and 2D IR melting experiments suggests 

that the short segments of GCGcore-AP2 and GCGcore-AP4 have a significant frayed population 

even below 4 °C.43 This sequence-dependent length scale for forming a stably bound segment 

contributes to the mismatch between Δ∆𝐺𝑑37
°  and Δ∆𝐺𝑑37,𝑁𝑁

°  observed in Fig. 7.3b. For instance, 

the spread in  Δ∆𝐺𝑑37
°  for AP4 sequences may primarily occur because the A:T-rich short segments 

of T11-AP4 and GCGcore-AP4 are more weakly bound than the short segments of CGCcap-AP4 

and CCends-AP4.   
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7.3.2 Kinetics of segment-dehybridization   

Figure 7.7 T-jump relaxation from experiment and simulation. (a) T-jump IR (t-HDVE) time 

traces plotted for CGCcap, CCends, and GCGcore sequences as the normalized signal change 

relative to the maximum of the initial-temperature spectrum, Δ𝑆(𝑡) = [𝑆(𝑡) − 𝑆(𝑇𝑖)]/

max[𝑆(𝑇𝑖)]. Δ𝑆 time traces probed at 1550 cm-1 (dark) report on changes in G:C base pairing and 

those at 1605 cm-1 (light) report on changes in A:T base pairing. T-jumps are performed from 

approximately 𝑇𝑚–15°C to 𝑇𝑚 for each sequence. Traces are shifted vertically with respect to one 

another, and dashed lines indicate respective baselines. Solid lines correspond to three- or four-

component fits from global lifetime analysis (Appendix 6.C). A microsecond timescale segment-

dehybridization response (SD) is observed for CCends-AP4 and CCends-AP6. (b) Markov state 

model (MSM) T-jump simulations of the normalized change in intact G:C (dark) and A:T (light) 

base pairs, Δ𝑛𝑏𝑝(𝑡) = [𝑛𝑏𝑝(𝑡) − 𝑛𝑏𝑝(𝑇𝑖)] [𝑛𝑏𝑝(𝑇𝑓) − 𝑛𝑏𝑝(𝑇𝑖)]⁄ , from 𝑇𝑚,𝑀𝐷–15°C to 𝑇𝑚,𝑀𝐷. 

Traces are shifted vertically with respect to one another, and dashed lines indicate respective 

baselines. Black/gray solid lines for CGCcap-AP6, CCends-AP4, and GCGcore-AP4 correspond 

to fits to a sum of two exponential components.  
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 Only some sequences exhibit a large enough population of configurations with fraying of 

the weak segment to be observed in IR melting experiments, and the frayed configurations in other 

sequences are expected to be metastable and located between free-energy barriers for hybridization 

on each side of the AP site. To test for the presence of metastable partially-hybridized 

configurations and a second barrier to hybridization, we turned to T-jump IR spectroscopy, which 

can be used to directly measure the kinetics of short-segment dehybridization.33 In these 

experiments, the sample is equilibrated at a temperature below 𝑇𝑚 and optically heated by ~15 °C 

(∆𝑇 = 𝑇𝑓 − 𝑇𝑖)  within 7 ns. The ensuing changes in base pairing of the duplex are monitored with 

heterodyned dispersed vibrational echo spectroscopy (HDVE)44 from nanosecond-to-millisecond 

time delays. HDVE spectroscopy reports on changes in ring and carbonyl vibrational bands 

similarly to an IR pump-probe spectrum, and we report the spectra as the difference in signal at a 

given time delay after the T-jump relative to the maximum of the initial-temperature spectrum, 

Δ𝑆(𝑡) = [𝑆(𝑡) − 𝑆(𝑇𝑖)]/max[𝑆(𝑇𝑖)]. We use the change in excited-state absorptions of the 

guanine ring mode at 1550 cm-1 and of the adenine ring mode at 1605 cm-1 as reporters of G:C and 

A:T base pairing, respectively, as in previous studies.33, 41-42  

 T-jump measurements reveal distinct kinetic behavior between WT and AP sequences (Fig. 

7.7a). WT sequences show two dehybridization kinetic components on ~100 ns (𝜏1) and ~100 µs 

(𝜏3) timescales followed by thermal relaxation back to 𝑇𝑖 at ~1 ms. The T-jump IR data are well 

described by global lifetime fitting with exponentially damped spectral components (Appendix 

6.C), and the same number of components and similar kinetics are obtained from inverse-Laplace-

transform rate distribution spectra.43 The 𝜏1 and 𝜏3 processes were previously assigned to T-jump  
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Figure 7.8 Comparison of segment-dehybridization kinetics from experiment and 

simulation. (a) Percentage of G:C (dark, 1550 cm-1) and A:T (light, 1605 cm-1) base-pair loss 

character observed in segment-dehybridization t-HDVE responses. Percentages are derived from 

amplitudes determined from global lifetime fitting (Appendix 6.D). Error bars indicate 95% 

confidence intervals propagated from global fits. (b) Temperature-dependent observed rate 

constants for segment-dehybridization (1/𝜏2) determined from T-jump IR. Data are fit to a 

Kramers-like equation in the high-friction limit (eq. 7.B3). The rate trend for CGCcap-AP4 is not 

fit due to insufficient data. Vertical error bars correspond to 95% confidence intervals from global 

lifetime fitting and horizontal error bars are the standard deviation in T-jump magnitude. (c) Ratio 

of full-strand dissociation time constant (𝜏3) to 𝜏2 from T-jump IR (dark) and MSM T-jump 

simulations (light) indicating qualitative agreement between simulation and experiment. (d) 

Scatter plots of the segment-dehybridization free-energy barrier determined from T-jump IR 

(Δ𝐺𝑑2
‡

) vs. (top) the dehybridization free energy for the respective segment calculated from the NN 

model (Δ𝐺𝑁𝑁𝑠𝑒𝑔
° )7 and (bottom) Δ𝐹𝑑2

‡
 determined from 3SPN.2 MD simulations at 37 °C. Linear 

fits (solid black line) are shown for each plot with the respective Pearson correlation coefficient 

(R) and p value. Δ𝐺𝑑2
‡

 shows better correlation with Δ𝐹𝑑2
‡

 than Δ𝐺𝑁𝑁𝑠𝑒𝑔
° . 
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induced terminal fraying of the duplex and full-strand dehybridization, respectively,33 consistent 

with reports for similar sequences.41 The temperature-dependent trends in timescale and amplitude 

of 𝜏3 support its assignment to complete strand dissociation (Appendix 7.B). Many of the AP4 and 

AP6 sequences show an additional kinetic component labeled 𝜏2 between 500 ns to 10 µs with 

sequence-dependent amplitude and timescale. The 𝜏2 response corresponds to dehybridization of 

a complete stretch of base pairs on one side of the AP site (segment dehybridization) and reveals 

the presence of a free-energy barrier from the fully intact duplex to segment-dehybridized 

configurations (Δ𝐺𝑑2
‡

). The observation of Δ𝐺𝑑2
‡

 verifies the presence of Δ𝐺ℎ2
‡

 in the reverse 

direction, as illustrated from the FEPs in Fig. 7.4a and previously reported for the AP6 sequences.33  

The spectral properties and kinetics of the 𝜏2 process support its assignment to 

segment-dehybridization and provide insight into the properties of Δ𝐺ℎ2
‡

. The fraction of A:T and 

G:C base-pair loss character during 𝜏2 determined from global lifetime fitting (Fig. 7.8a) match 

the expected signal change for dehybridizing either half of CCends-AP6 and GCGcore-AP6, the 

5′-TATAT-3′ segment in CGCcap-AP6, and the 5′-CCT-3′ segment in CCends-AP4. Additionally, 

the segment dehybridization rate 𝜏2
−1 increases exponentially with temperature as expected for an 

active process, illustrated by the Arrhenius plot in Fig. 7.7b, which we analyze using a Kramers-

like equation (eq. 7.B3). The 𝜏2 response of CGCcap-AP4 is more difficult to interpret. It has low 

amplitude and mixed G:C and A:T character even though each segment is purely composed of 

G:C or A:T base pairs. Due to the similar binding stability of 5′-CGC-3′ and 5′-TATATAT-3′ 

segments, it is possible that 𝜏2 contains similar amplitude from both segment-hybridization 

pathways. Lastly, we observe that GCGcore-AP4 does not have a 𝜏2 response; however, unlike all 
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other sequences, 𝜏1
−1 increases exponentially with temperature in an active manner. We therefore 

assign 𝜏1 in GCGcore-AP4 to dehybridization of the 5′-TAT-3′ segment and note that it may 

overlap in time with terminal fraying dynamics from the other end of the duplex.  

 We find large variation in segment-dehybridization kinetics across sequence and segment 

length from T-jump IR measurements. To more directly connect these measurements to 

simulation, we built kinetic models of T-jump relaxation using Markov state models (MSMs) 

constructed from 250 µs of unbiased 3SPN.2 simulations near 𝑇𝑚,𝑀𝐷 for each sequence as 

previously reported for WT and AP6 sequences in Chapter 6.33, 43 The change in the fraction of 

intact A:T and G:C base pairs (𝛥𝑛𝑏𝑝) is computed as a function of relaxation time at 𝑇𝑚,𝑀𝐷 after 

initiating the MSM kinetics with a population distribution obtained at 𝑇𝑚,𝑀𝐷–15°C to replicate the 

initial experimental T-jump ensemble. Relaxation traces in Figs. 7.7b show two to three kinetic 

components that correspond to terminal fraying (1 – 30 ns, 𝜏1), segment-dehybridization (50 – 500 

ns, 𝜏2), and complete strand dissociation (1 – 50 µs, 𝜏3). The MSM relaxation timescales are 

accelerated by ~1 order of magnitude relative to T-jump IR measurements, as previously reported 

for the 3SPN.2 model,45 and therefore we use the ratio between 𝜏3 and 𝜏2 (or 𝜏1 for GCGcore-

AP4) to compare simulation and experimental timescales. Experimental and simulated 𝜏3/𝜏2 

values show qualitative agreement and an increase from CGCcap-AP6 to CCends-AP4 to 

GCGcore-AP4, suggesting that 3SPN.2 accurately captures sequence-dependent variation in Δ𝐺𝑑2
‡  

(Fig. 7.8c). We also find correlation (R = 0.87) between the Δ𝐺𝑑2
‡

 and Δ𝐹𝑑2
‡

 from the FEPs in Fig. 

7.4a at 37 °C (Fig. 7.8d). The correlation between Δ𝐺𝑑2
‡

 and the calculated NN dehybridization 

free energy of the respective unbinding segment (Δ𝐺𝑁𝑁𝑠𝑒𝑔
° ) is substantially poorer (R = 0.69), 
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suggesting that both the dehybridization energy of the segment (Δ𝐺𝑑2) and its nucleation barrier 

(Δ𝐺ℎ2
‡

) significantly contribute to the sequence-dependence of Δ𝐺𝑑2
‡

.  

MSM relaxation profiles generally exhibit a lower segment-dehybridization response 

amplitude than in experiment, and negligible response is observed for CGCcap-AP4, 

CCends-AP6, and GCGcore-AP6 even though each sequence possesses a metastable segment-

dehybridized state (Figs. 7.4a and 7.7a). For each of these three sequences, we observe Δ𝐹𝑑2
‡

 to be 

larger than the free-energy barrier for dehybridization of the final base-pair segment (Δ𝐹𝑑1
‡

) at 

𝑇𝑚,𝑀𝐷 (Fig. 7.5). When Δ𝐹𝑑2
‡

 > Δ𝐹𝑑1
‡

, the waiting time to surpass Δ𝐹𝑑2
‡

 is the rate-limiting step for 

dehybridization, and we do not expect to observe a segment-dehybridization response in the 

T-jump kinetics. In contrast, we observe Δ𝐹𝑑2
‡

 ≤ Δ𝐹𝑑1
‡

 for sequences where there is a large 

amplitude segment-dehybridizaiton response (CCends-AP4, CGCcap-AP6, GCGcore-AP4). 

Segment-dehybridization is only observed experimentally for CGCcap-AP4 and CCends-AP6 at 

the few lowest measured temperatures, which may be explained by Δ𝐹𝑑2
‡

 increasing relative to 

Δ𝐹𝑑1
‡

 and surpassing it at higher temperatures (Fig. 7.5). The overall lower amplitude of 

segment-dehybridization response in simulations therefore suggests that the ratio of Δ𝐹𝑑2
‡

 to Δ𝐹𝑑1
‡

 

is generally overestimated, and as Δ𝐹𝑑2
‡

 is fairly correlated with Δ𝐺𝑑2
‡

, we suggest that 

sequence-dependent error in this ratio primarily arises from Δ𝐹𝑑1
‡

.  Error in Δ𝐹𝑑1
‡

 may stem from 

inaccurate modeling of base-pair and stacking interactions around the AP site for which 3SPN.2 

is not parametrized. Further, 3SPN.2 simulations tend to poorly predict sequence-dependent 

variation in the dehybridization barrier among canonical oligonucleotides.45  
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7.4 Contributions from non-canonical base pairing 

7.4.1 Out-of-register base pairing at near-terminal AP sites 

Figure 7.9 Partial dehybridization of CGCcap-AP2 observed with 2D IR. Normalized 

temperature-dependent change in two-dimensional infrared (2D IR) signals relative to the initial 

temperature, 1 − ∆𝑆(𝑇) = [𝑆(𝑇) − 𝑆(1℃)]/𝑆(1℃), at guanine (G) and adenine (A) ring 

vibrational bands for (a) CGCcap-AP2 and (b) CCend-AP2. Bottom sections of each panel show 

the fraction of intact G:C and A:T base pairs from 3SPN.2 MD simulations carried out at 8 – 9 

temperatures across the duplex melting transition. Base pairs were assigned using a radial cutoff 

of 0.7 nm. (c) 2D IR difference spectra of (top) low-temperature (1 to ~23-30 °C) and (bottom) 

high-temperature (~23-30 to 80 °C) changes. Spectra are plotted as the difference relative the 

maximum of the 1 °C, ∆𝑆(𝑇) = [𝑆(𝑇2) − 𝑆(𝑇1)]/𝑆(1℃). Contours are plotted with uniform 2.1% 

spacing. A and G ring mode regions are indicated for each sequence. Low-temperature fraying of 

the short segment is observed in experiment and simulation for CGCcap-AP2, yet not observed 

experimentally for CCend-AP2.  
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 The simulations presented in Fig. 4 suggest that the terminal base pair next to an AP2 site 

is highly frayed at physiological temperatures regardless of sequence, but our experiments indicate 

that the terminal base pair can stably bind in certain sequence contexts. As introduced in Fig. 7.6, 

Figure 7.10 Out-of-register base pairing in CCend-AP2. (a) NMR chemical shifts of cytosine 

H5 nuclei for CCend-WT (filled circles, solid lines) and CCend-AP2 (open circles, dashed lines) 

determined as a function of temperature from TOCSY measurements. The terminal cytosine (C1) 

shows low-temperature fraying in CCend-WT whereas the second cytosine (C2) signal primarily 

changes during duplex dissociation. C1 does not exhibit fraying CCend-AP2 and instead tracks 

duplex dissociation. (b) NOESY cross peaks between H5/H1′ nuclei and 5-methyl protons of 

thymine for CCend-AP2. Cross-peaks are observed between C1 and T3 (red boxes). (c) NOESY 

and TOCSY cross peaks between H6 and H5/H1ʹ (5.55 – 6.0 ppm). Cross-peaks (d) between 

H5/H1ʹ nuclei and 5-methyl protons and (e) between H6 and H5/H1ʹ are shown for CCend-WT. 

Orange boxes denote interbase cross-peaks while blue, red, cyan boxes correspond to intrabase 

thymine, C1, and C2 cross-peaks, respectively. Numerous cross-peaks between C1 and T3 in 

CCend-AP2 indicate out-of-register base pairing of C1 with G2. In CCend-WT, cross-peaks are 

instead observed between C2 and T3. 
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we monitor the temperature-dependence of G:C and A:T features in the IR spectrum to check for 

the presence of segment-dehybridization at temperatures well below 𝑇𝑚 in CGCcap-AP2 and 

CCend-AP2, a modified form of CCends with only a single CC terminus. Relative to FTIR, 2D IR 

temperature series are found to provide greater contrast between spectral changes arising from 

base-pair disruption and those giving rise to melting curve baselines.43 The A:T and G:C 

temperature profiles of WT sequences are essentially identical and suggest that duplex melting is 

nearly all-or-nothing (Fig. 7.9ab). CGCcap-AP2 shows a clear deviation from all-or-nothing 

behavior where G:C base-pair character is lost at temperatures 20-30 °C below A:T melting, likely 

corresponding to disruption of the terminal G:C base pair as predicted from 3SPN.2 MD 

simulations (Fig. 7.9a). CCend-AP2, a modified version of CCends with only a single CC 

terminus, exhibits concerted changes of G:C and A:T signatures and no indication of melting 

below 1 °C,43 suggesting that the terminal G:C base pair is stabilized relative to CGCcap-AP2.  

Comparison of partial-dehybridization signatures across our sequences corroborates 

thresholds for stable segment hybridization from 3SPN.2 simulations. The identical G:C and A:T 

melting behavior of CCends-AP4 indicates that the three base-pair segment, 5´-CCT-3´, remains 

hybridized with the rest of the duplex.43 In contrast, the 5´-TAT-3´ segment of GCGcore-AP4 

unbinds at temperatures well below the rest of the duplex. These observations support the 

sequence-dependent trends in Δ𝐹ℎ2 from 3SPN.2 MD simulations and confirm that the length 

threshold for stable binding (Δ𝐺ℎ2 < 0) of pure A:T segments is in the range of 4 – 7 base pairs at 

physiological temperatures while that for G:C segments is as low as 2 – 3 base pairs. The 

nucleation free-energy penalty for the second duplex segment is significantly lower than for the 
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initial duplex nucleation, therefore it is important to note that these values underestimate thresholds 

for stable hybridization of free duplexes and are most applicable for forming segments that are 

covalently linked to another bound segment.  

 The lack of partial dehybridization in CCend-AP2 suggests its terminal base pair is 

stabilized relative to the other sequences, and we used 1H NMR spectroscopy to further examine 

the dominant duplex configurations of CCend and CGCcap sequences. Melting profiles for 

individual G:C base pairs were extracted from the temperature-dependent chemical shift of 

cytosine H5 nuclei isolated using 1H-1H TOCSY temperature series (Fig. 7.10a).43 Interior 

cytosines (C2, C3) of CCend-WT and CGCcap-WT show sigmoidal transitions over the 

temperature range of the duplex melting transition measured with IR spectroscopy, but most of the 

frequency change in the terminal C1 H5 nuclei occurs at temperatures well below the melting 

transition. We assign the low-temperature behavior at C1 to fraying of the terminal base pair, 

which is further supported by the lack of such changes in GCGcore-WT where all cytosines are at 

the center of the duplex.43 The temperature-dependence of the C1 H5 frequency in CCend-AP2 

follows the duplex melting transition, suggesting that the terminal G:C base pair is intact and 

dissociates together with the rest of the duplex as indicated by 2D IR temperature series. The 1H-

1H NOESY spectrum reveals intense cross peaks between C1 and T3 nuclei, indicating that C1 is 

stacked with T3 in the duplex state and presumably base paired with G2 rather than G1 (Figs. 

7.10bc). This out-of-register base pairing creates a duplex with one stretch of base pairs, 

circumventing the nucleation penalty for forming a new segment. Similar out-of-register 

configurations have been proposed previously around AP sites.28, 46 In contrast, the temperature-

dependent cytosine H5 frequencies in CGCcap-AP2 indicate partial dehybridization of the G:C 
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cap more than 10 °C below the duplex melting transition. The TOCSY spectra of CGCcap-AP2 

also show additional cytosine peaks from 2 to 26 °C that suggest multiple slowly interconverting 

duplex configurations may be present at low temperature,43 yet the assignment of these structures 

are still unclear.   

Figure 7.11 Terminal base-pair configurations from all-atom MD simulations. (a) 

Free-energy surface from 20 × 1 μs all-atom MD simulations of CCend-AP2 using the AMBER-

bsc1 force field at 30 ˚C. The x-axis is the average separation between hydrogen-bonding atoms 

between C1 and G2 (out-of-register), and the y-axis is the average separation between those atoms 

in C1 and G1 (in-register). Snapshots of base pairs 1-3 from each free-energy minima are shown, 

and the population from a given minimum is determined from integrating over the marked 

rectangles. In agreement with experiment, C1 primarily base pairs out-of-register yet contains 

multiple free-energy minima with distinct base-pairing and stacking configurations. (b) Similar 

plot for CGCcap-AP2 indicating a rugged energy landscape with numerous non-canonical 

configurations.  
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All-atom MD simulations provide insight into the possible base-pairing and stacking 

configurations adopted by CCend-AP2 and CGCcap-AP2. Free-energy surfaces (FESs) 

constructed from 20 × 1 µs simulations indicate that each sequence adopts a variety of non-

canonical configurations that interconvert on sub-microsecond timescales (Fig. 7.11). 

Interpretation of the simulations results must be done with care since the AMBER-bsc1 force is 

not parameterized for AP sites. While we cannot anticipate accurate predictions of the relative 

stabilities of the various states, the predictions are nonetheless useful for identifying putative 

configurational states and their relative propensities to help interpret experimental measurements. 

Only 1% of CGCcap-AP2 configurations exhibit in-register base pairing between C1 and G1, and 

C1 instead prefers to stack with C3 and interact with C2. Similar for CCend-AP2, configurations 

with in-register base pairing between C1 and G1 only make up 0.4% of the population (Fig. 7.11a). 

The most populated states are those with C1 paired to G2 and the free deoxyribose group fully 

extrahelical (states B and C). State B (15.2%) is characterized by a Watson-Crick-Franklin (WCF) 

base pair between C1 and G2 with stacking of G1 over the base pair as often observed for duplexes 

with dangling ends.47  The C1 nucleotide rotates approximately 180° in state C (24.7%) and forms 

a base pair composed of two amino-imino hydrogen bonds, N3(C) to N2H(G) and N4H(C) to 

N3(G), and G1 stacks only with G2. This type of base pair has previously been observed for 

mononucleotides binding to RNA templates and in other folded RNA structures.48-49 Another 

common configuration involves C1 stacked between bases on the other strand (state D). State B is 

most consistent with the NOESY spectrum for CCend-AP2 because it is the only configuration 

where the H5 nuclei of C1 is close enough to the T3 methyl group (2.7 Å vs. 8.8 Å in state C and 

8-10 Å in state D) to enable significant dipolar coupling to produce an intense cross-peak. While 
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the NOESY data suggests a configuration like state B has the largest population experimentally, 

we cannot rule out the presence of states C and D as they interconvert with state B too quickly to 

be resolved as separate sets of NMR peaks. 

7.4.2 Out-of-register duplex configurations in repetitive sequences 

 The stability of the duplex for the repetitive T11 sequence can be affected by out-of-register 

base pairing, and 3SPN.2 MD simulations confirm the role of these configurations. Figure 7 shows 

duplex free-energy minima at 𝑛𝑏𝑝 = 10 for T11-WT, 𝑛𝑏𝑝 = 9 for T11-AP2, 𝑛𝑏𝑝 = 7 for T11-AP4, 

and 𝑛𝑏𝑝 = 5 for T11-AP6 corresponding to duplex configurations shifted by one, two, four, and 

six base-pair indices, respectively. The shifted configurations for T11-AP2 and T11-AP4 are the 

Figure 7.12 AP-site induced out-of-register base pairing in T11. (a) FEPs as a function of 𝑛𝑏𝑝 

for T11 sequences at 50 °C from 3SPN.2 MD simulations with WTMetaD. Representative 

structures show out-of-register shifted configurations at duplex free-energy minima. (b) 2D 

free-energy surfaces for (left) T11-WT and (right) T11-AP6 of the number of in-register base pairs 

vs. 𝑛𝑏𝑝. The free-energy minimum at 𝑛𝑏𝑝 = 5 for T11-AP6 corresponds to a completely 

out-of-register configuration.  
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dominant duplex species even at 𝑇𝑚,𝑀𝐷 − 20 °C, but the population of those for T11-WT and 

T11-AP6 grow with increasing temperature until the duplex fully dissociates (Figs. 7.12a). 

Relative to unbound segments of in-register segment-dehybridized configurations found in 

CGCcap, CCends, and GCGcore sequences, the single-strand overhangs of out-of-register 

configurations have greater conformational entropy and a lower electrostatic penalty that lead to 

enhanced stability of the duplex region.50  

 Out-of-register base pairing is commonly observed in coarse-grained MD simulations and 

statistical modeling of repetitive DNA oligonucleotides,36, 45, 51-53 yet it is challenging to verify the 

population of such configurations experimentally. The IR spectral features of in- and out-of-

register A:T base pairing are expected to be essentially identical, therefore our experimental data 

does not directly report on the presence of out-of-register base pairing. Additionally, the 

experimental temperature-dependent melting behavior of T11 sequences does not indicate a 

significant population of out-of-register configurations and suggest that 3SPN.2 simulations 

overestimate the thermodynamic stability of out-of-register configurations for T11 AP sequences. 

The probability of out-of-register hybridization pathways may be overestimated due to 

smoothening of the free-energy landscape generally induced by coarse-graining.54 The total 

change in adenine FTIR and 2D IR signal upon thermal dissociation is nearly constant in T11-WT 

and each AP sequence, suggesting each duplex contains a similar degree of A:T base pairing at 

lowest measured temperature in the duplex state.43 Further, 3SPN.2 predicts that partial 

dehybridization of T11-AP4 and T11-AP6 occurs at temperatures below 𝑇𝑚,𝑀𝐷, which broadens 
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the overall melting curve (reduces slope at 𝑇𝑚,𝑀𝐷 by 20% relative to T11-WT). However, only a 

6% reduction in the melting curve slope is observed experimentally.  

We also find that MSM and T-jump IR relaxation are insensitive to the kinetics of out-of-

register shifting (Figs. 7.13bc). Although a thermally-induced increase of the 𝑛𝑏𝑝 = 5 state is 

predicted for T11-AP6 and Δ𝐹𝑑2
‡

 < Δ𝐹𝑑1
‡

, the MSM relaxation timescale for shifting overlaps with 

full-strand dissociation (Fig. 7.13c), which was observed previously in similar canonical 

Figure 7.13 Testing for temperature-induced out-of-register shifting. (a) 

Temperature-dependent population profiles of duplexes with 𝑛𝑏𝑝 ranging from 0 to 11 for (top) 

T11-WT and (bottom) T11-AP6. The black dashed line corresponds to the total fraction of intact 

base pairs. (b) Normalized Δ𝑆(𝑡) time traces at 1605 cm-1 (A:T) plotted for the T11-WT and 

T11-AP6. T-jumps are performed from approximately 𝑇𝑚–15°C to 𝑇𝑚 for each sequence. Traces 

are shifted vertically with respect to one another, and dashed lines indicate respective baselines. 

Solid lines correspond to three-component fits from global lifetime analysis. (c) MSM T-jump 

simulations of the normalized change in A:T base pairs, Δ𝑛𝑏𝑝(𝑡), using the same method as in 

Fig. 7.6b. Due to overlapping timescales for partial dehybridization to the out-of-register 𝑛𝑏𝑝 = 5 

state and full-strand dissociation, only a single dehybridization kinetic component is observed in 

the relaxation profiles. 
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oligonucleotides.45 Shifting from the 𝑛𝑏𝑝 = 10 to 𝑛𝑏𝑝 = 5 state first entails breaking of all in-register 

contacts followed by the formation of five out-of-register base pairs. The barrier height for shifting 

is likely much larger than indicated by Δ𝐹𝑑2
‡

 in Fig. 7.12a, and 𝑛𝑏𝑝 is a poor coordinate to describe 

the shifting transition. As a result, no partial-dehybridization response is observed in MSM 

relaxation profiles. Similarly, T-jump IR measurements only show responses for terminal fraying 

and full-strand dissociation and cannot indicate nor rule out a role of out-of-register base pairing 

in these sequences (Fig. 7.12b).  

7.5 Conclusions 

 Our study reveals molecular details underpinning the position-dependent duplex 

destabilization from an AP site within DNA oligonucleotides by combining temperature-

dependent IR and NMR spectroscopy, T-jump IR kinetics, and coarse-grained MD simulations. 

An AP site destabilizes the duplex through a loss of stacking and base-pairing interactions that 

disrupt cooperative base pairing and introduce a free-energy barrier for nucleating base-pair 

segments on each side of the AP site. This nucleation barrier leads to a position-dependent duplex 

destabilization from the AP site. Experiments and simulations show that the nucleation barrier 

promotes fraying of the weak segment when the AP site is near the termini. As the AP site moves 

inward by three to six base-pair sites, the short segment has enough stability to bind, and the frayed 

configuration becomes metastable as observed in T-jump measurements. At this position, the 

nucleation barrier is fully encompassed into the duplex and the AP site is maximally destabilizing. 

The positions over which this transition occurs depends on the nucleobase sequence in the short 

segment and adjacent to the AP site, which leads to poor prediction of duplex destabilization by 
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the NN model even at a fixed AP-site position. While the transition occurs at short-segment lengths 

of two to five base pairs depending on the G:C content of the segment, certain short-segment 

sequences may be able to circumvent the nucleation barrier by forming base pairs out-of-register 

as found experimentally for CCends-AP2.  

 This work has focused on AP sites, yet there are numerous non-canonical base pairs, 

nucleobase modifications, and damaged-induced lesions that impart a comparable energetic 

penalty to duplex formation (∆Δ𝐺ℎ37
°  = 5-20 kJ/mol).8, 13, 55-56 Although they alter local 

base-pairing and stacking interactions in different ways, such modifications and non-canonical 

base pairs may disrupt base-pairing cooperativity and follow a position-dependence similar to an 

AP site. For example, base-pair mismatches impose a sequence-dependent free-energy penalty to 

duplex formation that follows a similar position-dependence as for AP sites.8, 19-20 Greater 

reduction in duplex stability occurs as the mismatch moves inward 3 – 4 base pairs from the 

termini. While the base-pairing geometry of mismatches is highly sequence-dependent, the ‘defect 

penalty’ used to model their behavior is essentially the same as the nucleation penalty described 

in our work and supports that the position-dependent thermodynamic and dynamic consequences 

from destabilizing modifications may be similar to what we find for AP sites.  
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Appendix 7.A Two-stretch helix-coil model  

To gain insight into the sequence-dependent melting behavior of DNA duplexes containing 

an AP site, we need to go beyond to the two-state thermodynamic description of DNA 

hybridization and assess the characteristics of the duplex state. Along this line, we employ a 

cooperative helix-coil transition model based on the perfect-matching helix-coil models of Poland 

and Scheraga and others.37-38 Helix-coil models describe the statistics of base pairing in the DNA 

duplex and have been extended for improved prediction of DNA melting behavior.57 Base-pairing 

thermodynamics are primarily described by a nucleation parameter (σ) that contains the statistical 

weight for forming the first base pair in an unbound region as well as an equilibrium constant (s) 

for each base pairing formation step adjacent to an already formed base pair. 

int, /iG RT

is e


                                                           (7.A1) 

nuc, /iG RT

i e


                                                        (7.A2) 

∆𝐺𝑖𝑛𝑡
°  and ∆𝐺𝑛𝑢𝑐

°  are the free energies changes for base-pair formation and nucleating a stretch of 

base pairs. To fully account for DNA sequence effects, s and σ will be different for each base-pair 

site i within the duplex.  
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7.A1 Duplex melting without an AP site 

The most general form of the base-pairing partition function, 𝑍𝑖𝑛𝑡,𝐷, describes the statistics 

of base pairing configurations for a duplex with N possible base pairs and accounts for all possible 

dissociation bubble configurations: 
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                                                (7.A3) 

For a given number of intact base pairs, 𝑛𝑏𝑝, there are base-pairing configurations with variable 

number of continuous base-pairing stretches, 𝜈, that depend on 𝑛𝑏𝑝 and N and the maximum 

number of possible base-pair stretches (𝜈𝑚𝑎𝑥).  The energy of a given microstate is determined by 

products of s across each intact base pair site, j, and σ across each stretch nucleation site, ℓ. While 

eq. 7.A3 accounts for all possible base-pair configurations, it is too general to be of practical use 

and can be significantly simplified by making a couple of key assumptions. First, we assume that 

the thermodynamics of the duplex-to-single-strand transition can largely be captured by a single s 

parameter, 〈𝑠〉, that is an average over all in-register base-pairing interactions, and that σ is 

independent of base-pairing position. In practice, 〈𝑠〉 is computed from the average 

nearest-neighbor (NN) free-energy parameter across the sequence.  
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In eq. 7.A4, Δ𝐻𝑁𝑁
°

 and Δ𝑆𝑁𝑁
°  come from Santa Lucia’s NN parameters for duplex DNA with a 

correction for counterion concentration.7, 58 The use of a single average s will partially account for 

sequence-dependent behavior of full dissociation, but it cannot properly capture pre-melting 

effects such as terminal fraying. The simplified form of 𝑍𝑖𝑛𝑡,𝐷 with 〈𝑠〉 and site-independent 𝜎 is:  
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                                     (7.A5) 

In eq. 7.A5, a degeneracy term, W, corresponds to the number of microstates with given values of 

N, 𝑛𝑏𝑝, and ν. Eq. 7.A5 can be further simplified by neglecting microstates with multiple stretches 

of base pairs. The entropic penalty of forming short loops of dissociated base pairs makes 

configurations with multiple base pairing stretches highly unfavorable in short canonical 

sequences like those studied in this work (N = 11). Previous statistical models and simulations 

have observed negligible population of configurations with loops in short canonical sequences,40, 

45, 52 and experiments have indicated that a minimum of ~20 A:T base pairs flanked by G:C regions 

are needed to generate non-negligible bubble populations.59 Therefore, we limit 𝑍𝑖𝑛𝑡,𝐷 to only 

consider single stretch configurations (ν = 1) with in-register base pairing.37-38, 60 For a single base-

pairing stretch, the degeneracy factor, W, is simplified to 𝑁 − 𝑛𝑏𝑝+1.  
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𝜅 is an entropic correction factor that is used to shift the calculated 𝑇𝑚 for WT sequences to match 

experimental values. The choice of 𝜅 will depend on σ. From 𝑍𝑖𝑛𝑡,𝐷, the average fraction of intact 

base pairs per duplex (𝜃𝑖𝑛𝑡) can be determined. 
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ln DZs

N s






                                                  (7.A7) 

Short duplexes typically undergo full-strand dissociation at temperatures below the point 

at which 𝜃𝑖𝑛𝑡 ~ 0 due to non-negligible contributions from the external partition functions (𝑍𝑒𝑥𝑡,𝑖) 

of the single-strand and duplex species. The dissociation equilibrium constant (𝐾𝑑) defined in 

Appendix 6.A can be re-cast in terms 𝑍𝑒𝑥𝑡,𝑖 and 𝑍𝑖𝑛𝑡,𝑖 for the single-strands and duplex. 
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𝑁𝑆1 and 𝑁𝑆2 are the number of each single-strand molecules in solution. The external partition 

functions account for the greater translational entropy in the single-strand state compared to the 

duplex as well as the increased stability of the duplex as 𝑐𝑡𝑜𝑡 increases.  Similar to a lattice gas 

model,37 we calculate the external partition functions using the number of possible ways to arrange 

single-strand and duplex DNA molecules on a 3D lattice. The volume of a single lattice site (𝑉𝑠𝑠) 

is set to that of a single-strand molecule where 𝑉𝑠𝑠 = 4πRG
3/3. We use RG = 1.47 nm for N = 11 and 

[Na+] = 600 mM based on the experimentally determined length and ionic strength scaling 

relationships for the radius of gyration (RG) of single-strand DNA.61 We neglect any minor 

sequence-dependence to RG and use the same value of 𝑉𝑠𝑠 for all oligonucleotides in this work. 
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𝑍𝑒𝑥𝑡,𝑆1 and 𝑍𝑒𝑥𝑡,𝑆2 are determined from the number of ways of placing NS1/S2 single-strand 

molecules on a 3D lattice with 𝑀 sites, which in the dilute limit (𝑁𝑆1/𝑆2 << 𝑀) is: 

1/ 2

, 1/ 2

1/ 2 !

S SN

ext S S

S S

M
Z

N
   when  NS1/S2 << M                                     (7.A9) 

𝑀 is defined by 𝑀 =  𝑉/𝑉𝑠𝑠 where 𝑉 is the total system volume. Duplexes are defined when a 

single-strand occupies any of the 6 lattice sites adjacent to another single strand. 𝑍𝑒𝑥𝑡,𝐷 then 

corresponds to the number of ways to arrange the number of duplexed oligonucleotides, 𝑁𝐷, on 𝑀 

lattice sites where 𝑁𝐷 are restricted to the 6 adjacent sites around an already occupied site.  
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Z

N
   when  ND << M                                           (7.A10) 

We can put the external partition functions in terms of known parameters by first determining the 

chemical potential (𝜇) of each species i.  

 ,ln /i B tot i ik T Z N      where 
, , int,

iN

tot i ext i iZ Z Z                              (7.A11) 

Combining eq. 7.A11 with the equilibrium definition 1 2S S D    , the following relation can 

be derived. 
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Using eq. 7.A12 and relating the number of molecules in the system to concentration, 

 i AN i V  , we can re-express 𝐾𝑑 (eq. 7.A8). 
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NA is Avogadro’s constant and 𝑐° is the standard state concentration of 1 M. Our treatment of the 

internal partition functions exclusively consider base pairing configurations, therefore 𝑍𝑖𝑛𝑡,𝑆1 and 

𝑍𝑖𝑛𝑡,𝑆2 each have a statistical weight of 1 relative to 𝑍𝑖𝑛𝑡,𝐷 and eq. 7.A13 can be further simplified. 
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Just as for the two-state thermodynamic model described in Appendix 6.A, the fraction of 

oligonucleotide strands in the duplex state (𝜃𝑒𝑥𝑡) is determined by 𝐾𝑑 and 𝑐𝑡𝑜𝑡 . 
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Eqs. 7.A14 and 7.A15 can be combined to give an expression for 𝜃𝑒𝑥𝑡 in terms of 𝑍𝑖𝑛𝑡,𝐷. 
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7.A.2 Duplex melting with an AP site 

Our helix-coil model of DNA duplexes containing an AP site is illustrated in Fig. 7.2. We 

model the AP site as a defect in the duplex that splits base pairing into two possible stretches of 

length N1 and N2, where N1 + N2 = N ‒ 1. For simplicity, each stretch is considered independent 

and contains its own 〈𝑠〉 and σ parameters. The 〈𝑠〉 parameter for each stretch is determined from 

average NN parameters across each stretch.7  
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 j = 1,2 when Nj > 1               (7.A17a) 
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When a stretch has only a single base pair (N1 or N2 = 1), 〈𝑠〉 is approximated by the NN parameter 

for a single dinucleotide step.  By the design of 〈𝑠〉, then, 𝑍𝑖𝑛𝑡,𝐷 can be described as a product of 

internal partition functions for stretches 1 and 2. 
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int, int, 1 int, 2D D DZ Z Z                                                     (7.A18c) 

The form of 𝜃𝑖𝑛𝑡 is split into a term for each stretch while 𝜃𝑒𝑥𝑡  still follows eq. 7.A15. 
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                              (7.A19) 

A key effect of splitting the duplex into two stretches is that the total number of possible 

base-pairing arrangements (𝑊𝑡𝑜𝑡) is reduced. For a single base-pairing stretch, 𝑊𝑡𝑜𝑡 is determined 

from the sum over 𝑊 in eq. 7.A6. 
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For sequences containing an AP site, 𝑊𝑡𝑜𝑡 is computed from the number of possible base-pairing 

configurations in each stretch.  
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Figure 7.A1 Melting profiles from two-stretch helix-coil model. (a) External (𝜽𝒆𝒙𝒕, dashed 

line), internal (𝜃𝑖𝑛𝑡, light solid line) and total base-pair (𝜃𝑡𝑜𝑡  = 𝜃𝑖𝑛𝑡𝜃𝑒𝑥𝑡, dark solid line) melting 

curves from eqs. 7.A7, 7.A16, 7.A19. A single nucleation parameter (𝜎 = 𝜎1 = 𝜎2) of 10-4 was used 

for each sequence. An entropic scaling factor (κ) of 2.1, 2.3, 2.3, 2.6 was applied to T11, CGCcap, 

CCends, and GCGcore sequences, respectively, to match the WT sequence 𝑇𝑚 to the experimental 

value. (b) Number of possible in-register base-pairing configurations (𝑊𝑡𝑜𝑡) as a function of 

AP-site position from eqs. 7.A20 and 7.A21. The dashed line indicates 𝑊𝑡𝑜𝑡 for the WT duplex. 

𝑊𝑡𝑜𝑡 decreases as an AP site is shifted further from the duplex termini. The free-energy penalty 

for the reduction in 𝑊𝑡𝑜𝑡  at 37 °C, ∆𝐺𝑊,37
° = −𝑅𝑇𝑙𝑛(𝑊𝑡𝑜𝑡,𝐴𝑃/𝑊𝑡𝑜𝑡,𝑊𝑇), is shown in blue. 
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7.A.3 Base-pairing probability distributions and free-energy profiles 

 The probability distribution across 𝑛𝑏𝑝 can be determined for WT sequences using the 

statistical weight for a given 𝑛𝑏𝑝 divided by the internal partition function. The probability of 

having 𝑛𝑏𝑝 base pairs is scaled by 𝜃𝑒𝑥𝑡 to account for full-strand dissociation.  
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Figure 7.A2 Probability distributions and free-energy profiles from two-stretch helix-coil 

model. (a) Probability distributions as a function of the number of intact base pairs (𝑛𝑏𝑝) at 37 °C 

determined from the helix-coil model (eqs. 7.A.22 and 7.A.23). 𝜎, 𝜎1, and 𝜎2 were set to 10-4 for 

all sequences and κ was set to 2.1, 2.3, 2.3, and 2.6 for T11, CGCcap, CCends, and GCGcore 

sequences, respectively. (b) Free-energy profiles determined from the probability distributions (P) 

in (a) by −𝑅𝑇𝑙𝑛(𝑃), where R is the ideal gas constant. 
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In section 7.A2, sequences containing an AP site were described in terms of independent stretches 

with 𝑛𝑏𝑝.1 and 𝑛𝑏𝑝,2 base pairs. To determine the probability distribution across 𝑛𝑏𝑝 = 𝑛𝑏𝑝,1 +𝑛𝑏𝑝,2 

(Fig. 7.A2), we take into account all possible combinations of 𝑛𝑏𝑝,1 and 𝑛𝑏𝑝,2 that sum to 𝑛𝑏𝑝. 
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Appendix 7.B Two-state kinetics of hybridization 

The temperature-dependence of the T-jump response during 𝜏3 (Fig. 7.B1) provides insight 

into how an AP-site alters the kinetics of duplex dissociation and association. Dissociation (𝑘𝑑) 

and hybridization (𝑘ℎ) rate constants were derived by applying a two-state relaxation kinetics 

model to the observed rates (1/𝜏3) (eq. 7.B1, Appendix 3.A). FTIR melting curves (Figs. 7.1 and 

7.3) were used to determine single-strand concentrations ([S1] and [S2]) and the dissociation 

constant (𝐾𝑑) at each 𝑇𝑓.62 

    3 1 21/
f f

d h T T
k k S S                                                 (7.B1) 

Figure 7.B1 Rate of 𝝉𝟑 response from T-jump IR data. Observed rates for full-duplex 

dissociation (1/𝝉𝟑) determined from global lifetime fitting of the t-HDVE data as a function of 𝑇𝑓. 

Vertical error bars indicate 95% confidence intervals from global fits and horizontal error bars 

correspond to the measured standard deviation in T-jump magnitude. 
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Although many of the AP4 and AP6 sequences exhibit three-state relaxation kinetics overall, we 

can still apply a two-state treatment to 1/𝜏3. In this case, reports on the average dehybridization 

kinetics between the duplex ensemble after terminal fraying and segment-dehybridization during  

𝜏1 and 𝜏2 and the single-strand ensemble. The temperature-dependence of 𝑘𝑑 and 𝑘ℎ (Fig. 7.B2) 

can be described by a Kramers-like expression in the high-friction limit to extract enthalpic (Δ𝐻‡) 

and entropic (Δ𝑆‡) barriers where the temperature-dependence of the D2O solvent viscosity (𝜂) is 

taken into account.63 
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In eq. 7.B3, we assume a transmission coefficient of 1, yet the true value is likely much smaller.64 

Overestimating the transmission coefficient leads to a reduction in Δ𝑆‡ and therefore an increase 

in free-energy barrier (Δ𝐺‡) for both dehybridization and hybridization. However, assuming the 

transmission coefficient or speed limit of dehybridization and hybridization are independent of 

sequence, the relative trends of Δ𝑆‡ and Δ𝐺‡ across sequence and AP-site position are still 

informative.  

Consistent with previous studies, we find a large enthalpic dehybridization barrier (Δ𝐻𝑑
‡
 

>150 kJ/mol, Fig. 7.B2) for all sequences. Incorporation of an AP site has a negligible effect or 

reduces Δ𝐻𝑑
‡
 by as much as 120 kJ/mol (∆Δ𝐻𝑑

‡
). Δ𝐺𝑑37

‡
 and Δ𝐺𝑑37

°  are well correlated with a 
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Pearson correlation coefficient (R) of 0.98 and a slope of 0.90 ± 0.08 (Fig. 7.B2e). Slopes of Δ𝐺𝑑37
‡

 

vs. Δ𝐺𝑑37
°  near 1 have been observed across canonical oligonucleotides of various sequence or 

environmental conditions,65-66 which suggests that the change in Δ𝐺𝑑37
‡

 is primarily due to 

destabilization of the duplex rather than a change in transition state energy. In contrast, the 

hybridization free-energy barrier (Δ𝐺ℎ37
‡

) shows a poor correlation with Δ𝐺𝑑37
°  (R = 0.35) and a 

slope of -0.10 ± 0.08. Δ𝐺ℎ37
‡

 only varies by ~6 kJ/mol across all sequences, such that all values are 

within the error of each other. Δ𝐺ℎ37
‡

 is generally more weakly dependent on sequence or 

modification than Δ𝐺𝑑37
‡

,11, 67 but has been shown to increase slightly from an AP site.68 Most of 

our T-jump measurements are performed at temperatures where 𝑘𝑑 dominates 1/𝜏3 such that our 

determination of 𝑘ℎ is rather indirect and model-dependent. Therefore, a more direct measurement 

of 𝑘ℎ  is required to accurately assess small changes from an AP site. 
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Figure 7.B2 Kinetics of hybridization and dehybridization. (a) Temperature-dependence of 

dehybridization (𝑘𝑑, filled circles) and hybridization (𝑘ℎ, open circles) rate constants determined 

from two-state analysis of (1/𝜏3, Fig. 7.B1). Temperature-trends are fit to eq. 7.B3 (solid and 

dashed lines). Vertical error bars indicate 95% confidence intervals propagated from global fits 

and FTIR melting curves and horizontal error bars correspond to the measured standard deviation 

in T-jump magnitude. Change relative to WT sequence in (b) enthalpic (∆∆𝐻𝑑
‡
), (c) entropic 

(∆∆𝑆𝑑
‡
), and (d) dehybridization free-energy barrier at 37 °C (∆∆𝐺𝑑,37

‡
) extracted from fits to eq. 

7.B3 in (a). Error bars correspond to 95% confidence intervals from fit. (e) Scatter plots for 

∆∆𝐺𝑑,37
°  vs. ∆𝐺𝑑,37

‡
 (closed circles) and ∆𝐺𝑑,37

°  vs. the free-energy hybridization barrier (∆𝐺ℎ,37
‡

, 

open circles) for all sequences with linear fits (black solid lines).   
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Chapter 8 

Disruption of base-pairing cooperativity from cytosine 

modifications and protonation 

The material in this chapter is adapted from: 

Ashwood, B.; Sanstead, P. J.; Dai. Q.; He. C.; Tokmakoff, A. 5-Carboxylcytosine and Cytosine 

Protonation Distinctly Alter the Stability and Dehybridization Dynamics of the DNA Duplex. J. 

Phys. Chem. B 2020, 124, 627-640. 

Copyright 2020 American Chemical Society 

 

8.1 Introduction  

 As introduced in Chapter 1, the physical properties of nucleic acids are highly sensitive to 

environmental factors such as temperature,1 counterions,2-3 and pH.4-5  In particular, pH effects can 

greatly impact nucleic acids through direct protonation or deprotonation of specific nucleobase 

sites, leading to changes in secondary structure5-7 and duplex dissociation.4, 8 Even before the 

determination of DNA’s double helical structure,9-10 it had been shown that polymeric DNA 

dissociates under alkaline and acidic conditions.11 Since then, many details related to the identities 

of protonated species, conformational changes, and their thermodynamic impact on the DNA 

duplex have been investigated.4-5, 12-13 It has been demonstrated that the thermal melting 

temperature of DNA is greatly reduced under acidic conditions and largely stems from 

perturbations to G:C base pairing.5, 14-15 As a result, the degree of protonation tolerated in dsDNA 

and its thermodynamic impact is highly-dependent on the level of G:C content.  

In general, the pH-dependent properties of nucleic acids observed in biology are driven by 

protonation at the N3 position (Fig. 8.1) of cytosine (C) due to its relatively high and tunable pKa 



Chapter 8. Disruption of base-pairing cooperativity from cytosine modifications and protonation 

 

370 
 

compared to other protonatable bases.6 In addition to initiating mismatches and G:C Hoogsteen 

base pairs,16 N3 protonation drives the formation of C quadruplex structures known as intercalated 

motifs (i-motifs).6 Recently, i-motif structures have been observed in vivo, particularly in human 

promoter regions, suggesting that they may play a significant role in gene regulation.17  

 

 While N3 protonation of C is correlated to most pH-induced function of canonical nucleic 

acids, numerous modified nucleobases exist in vivo that have unique pH-dependent properties. For 

example, 5-bromination lowers the pKa of uracil from ~10 to ~8,18 allowing for significant N3 

deprotonation under physiological conditions that may facilitate damage to nucleic acids.19 More 

recently, cytosine derivatives involved in the active DNA demethylation pathway, where 

5-methylcytosine (mC) is sequentially oxidized to 5-hydroxymethylcytosine (hmC), 

5-formylcytosine (fC), and 5-carboxylcytosine (caC),20-21 have been discovered in mammals. In 

this context fC and caC are selectively excised by thymine DNA glycosylase (TDG) to give an 

abasic site which is repaired with C by base excision repair to complete the demethylation cycle. 

Neither mC nor hmC are associated with significant shifts in N3 pKa (pKa,N3). In contrast, fC 

exhibits a reduced pKa,N3 of 2.4 but shows no pH-dependence in its excision activity, while caC 

Figure 8.1 Chemical structure of X:G Watson-Crick-Franklin base pair. X corresponds to 

cytosine (C) or 5-carboxylcytosine (caC). Titratable groups for C and caC are shown with their 

respective pKa values for the isolated nucleoside in solution.38  
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has two titratable groups with pKa values of 2.1-2.4 (pKa,N3) and 4.2-4.8 (C5-COO-, pKa,COO
-),22-23 

and shows accelerated excision under mildly acidic conditions.22, 24 The pH-dependent behavior 

of the caC nucleobase stands out among the epigenetic cytosine derivatives since it has a pKa in a 

similar range to C, but the titratable group associated with this protonation is the exocyclic 

carboxyl group rather than N3. While addition of a proton at N3 occupies a hydrogen bond 

acceptor site that blocks the formation of a Watson-Crick-Franklin (WCF) base pair (Fig. 8.1), 

protonation of the exocyclic carboxyl group situated in the major groove would appear less 

perturbative, but could nevertheless lead to unique pH-dependent thermodynamic or kinetic effects 

in modified dsDNA.  

In nucleic acid nanotechnology, the sensitivity of DNA to C protonation has motivated the 

design of numerous pH-driven nanodevices.25-26 In particular, the formation of i-motif and DNA 

triple helices in C- and CG-rich sequences, respectively, require C protonation and offer tunability 

of nucleic acid secondary structure.6, 25 These secondary structures are highly sensitive to sequence 

composition and environmental factors, promoting shifts pKa,N3 of by >1 units.6 Such shifts allow 

for the construction of uniquely pH-sensitive DNA tools for a variety of applications. For example, 

pH-driven conformational switches have been used to enhance the location specificity of drug-

delivery agents,27 increase control over DNA strand displacement equilibria,28 and develop sensors 

to map the pH of biological environments.29 While C N3 protonation is the primary mechanism 

behind these pH-devices, more recent work has demonstrated enhanced tunability through the 

incorporation of modified nucleobases.30-32 In particular, substitution of C to caC has been shown 

to destabilize i-motif formation in many sequences with high sensitivity to the position of 

modification as well as destabilize DNA triplex formation under physiological conditions.32-33 
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Destabilization of each type of structure is most likely due to the reduction in pKa,N3 upon 

5-carboxylation. However, the dynamic properties, such as folding rate and mechanism, of pH-

driven devices are also essential to their function. As has been shown for 5-bromocytidine,30 caC 

may be able to tune specific aspects of i-motif folding or DNA triplex association dynamics 

important for nanotechnology. 

The pH-dependent properties of canonical and modified DNA utilized in biology and 

nanotechnology are determined by the impact of nucleobase protonation on local and global 

base-pairing properties. Therefore, a detailed understanding of the pH-dependence of 

hybridization thermodynamics, kinetics, and structural dynamics is warranted. The incorporation 

of caC may lead to unique pH-dependences in these properties compared to canonical DNA that 

are nevertheless tunable over the same pH range due to the fact that pKa,COO
- is similar to pKa,N3 in 

C, the 5-position is oriented in the major groove, and protonation of the exocyclic carboxyl group 

may not directly disturb caC:G base pairing. So far, the biophysical impact of caC has primarily 

been studied at neutral pH, showing only minor perturbations to double-stranded DNA.33-36 

However, the protonated carboxyl group is much more electron-withdrawing,37 leading to a 

reduction in pKa,N3 of caC proposed weakening of G:caC base pairing.38 Additionally, simulations 

have suggested that 5-carboxyl protonation may tune local solvation and increase local base-pair 

fluctuations.36  

Despite interest in the pH-dependent properties of C and caC, a detailed understanding of 

nucleobase protonation on duplex dissociation, particularly the kinetics and base-pairing dynamics 

involved in the process, remains incomplete. Here, we characterize the role of 5-carboxyl and N3 
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protonation on DNA duplex thermodynamics and dehybridization dynamics of a ten-nucleotide 

sequence using FTIR and temperature-jump infrared (IR) spectroscopy. The mid-IR spectrum of 

nucleic acids is sensitive to nucleobase-specific changes in base pairing and protonation,38-41 

making IR spectroscopy particularly useful for the study of pH-dependent hybridization of DNA. 

We demonstrate that N3 protonation of C drastically shifts the duplex/single-strand equilibrium 

and reduces the barrier to dissociation without significantly impacting the hybridization transition 

state energy. In contrast, caC-modified dsDNA can handle essentially complete protonation of the 

5-carboxyl sites without significantly shifting the duplex-to-single-strand transition. Instead, 

5-carboxyl protonation leads to highly sloped melting curve baselines that are interpreted as a 

reduction in the internal base pairing within duplexes. Protonation of caC still leads to a large 

reduction in the dissociation barrier, but, in contrast to N3 protonation of C, does so through 

lowering the transition state free energy rather than destabilizing the duplex state. Our results 

demonstrate that caC and C impart distinct pH-dependent properties onto dsDNA, providing 

insight into the biological function of these protonation events as well as their potential utility in 

nucleic acid nanotechnology.  

8.2 pH-dependent duplex melting of oligonucleotides with C or caC 

 Figure 8.2 shows FTIR temperature series of the sequence 5′-TAXGXGXGTA-3′, with 

X = caC or X = C, prepared at pH* 6.8 and 3.7 and ranging from 3 to 97 °C in ~4.5 °C steps. The 

solution pD is 0.44 greater than the measured pH*,42 so the deuteron concentration at pH* 6.8 

corresponds to standard physiological values. The in-plane ring vibrations, carbonyl stretches, 
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and -ND2 bends of the nucleobases absorb in the 1500-1750 cm-1 frequency range and each base 

contributes a unique vibrational fingerprint to the oligonucleotide spectrum.39, 43-44  

 

Figure 8.2 Influence of C and caC protonation on duplex melting. (a) FTIR temperature series 

of 5′-TAXGXGXGTA-3′ for (top) X = caC and (bottom) X = C prepared at pH* 6.8 and pH* 3.7 

from 3 to 97 °C. Samples are prepared at an oligonucleotide concentration of 1 mM in 20 mM SPB 

with 16 mM NaCl and adjusted to the reported pH* with the addition of DCl. Colored windows 

indicate in-plane nucleobase vibration contributions to each frequency region with the degree of 

contribution decreasing from top to bottom within a region. (b) Normalized 2nd components from 

singular value decomposition (SVD) across FTIR temperature series from pH* 6.8 to 3.5.  

At pH* 6.8 and 3 °C, both sequences exist overwhelmingly as duplexed DNA. The 

corresponding spectra of these XG-rich duplexes (Fig. 8.2) appear similar to one another, although 

the carboxyl group of caC mixes strongly with the in-plane base vibrations and produces an 

additional absorption near 1570 cm-1.38 As the temperature increases, the spectrum in this 

frequency range is reshaped significantly and several prominent changes are indicative of 
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dehybridization. Below 1600 cm-1, the spectrum is dominated by G ring mode absorptions whose 

intensity increases as X:G base pairing is disrupted. A similar increase corresponding to A ring 

mode absorption is observed near 1625 cm-1. At higher frequencies, the spectrum is congested with 

multiple overlapping peaks, with the growth in intensity near 1665 cm-1 corresponding to T, X, 

and G carbonyl absorptions. The increase due to G at this frequency is accompanied by a drop in 

absorption near 1685 cm-1 since this G carbonyl mode is shifted 20 cm-1 when engaged in a WCF 

base pair. The highest frequency T carbonyl at 1690 cm-1 can also contribute to this intensity 

reduction upon the loss of T:A base pairing. 

Reducing the pH* of the oligonucleotide solution significantly alters the FTIR spectrum, 

particularly at low temperature, as evident through comparison of the pH* 6.8 and pH* 3.7 spectra 

in Fig. 8.2. FTIR spectra measured at intermediate pH* points at both low and high temperature 

are shown in Fig. 8.3. When X = caC, a loss in absorbance is observed near 1575 and 1625 cm-1 

as well as a shift of the 1650 cm-1 feature to higher frequency and gain at 1700 cm-1. These spectral 

changes are consistent with the pH*-dependent FTIR spectra of 2′-deoxy-5′-carboxylcytidine 

(dcaC) (Fig. 8.3). Therefore, we can assign the pH*-dependent changes of X = caC to protonation 

of the caC nucleobase. Adenosine (N1 pKa: 3.9-4.0) and guanosine (N7 pKa: 3.0-3.3) can also be 

protonated under acidic conditions,45-46 but comparison of the spectra in Fig. 8.2 against the 

pH-dependent FTIR spectra of these nucleoside monophosphates suggests there is little of these 

protonation events over the studied pH* range (Fig. 8.4). The FTIR spectra of X = caC additionally 

reveal a reduction in amplitude and shift of the 1685 cm-1 guanine mode to lower frequency as caC 

is protonated. The loss of this feature at neutral pH reports on DNA duplex dissociation, and is 

always accompanied by an increase in absorbance of the G peaks centered at 1575 and 1665 cm-1, 
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as discussed above. For X = caC, the absorption at 1575 cm-1 instead decreases in amplitude due 

to shifts in the caC ring vibration upon protonation, suggesting that the loss of the 1685 cm-1 feature 

at low temperature does not result from duplex dissociation. The frequency and amplitude of the 

1685 cm-1 peak is known to be sensitive to DNA conformation as well as the local base-pairing 

and stacking environment,39, 44, 47-48, therefore numerous factors  could be responsible for its 

modulation as discussed previously.49   

 

 

Figure 8.3 pH-dependent FTIR spectra of duplexes and nucleosides. (a) FTIR spectra of (top) 

X = caC and (bottom) X = C at 3 °C and 90 °C from pH* 6.8 to 3.5. (b) FTIR spectra of 2´-deoxy-

5-carboxylcytidine (dcaC, top) from pH* 7.1 to 3.4 and 2´-deoxycytidine (dC, bottom) from pH* 

6.2 to 2.7 at room temperature in D2O.  
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From pH* 6.8 to 3.5, X = C exhibits a shift in the 1650 cm-1 peak to higher frequency and 

growth of a band near 1700 cm-1 at low temperature (Fig. 8.2). Both of these spectral changes are 

consistent with pH*-dependent FTIR spectra of 2′-deoxycytidine (dC), suggesting N3 of C is 

protonated when X = C over this pH* range, in agreement with the reported pKa,N3 of 4.2-4.5.13, 23, 

38 The significant loss and gain at 1685 and 1660 cm-1, respectively, as well as the intensity gain 

at 1575 cm-1 also suggest changes to guanine either through protonation or a reduction in base 

pairing. The pKa of guanine’s N7 position (3 – 3.3) is much lower than pKa,N3 of C,45 and signatures 

of guanine protonation (Fig. 8.4) are not present in either the low or high-temperature oligomer 

spectra. Instead, the intensity changes in the guanine features must be attributed to the loss of G:C 

base pairing due to N3 protonation of C.  

Figure 8.4 FTIR spectra of protonated AMP and GMP. FTIR spectra of 2ʹ-deoxyguanosine 

5ʹ-monophosphate (GMP, left) at pH* 6.8 and 2.4 and 2ʹ-deoxyadenosine 5ʹ-monophosphate 

(AMP, right) at pH* 6.8 and 3.0. Samples were prepared at 3 mg/ml in deuterated 20 mM SPB 

with 16 mM NaCl.  
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To further characterize the pH*-dependent spectral changes from N3 protonation, we 

performed an FTIR titration of the X = C sequence from pH* 6.8 to 1.8 at 3 °C (Fig. 8.5a). Over 

this pH* range, the DNA duplex dissociates to single strands due to protonation of C, A, G, and 

the phosphate backbone. The spectral changes as the pH* of the solution decreases in Fig. 8.5a are 

dominated by features that indicate the loss of G:C base pairing coincident with N3 protonation of 

C, as assigned above. Evidence of N1 and N7 protonation of A and G, respectively, is only 

observed at the lowest pH* points sampled (Fig. 8.6). Therefore, the 2nd SVD component of the 

FTIR spectra across this pH* range should report on the N3 C protonation-driven duplex-to-single-

strand transition and can be used to estimate the fraction of intact duplexes at 3 °C as a function of 

pH*. When fit to a Henderson-Hasselbalch equation, the 2nd SVD component duplex-to-single-

strand and N3 protonation trend show an inflection point of 3.9 ± 0.1 that corresponds to the acid 

Figure 8.5 pH titration of X = C monitored with FTIR. (a) FTIR titration of X = C from pH* 

6.8 to 1.8 performed at 3 °C. Measurements were carried out using a flow cell constructed by Ram 

Itani. (b) 2nd SVD component of FTIR titration on X = C (orange) and X = caC (blue). The 2nd 

SVD component of X = C and X = caC are fit to eq. 8.A10 and eq. 8.A6, respectively, to extract 

the inflection point and degree of protonation in the duplex and single strand (Appendix 8.A). The 

error in pHm and pKa,COO
- represent the 95% confidence interval of the fit. (c) Protonated sites per 

duplex (χ) calculated for X = caC (blue) and X = C (orange) as a function of pH*.  
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denaturation melting point (pHm) of the duplex/single-strand equilibrium at 3 °C. In analogy to the 

melting temperature (𝑇𝑚) in thermal denaturation experiments, pHm corresponds to the pH where 

half of the possible duplex species are intact. The value of pHm for X = C is consistent with those 

previously measured for polymeric DNA.4  

 

 Our pH*-dependent FTIR measurements of X = C and X = caC may be used to estimate 

the number of protonated C and caC sites, respectively, per duplex (χ) as a function of pH*. For 

X = caC, an apparent pKa,COO
- of 5.1 is determined from SVD across pH* at 3 °C (Fig. 8.5). The 

apparent pKa,COO
- shows no measurable change from 3 to 97 °C,49 suggesting that pKa,COO

- of the 

X = caC duplex and single-strand are similar. Therefore, we assume that the 5-carboxyl 

protonation equilibrium for X = caC is identical in the duplex and single-strand and does not 

strongly depend on temperature. The small change in pKa,COO
- with temperature is consistent with 

Figure 8.6 Protonation of adenine in X = C. (Left) 2nd SVD component for FTIR titration of 

X = C over the frequency window 1600-1640 cm-1, which is dominated by changes in the adenine 

and cytosine ring modes. Data are fit to the Henderson-Hasselbalch equation (solid line). (Right) 

Number of protonated adenine sites per X = C strand as a function of pH* determined from the fit 

pKa. The apparent pKa for N1 adenine protonation is shifted more than 1 pH unit lower relative to 

AMP, suggesting that most protonation from pH* 3 – 4 occurs at cytosine N3 sites.   

 



Chapter 8. Disruption of base-pairing cooperativity from cytosine modifications and protonation 

 

380 
 

previous temperature-dependent measurements of nucleic acid protonation.50 Additionally, the 

X = caC sequence is assumed to be highly duplexed at low temperature across the pH* range 

studied here based on the spectroscopic signatures consistent with extensive caC:G base pairing 

observed at pH* 3.7 at 3 °C discussed above. The resulting degree of X = caC duplex protonation 

as a function of pH* is shown in Fig. 8.5c. The X = caC duplex is almost completely deprotonated 

at pH* 6.8 whereas an average of 5+ sites per duplex are protonated below pH* 4.4. Further details 

regarding our estimation of the degree of protonation are presented in Appendix 8.A. 

As discussed above, the pH*-induced duplex-to-single-strand transition in the X = C 

sequence appears to be driven by N3 protonation of C. The convolution of these two processes 

indicates that N3 protonation of C occurs over the same pH*-range as duplex denaturation, but it 

is not clear how protonation is distributed among duplex and single-strand species. Assuming the 

effective pKa,N3 and pHm at 3 °C are equivalent for X = C, the fraction of intact duplex species 

(𝜃𝑒𝑥𝑡) and degree of N3 protonation in the duplex and single-strand can be related as a function of 

pH* (Appendix 8.A). As shown in Fig. 8.5c, X = C is essentially only protonated when dissociated 

while the duplex cannot tolerate N3 protonation at even one site. This result may also be interpreted 

as a significant reduction of pKa,N3
 in the duplex relative to the single-strand,51 leading to a sharp 

decline in duplex fraction at pH* values where single-strand protonation becomes favorable.   

Having identified the spectroscopic signatures of dehybridization and nucleobase 

protonation, we can assess the pH* dependent melting behavior of the two model sequences. To 

take into account the global changes to the spectrum upon melting, SVD is performed on the FTIR 

temperature series at each pH* to determine a melting curve. The melting curves measured from 
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pH* 6.8 to 3.5 are shown in Fig. 8.2 for the X = caC and C sequences. While the two sequences 

have nearly identical melting profiles at pH* 6.8, they exhibit starkly different trends with 

decreasing pH*. The X = caC melting profile shows only minor shifts in the inflection point of the 

sigmoidal melting transition with descending pH*, but the low-temperature baseline slope steepens 

significantly under acidic conditions. In contrast, the melting transition of X = C shifts drastically 

to lower temperature and broadens as pH* is reduced. Baseline slopes are often observed in thermal 

melting curves and are attributed to factors such as evaporation, temperature-dependent changes 

in sample path length, or DNA base solvation.52-53 However, a comparison of spectral changes 

along the low-temperature baseline when X = caC (Fig. 8.7) reveals gains in intensity at 1575 and 

1660 cm-1, indicating the loss of G:C base pairing, at pH* 3.7 that are not observed under neutral 

conditions. This observation as well as the abnormally large changes in baseline slope with 

decreasing pH* when X = caC suggest that the low-temperature baseline is related to changes in 

base pairing and base stacking within the duplex state. Based on the pH* and temperature 

dependence of the mid-IR spectra, the pH* dependence of the melting curves, and the assignment 

of the extent of protonation in the duplex state, we conclude that there is distinct pH-dependent 

melting behavior due to divergent protonation events in C- and caC-containing duplexes. Whereas 

the X = C sequence protonates at N3 C over this pH* range and appears unable to tolerate 

protonation in the duplex state, the X = caC sequence protonates at the exocyclic 5-carboxyl group, 

resulting in a duplex much more robust to reductions in pH.   
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8.3 Influence of protonation on T-jump IR relaxation kinetics 

 In addition to equilibrium melting experiments, we employed transient temperature jump 

(T-jump) measurements to assess the kinetic and dynamic impact of nucleobase protonation in the 

X = C and caC oligonucleotides. The difference heterodyned dispersed vibrational echo (t-HDVE) 

spectrum,54 which can be interpreted similarly to a pump-probe difference spectrum, is used to 

track changes to the DNA ensemble at delays following the T-jump. Illustrative time traces tracked 

at the most intense difference feature of 1670 cm-1, which contains contributions from G:C and 

A:T base pairing, are shown for the X = C and caC sequences at pH* 6.8 and 3.7 in Fig. 8.8. For 

both sequences and at each pH*, three distinct timescales are observed: (1) a small amplitude rise 

within ~200 ns (𝜆𝑛𝑠), (2) a larger rise near ~100 μs (𝜆𝜇𝑠), and (3) decay of the difference signal 

due to thermal relaxation and re-hybridization in ~ 2 ms.  𝜆𝑛𝑠 is primarily assigned to fraying of 

the A:T termini while 𝜆𝜇𝑠 corresponds to the duplex-to-single-strand transition, which is supported 

Figure 8.7 FTIR spectral changes along the low-temperature baseline of X = caC. (a) FTIR 

temperature series of X = caC from 3 to 38 °C at pH* 6.8 and pH* 3.7. (b) Difference spectra 

between 38 and 3 °C.  
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by T-jump measurements of short DNA oligonucleotides in Chapter 6 as well as in previous 

reports.47, 55-57  

 

For each sequence and pH* condition, T-jump experiments were performed with a fixed 

jump magnitude (ΔT ≈15 °C) and varying initial temperature (𝑇𝑖) along the duplex-to-single-strand 

transition region (Fig. 8.8). Under neutral conditions, X = C and X = caC show similar 

temperature-dependent relaxation kinetics. In each case, 𝜆𝜇𝑠 increases exponentially with 

temperature, as observed in previous T-jump experiments of DNA dissociation.3, 55, 58-59 

Additionally, the magnitude of the 𝜆𝜇𝑠 response varies with the expected change in equilibrium 

Figure 8.8 T-jump IR spectroscopy of duplex dehybridization for X = C and X = caC. (a) 

Temperature ranges for T-jump experiments of (top) X = caC and (bottom) X = C along the 2nd 

SVD components from FTIR temperature series at pH* 6.8 and 3.7. (b) t-HDVE kinetic traces 

probed at 1670 cm-1 for each sequence and pH* 6.8 and 3.7 for the T-jump ranges marked in (a). 

Traces are presented as the percent change in signal relative to the spectrum maximum at 𝑇𝑖, Δ𝑆 =

[𝑆(𝑡) − 𝑆(𝑇𝑖)]/max[𝑆(𝑇𝑖)]. Data at intermediate pH* conditions were previously reported.49  
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base pairing between 𝑇𝑖 and 𝑇𝑓. In contrast to 𝜆𝜇𝑠, the temperature-dependence of 𝜆𝑛𝑠 is negligible 

within our experimental resolution. The magnitude of the 𝜆𝑛𝑠 response remains unchanged across 

the low 𝑇𝑖 sampled, but sharply reduces at high temperature. Since 𝜆𝑛𝑠 primarily corresponds to 

fraying of the A:T termini as well as other changes in base pairing, the amplitude of its response 

is expected to decrease as 𝑇𝑖 approaches a condition where the remaining duplexes in solution are 

largely frayed at equilibrium.  

 

As the solution pH* is reduced, both X = C and X = caC exhibit drastically different 

relaxation kinetics compared to those at neutral conditions. The 𝜆𝜇𝑠 response becomes increasingly 

non-exponential (Fig. 8.9) and faster. Additionally, the variation of 𝜆𝜇𝑠 and its associated signal 

Figure 8.9 Stretched exponential relaxation at acidic pH. (a) T-jump time traces of X = caC 

and X = C probed at 1670 cm-1 from pH* 6.8 to 3.7. Traces are shown for T-jumps across the 

middle of the duplex-to-single-strand transition. Traces were truncated at 500 ns, and solid lines 

correspond to fits to a sum of stretched-exponential and exponential decays, Δ𝑆(𝑡) =

𝐴𝑒𝑥𝑝[−(𝑡𝜆𝜇𝑠)
𝛽] + 𝐵𝑒𝑥𝑝[−(𝑡𝜆𝑐𝑜𝑜𝑙)]. (b) Stretch parameter (𝛽) as a function of pH*. 𝛽 values 

were averaged across experiments for the middle three 𝑇𝑖 conditions. Error bars indicate the 95% 

confidence interval from the fits averaged over the three temperatures. The red dashed line 

corresponds to the value from a sequence where cytosine is replaced by 5-formylcytosine (X = fC) 

at pH* 6.8.57  

 



Chapter 8. Disruption of base-pairing cooperativity from cytosine modifications and protonation 

 

385 
 

amplitude with temperature are greatly reduced, signifying a reduction in the barrier to dissociation 

and cooperativity of the duplex-to-single-strand transition, respectively. For X = caC, the signal 

change of the duplex/single-strand response decreases at low pH*, consistent with the apparent 

change in the melting curve shown in Fig. 8.8a and adds further support that the highly sloped 

low-temperature baseline observed upon 5-carbxoyl protonation arises from changes in internal 

duplex base pairing. Overall, our results demonstrate N3 and 5-carboxyl protonation have distinct 

and significant impacts on DNA duplex stability and dehybridization kinetics. 

8.4 Self-consistently modeling hybridization thermodynamics and 

kinetics 

To quantify the impact of protonation on the hybridization of our model sequences and to 

provide a consistent framework with which to discuss all of the experimental results, we propose 

a model that self-consistently describes the thermodynamics and kinetics of duplex formation. The 

melting of short oligonucleotides is typically assumed to occur in an all-or-nothing fashion, where 

DNA strands are fully base-paired or separated (Chapter 6.A).53, 60 However, the apparent loss of 

A:T and G:C base pairing at low temperature and asymmetric melting curves exhibited by X = 

caC suggests a degree of pH-dependent pre-melting within the DNA duplex. To account for both 

the sigmoidal duplex-to-single-strand transition and the loss of base pairing at lower temperatures 

that gives rise to a sloping baseline, we interpret the melting curve as a total base-pairing fraction, 

𝜃𝑡𝑜𝑡 that can be separated into external (𝜃𝑒𝑥𝑡) and internal (𝜃𝑖𝑛𝑡) contributions.57, 61  

int( ) ( ) ( )tot extT T T                                                           (8.1) 
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Here, 𝜃𝑒𝑥𝑡  refers to the fraction of intact duplexes containing at least one base pair and is related 

to the duplex/single-strand (𝐷 ⇌ 2𝑆) equilibrium constant, 𝐾𝑑, that can be described by an external 

enthalpy (Δ𝐻𝑒𝑥𝑡
° ) and entropy (Δ𝑆𝑒𝑥𝑡

° ). The average fraction of intact base pairs within the duplex 

is given by 𝜃𝑖𝑛𝑡. For polymeric DNA, reductions in 𝜃𝑖𝑛𝑡 are the dominant factor in duplex 

dissociation and typically exhibit a more gradual and less cooperative dependence on temperature 

relative to 𝜃𝑖𝑛𝑡.
61w The low temperature changes in base pairing that manifest as asymmetry in the 

melting curve also appear to accumulate non-cooperatively with temperature, consistent with the 

expected profile of 𝜃𝑖𝑛𝑡. For the purpose of modelling 𝜃𝑖𝑛𝑡, we derive an expression for the average 

fraction of intact base pairs with respect to the equilibrium constant for forming or breaking a 

single base pair that is described by an internal enthalpy (Δ𝐻𝑖𝑛𝑡
° ) and entropy (Δ𝑆𝑖𝑛𝑡

° ).57 However, 

it is an oversimplification to assign low-temperature loss of base pairing to the discrete loss of 

base-pair contacts for such a short duplex. Instead, it is more likely that the steepening duplex 

baseline of X = caC upon 5-carboxyl protonation corresponds to the loosening of caC:G 

base pairing along continuous structural coordinates or an increase in base-pair structural 

fluctuations as suggested previously.36  

 The model can be extended to incorporate the T-jump results by assuming a two-state 

equilibrium of self-complementary oligomers, where the observed relaxation rate 𝜆𝜇𝑠 is related to 

the association (𝑘𝑎) and dissociation (𝑘𝑑) rates (Chapter 3.6):62  

 4
f

s d aT
k S k                                                            (8.2) 
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The single-strand concentration, [S], at the final temperature (𝑇𝑓) is obtained from the melting 

curve. We use a maximum entropy inverse-Laplace transform approach (MEM-iLT)63  to extract 

𝜆𝑛𝑠 and 𝜆𝜇𝑠, the observed rates of each process. To determine both the activation enthalpy (∆𝐻‡) 

and entropy (∆𝑆‡) of hybridization, we fit 𝑘𝑎 and 𝑘𝑑  to a Kramers-like model in the high friction 

limit.64  

exp exp
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where 𝜆𝑛𝑠 is the observed rate of the 10-100 ns response measured in the t-HDVE kinetic traces, 

and 𝜂(𝑇) is the temperature-dependent viscosity of D2O.65 Here, 𝜆𝑛𝑠  is taken as an estimate for the 

rate of diffusive hybridization in analogy to similar treatments in protein folding studies.66-68 This 

stems from our assignment of 𝜆𝑛𝑠  as largely corresponding to terminal A:T fraying dynamics, 

which have been shown to be diffusive in nature.55 The temperature-dependence of 𝜆𝑛𝑠 is 

negligible within the error of our measurement over the surveyed temperature range, therefore the 

mean over the lowest three 𝑇𝑖 is used in the Kramers analysis. An additional unit parameter is 

included in the dissociation (𝐶𝑑
∘) and association (𝐶𝑎

∘) pre-exponential factor fixed at 1 Pa∙s and 

1 Pa∙s∙M-1, respectively, which amounts to assuming that the pre-exponential factor is equivalent 

for association and dissociation, effectively placing any additional contributions into ∆𝑆‡. 
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 For a two-state process on a 1D free-energy profile, the standard free-energy difference 

between the duplex and single-strand states (Δ𝐺𝑒𝑥𝑡
° ) is equal to the difference between the 

dissociation (∆𝐺𝑑
‡
) and association (∆𝐺𝑎

‡
) activation free energies. Therefore, the 

duplex/single-strand equilibrium constant can be expressed in terms of enthalpic and entropic 

barriers:  

( ) exp expd a a d
d

S S H H
K T

R RT

      
    

   

‡ ‡ ‡ ‡

                                      (8.4) 

where the numerators in the arguments of the exponentials are equal to Δ𝑆𝑒𝑥𝑡
°  and Δ𝐻𝑒𝑥𝑡

° , 

respectively. Using eqs. 8.1 – 8.4, the thermodynamic and kinetic data can be globally fit to 

self-consistently describe the pH*-dependent hybridization thermodynamics and kinetics of X = C 

and X = caC. In total, the thermodynamic and kinetic data is described by six parameters: ∆𝐻𝑑
‡
, 

∆𝐻𝑎
‡
, ∆𝑆𝑑

‡
, ∆𝑆𝑎

‡
, Δ𝐻𝑖𝑛𝑡

° , Δ𝑆𝑖𝑛𝑡
° . An additional parameter (A) that scales the melting 2nd SVD 

components by a value between 0 and 1 at the lowest temperature measured is also needed.49 In 

an all-or-nothing melting model, thermal melting curves are normalized to 1 along the duplex 

baseline, reflecting that all duplexes are intact at the lowest temperature (Appendix 8.A). However, 

sequences with substantial changes in internal base pairing prior to duplex dissociation may not 

be fully intact at the lowest temperature measured, and the normalization amplitude (A) used in 
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fitting the thermal melting curves is proposed to report on the degree of internal base pairing at the 

lowest temperature sampled (3 °C). 

Figure 8.10 shows fits to the 2nd SVD component melting curves and 𝜆𝜇𝑠 across 

temperature for X = caC and X = C using eqs. 8.1 – 8.4. T-jump experiments were performed at 

select pH* points among the measured equilibrium melting experiments. Therefore, melting 2nd 

SVD components acquired at pH* 6.0, 5.5, and 3.5 were fit without 𝜆𝜇𝑠 to eq. 8.1 using Δ𝐻𝑒𝑥𝑡
° , 

Figure 8.10 Global fitting of thermodynamics and kinetics for duplex melting. Fits to the (a) 

2nd SVD components from FTIR temperature series and (b) observed relaxation rates (𝜆𝜇𝑠) from 

T-jump measurements of (top) X = caC and (bottom) X = C using eqs. 8.1 – 8.4. 2nd SVD 

components at pH* 6.0, 5.5, and 3.5 were not globally fit with 𝜆𝜇𝑠 because T-jump measurements 

were not performed at those pH* conditions. Error bars in (b) represent the amplitude-weighted 

standard deviation in 𝜆𝜇𝑠 across probe frequency. (c) Extracted profiles of 𝜃𝑒𝑥𝑡 (solid line) and 

𝜃𝑖𝑛𝑡 (dashed line) from pH* 6.8 to 3.5. 𝜃𝑖𝑛𝑡 is normalized to 0.825, which is the average value of 

1/A across pH* for X = caC.49 The error bar in the value of 𝜃𝑖𝑛𝑡 at 3 °C is the mean error in 1/A 

across pH*.  
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Δ𝑆𝑒𝑥𝑡
° , Δ𝐻𝑖𝑛𝑡

° , and Δ𝑆𝑖𝑛𝑡
° . As shown previously,49 consistent thermodynamic values are determined 

when fitting the 2nd SVD components with or without kinetic data. The profiles of 𝜃𝑖𝑛𝑡 and 𝜃𝑒𝑥𝑡 

determined from the fits for X = caC are shown in Fig. 8.10c. Upon a reduction in pH*, the profile 

of 𝜃𝑒𝑥𝑡 exhibits a small shift toward lower temperature and broadens slightly while 𝜃𝑖𝑛𝑡 becomes 

more sharply decreasing along temperature. The value of A for X = caC is assumed to account for 

deviations in 𝜃𝑖𝑛𝑡 from 1 at 3 °C and was found to be insensitive to pH* within the accuracy of our 

measurement and model.49 Therefore, the average value of 1/A across pH* (0.825) was applied to 

each 2nd SVD component and the average fit error across pH* is used to estimate the error in A.  

A comparison of the FTIR temperature series from pH* 6.8 to 3.5 for X = C (Fig. 8.2) 

shows substantial broadening and shifting of the melting transition as pH* is reduced, indicating a 

loss of melting cooperativity and overall destabilization of the duplex, respectively. This provides 

further evidence that the low pH* samples do not begin from a duplex fraction of unity at 3 °C. 

The thermal 2nd SVD components measured for the X = C sequence can be modeled using eq. 8.1, 

where both 𝜃𝑖𝑛𝑡 and 𝜃𝑒𝑥𝑡 contribute to the melting profile. However, our FTIR titration analysis 

suggests that the X = C sequence cannot tolerate N3 protonation in the duplex state, and it is a 

reasonable approximation that 𝜃𝑖𝑛𝑡 is independent of pH*. Therefore, we fit the pH* 6.8 2nd SVD 

component to eq. 8.1, determining 𝜃𝑖𝑛𝑡, 𝜃𝑒𝑥𝑡, and a 3 °C normalization offset of 0.825. Under 

neutral conditions, the slope of 𝜃𝑖𝑛𝑡 is expected to arise from fraying of the A:T termini. The 

normalized 2nd SVD components at all pH* points were scaled at 3 °C (Fig. 8.10a) by the value of 

𝜃𝑒𝑥𝑡 determined from the FTIR titration of X = C (Fig. 8.5) and the form of 𝜃𝑖𝑛𝑡 at pH* 6.8 (dashed 
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line in Fig. 8.10c) was assumed constant across all values of pH*. As shown in Fig. 8.10, both the 

thermal 2nd SVD components and temperature trend in 𝜆𝜇𝑠 are well fit within this treatment.  

 Figure 8.11 presents the trends in thermodynamic and kinetic parameters determined from 

the fits to thermal 2nd SVD components and 𝜆𝜇𝑠 across pH* for X = caC and X = C. Over the 

studied pH* range, X = caC exhibits reductions in Δ𝐻𝑒𝑥𝑡
°  and Δ𝑆𝑒𝑥𝑡

°  of ~40 kJ/mol and 150 J/molK, 

respectively. X = C shows substantially greater reductions in Δ𝐻𝑒𝑥𝑡
°  and Δ𝑆𝑒𝑥𝑡

°  of ~140 kJ/mol and 

400 kJ/mol, further demonstrating the large disruption of duplex formation upon N3 protonation 

Figure 8.11 Parameters from global fits to melting curves and T-jump relaxation rates. (a) 

External enthalpy (Δ𝐻𝑒𝑥𝑡
° , solid lines) and enthalpic dissociation barrier (∆𝐻𝑑

‡
, dashed lines) for X 

= C (orange) and X = caC (blue). Red lines correspond to the value for X = fC at pH* 6.8.57 (b) 

External entropy (Δ𝑆𝑒𝑥𝑡
° , solid lines) and entropic dissociation barrier (∆𝑆𝑑

‡
, dashed lines). (c) 

Enthalpic association barrier (∆𝐻𝑎
‡
). (d) Entropic association barrier (∆𝑆𝑎

‡
). (e) Internal enthalpy 

(Δ𝐻𝑖𝑛𝑡
° ). (f) Internal entropy (Δ𝑆𝑖𝑛𝑡

° ). Internal and external thermodynamic parameters as well as 

dissociation barriers for X = caC are fit to a Hill equation (solid lines). Hill coefficients (n) from 

fits are listed in (e) and (f).  
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shown here and by others.4, 8 5-carboxyl protonation also leads to a reduction in 𝜃𝑖𝑛𝑡 as well as 

increase in Δ𝐻𝑖𝑛𝑡
°  and Δ𝑆𝑖𝑛𝑡

° .  The dissociation barriers ∆𝐻𝑑
‡

 and ∆𝑆𝑑
‡ both decrease upon 5-carboxyl 

and N3 protonation while opposite trends are observed in ∆𝐻𝑎
‡

 and ∆𝑆𝑎
‡
 between the two types of 

protonation. At pH* 6.8, each sequence exhibits negative association barriers as observed for DNA 

hybridization in many previous works.3, 55, 58-59, 69 However, ∆𝐻𝑎
‡

 and ∆𝑆𝑎
‡
 each become more 

negative upon 5-carboxyl protonation and less negative upon N3 protonation. Overall, the 

activation parameters resemble those in activation energy and pre-exponential factor determined 

from an Arrhenius analysis of the kinetic data.49 Further discussion of the hybridization 

thermodynamic and kinetic parameter trends with pH* follows.  

 Examining the trends in thermodynamic and kinetic parameters in Fig. 8.11 across pH* 

reveals distinct behavior due to 5-carboxyl and N3 protonation. For X = caC, each parameter 

remains almost unchanged between pH* 6.8 and 5.0 and then changes sharply across lower pH* 

values with titration-like behavior. In contrast, X = C exhibits large, but more gradual changes 

across the pH* window studied. The trends for X = caC can each be well fit by the Hill equation70 

with consistent apparent pKa values of ~4.5 and variable Hill coefficients (n). For fitting of binding 

curves, n > 1 indicates positive cooperativity between binding sites that leads to sharpening of the 

binding transition. The trends in external thermodynamics as well as enthalpic and entropic 

barriers reveal sharp transitions that fit to values of n > 1. 
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8.5 Discussion of results 

8.5.1 Impact of protonation on the thermodynamic stability of the duplex  

 Similar to previous studies,4-5, 8 the X = C duplex is greatly destabilized as a result of N3 

protonation, and our analysis suggests that this specific sequence essentially cannot tolerate any 

protonation in the duplex state. However, the degree of duplex destabilization from N3 protonation 

and maximum number of protonated C bases is expected to vary with sequence composition. 

Previous work with polymeric DNA and short RNA sequences has shown that duplex stability is 

dependent on the GC content in the sequence.4, 8, 14 UV CD measurements suggested that up to 

50% of C bases in polymeric DNA could be protonated prior to signs of complete duplex 

dissociation at low temperature.5 Instead, C protonation leads to disruption of many GC base pairs 

before full dissociation of the duplex.14  It is clear that N3 protonation generally destabilizes the 

duplex state, but the degree and nature of the destabilization will depend on the context of the GC 

base pairs. Therefore, while X = C completely dissociates upon a N3 protonation event, other 

sequences may be able to tolerate some degree of protonation depending on the number and 

location of GC base pairs present. Regardless, it is well-established that the thermodynamics of 

nucleic acid hybridization in both polymers and oligonucleotides is additive and can be 

decomposed into the nearest-neighbor contributions of discrete dinucleotide steps.71-72 It is thus 

reasonable to expect the present results to apply generally for these base pairs and their local 

sequence context whether in short duplexes or longer polymeric DNA. 

 In contrast to the X = C sequence, protonation of the exocyclic carboxyl group of caC is 

much less perturbative to the duplex/single-strand equilibrium, shifting the melting inflection point 
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down by ~6 °C in going from pH* 6.8 to 3.5. As a result, the X = caC duplex can tolerate near 

complete protonation of caC sites (Fig. 8.5), and this leads to measurable changes in internal base 

pairing in the duplex. As caC is protonated, clear signatures of the loss of G:C base pairing appear 

along the low-temperature baseline of X = caC (Fig. 8.7). For short oligonucleotides like those 

studied here, it is unlikely that the low-temperature G:C changes correspond to complete loss of 

discrete base-pair contacts. Instead, these signatures suggest loosening of hydrogen bonding or 

base stacking along continuous structural coordinates. Recent MD simulations of caC-containing 

duplexes demonstrated that 5-carboxyl protonation increases the degree of structural fluctuations 

within the modified X:G base pair.36 Motions along these structural coordinates alter the 

intramolecular base-pair distance and orientation, which are expected to alter guanine and C 

vibrational modes. Therefore such structural fluctuations may account for the observed melting 

curve baselines.44 The physical origin for this base pair loosening may stem from weakened caC:G 

base pairing due to the electron-withdrawing nature of the protonated carboxylic acid group, 

consistent with similar base pair loosening observed for DNA containing 5-formylcytosine.57  

 The assignment of the two pKa values observed for caC (2.1-2.4 and 4.2-4.8) has been 

debated in recent reports.38, 73-74 Using FTIR-monitored titrations and simulated IR spectra of 2´-

deoxy-5-carboxylcytosine, we previously concluded that the pKa values at 4.2-4.8 and 2.1-2.4 

correspond to protonation of the 5-carboxyl and N3 positions, respectively.38 The pH-dependent 

behavior of X = C and X = caC observed in the current study further support these assignments. 

Overall, protonation of X = C is shown to disrupt the DNA duplex to a much greater degree than 

protonation of X = caC from pH* 6.8 – 3.5. If X = caC was protonated at the N3 position in the 

studied pH* range, similar pH-dependent behavior to X = C would be expected. Therefore, we 
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confidently assign the pKa value at 4.2-4.8 in the caC nucleobase and within duplex DNA to 

protonation of the 5-carboxyl position.  

8.5.2 Influence of N3 and 5-carboxyl protonation on hybridization kinetics 

 To date, the impact of nucleobase protonation on dissociation and hybridization has 

remained elusive from a dynamical perspective, despite the importance of these processes in 

biology and nanotechnology applications. Not only do our results add insight to how N3 

protonation impacts the stability of short oligonucleotides as well as the tunability of base-pairing 

stabilities through caC protonation, but we also characterized the impact on the kinetics of 

hybridization.  

 Just as N3 protonation greatly destabilizes the DNA duplex, it also increases the rate of 

duplex dissociation. For example, 𝑘𝑑 increases by nearly a factor of 500 at 𝑇𝑖   = 55 °C between 

pH* 6.8 and 3.7. 5-carboxyl protonation leads to a far more modest increase in the dissociation 

rate at 𝑇𝑖   = 55 °C by a factor of 7-10 between pH* 6.8 and 3.7. Global fitting of the kinetics and 

thermodynamics indicate that both N3 and 5-carboxyl protonated oligonucleotides are still well 

described by a two-state duplex/single-strand model. Over the pH* range studied, each type of 

protonation results in a similar reduction of 80-100 kJ/mol in ∆𝐻𝑑
‡ and 200-250 J/molK in ∆𝑆𝑑

‡. The 

trend upon N3 protonation suggests that ∆𝐻𝑑
‡ and ∆𝑆𝑑

‡ would continue to decrease at pH* <3.5. 

However, due to significant protonation of adenine and eventually guanine at pH* <3.5, we have 

restricted our study to the pH* window between 6.8 and 3.7.  In contrast to the dissociation barriers, 

both ∆𝐻𝑎
‡ and ∆𝑆𝑎

‡ become less negative for X = C and more negative for X = caC as pH* decreases.  
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For both dissociation and association, the enthalpy and entropy are highly pH*-dependent, 

and therefore simplistic free energy diagrams may be informative for understanding the impact of 

each type of protonation. Figure 8.12 presents free energy plots along a 1D hybridization 

coordinate for X = C and X = caC at 37 °C. These three-level profiles are composed of the 

duplex/single-strand free energy change (left), hybridization transition state (TS, center), and 

single-strand (right). The single-strand free energy is assumed to be independent of pH* and is set 

as the reference state. At 37 °C, X = C and X = caC exhibit reductions in ∆𝐺𝑑
‡ of 25 and 20 kJ/mol, 

respectively, in going from pH* 6.8 to 3.7. ∆𝐺𝑎
‡ is essentially independent of N3 protonation at this 

temperature. This trend for X = caC is quantitatively consistent with the reduction of ~7 kJ/mol in 

∆𝐺𝑑
‡
 observed upon protonation of a 5ʹ-GCGATXGATCGC-3ʹ, which contains a third of the 

modified sites in our model sequence.75 Across the studied pH* range, linear relationships are 

observed between ∆𝐺𝑑
‡/∆𝐺𝑎

‡
 and Δ𝐺𝑒𝑥𝑡

°  for each sequence (Fig. 8.12c). For X = C, a slope of 1.04 is 

observed when plotting ∆𝐺𝑑
‡

 against Δ𝐺𝑒𝑥𝑡
°  and a slope of 0.06 is observed when plotting ∆𝐺𝑎

‡
 against 

Figure 8.12 pH-dependent hybridization free-energy plots. Representative 1D free-energy 

plots for X = C and X = caC at 37 °C constructed using the association (∆𝐺𝑎
‡
) and dissociation 

(∆𝐺𝑑
‡
) free energy barriers determined from global fitting between T-jump and FTIR temperature 

series results. (b) Relationship between ∆𝐺𝑑
‡

 (circles) and ∆𝐺𝑎
‡
 (diamonds) and Δ𝐺𝑒𝑥𝑡

°
 at 37 °C for 

X = C (orange) and X = caC (blue). Solid lines indicate linear fits. 
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Δ𝐺𝑒𝑥𝑡
° , indicating that reduction in ∆𝐺𝑑

‡ at low pH* is due to destabilization of the duplex relative 

to the single strand rather than a change in the transition-state free energy. In contrast, X = caC 

exhibits a slope of 1.77 for ∆𝐺𝑑
‡

 vs. Δ𝐺𝑒𝑥𝑡
°  and 0.77 for ∆𝐺𝑎

‡
 vs. Δ𝐺𝑒𝑥𝑡

° , indicating that both 

destabilization of the duplex relative to the single strand and a reduction in transition-state free 

energy occur upon 5-carboxyl protonation.  

8.5.3 Proposed mechanistic impact of protonation on DNA hybridization   

 One can gain further insight into the mechanistic implications of the thermodynamic and 

kinetic results if we assume that the hybridization transition state involves the formation of some 

small subset of native contacts followed by rapid downhill formation of the remaining base pairs, 

in analogy to the classic nucleation-zipper mechanism of helix-to-coil transitions in 

biomolecules.58-59 Both sequences exhibit negative values of ∆𝐻𝑎
‡ at neutral pH* conditions 

(Fig. 8.11), which is routinely observed for oligonucleotide hybridization and proposed to arise 

from the formation of base-pairing and/or stacking interactions in the transition-state ensemble.55, 

58-59, 69 A large entropic penalty due to loss of translational and configuration freedom accompanies 

this initial base-pair formation, causing the rate of association to decrease as temperature increases.  

Interestingly, ∆𝐻𝑎
‡ approaches 0 kJ/mol and ∆𝑆𝑎

‡
 becomes less negative with increasing N3 

protonation of the X = C oligonucleotide. Multiple possibilities could account for the reduction in 

magnitude of ∆𝐻𝑎
‡. The X = C single-strand is expected to become highly protonated as pH* 

decreases, as evidenced by the pH-driven denaturation observed in Fig. 8.5. For GC-rich sequences 

such as the one studied here, hybridization is assumed to initiate at C:G base pairs, but protonation 

at N3 interferes with the ability to form C:G contacts. Therefore, the number of contacts in the 
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transition state may remain unchanged but offer less enthalpic stabilization due to the competition 

between base-pair hydrogen bonding and protonation at N3. As more N3 sites are protonated, the 

negative charge density of the single-strand is reduced, and the number of bound sodium cations 

and excluded chloride and phosphate anions decrease. Analysis of the FTIR titration on X = C 

suggests that N3 protonation can only occur in the single strand. As a result, the charge density 

and counterion environment around the protonated single-strand and deprotonated duplex are quite 

different, and hybridization of the former must involve the loss of N3 protons, gain of associated 

sodium cations, and exclusion of additional anions. These changes likely contribute to the 

thermodynamic and kinetic effects observed for N3 protonation in the X = C sequence.  

The decrease in the magnitude of ∆𝐻𝑎
‡ and ∆𝑆𝑎

‡ at low pH* could also reflect a reduction in 

the number of base pairs formed in the hybridization transition-state ensemble. ∆𝐻𝑎
‡ ranges from -

35 to 0 kJ/mol over the pH* range studied here. The average enthalpic benefit associated with 

forming a base pair in the CG region of X = C is estimated to be -21 kJ/mol based on the unified 

nearest-neighbor parameters for DNA hybridization.71 Therefore, the change in ∆𝐻𝑎
‡

 suggests that 

the number of base-pair contacts in the transition-state ensemble shifts from ~2 to 0 upon 

protonation. For the X = C sequence, the reduction of ∆𝐻𝑎
‡ to 0 kJ/mol would suggest that no base 

pairs are formed in the transition-state ensemble at low pH*. Even in this case, 𝑘𝑎 is 100 times 

slower (~107 M-1s-1) than the estimated diffusion-limited association rate constant determined from 

fluorescence correlation spectroscopy (FCS) measurements of short oligonucleotides,3 indicating 

that an entropic barrier to duplex formation dictates DNA hybridization kinetics even without the 

formation of base-pair contacts in the transition state.   
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While protonation of the X = caC sequence also increases the rate of duplex association, 

∆𝐻𝑎
‡ and ∆𝑆𝑎

‡
 are both observed to increase in magnitude as pH* is lowered. Again, this could be 

interpreted as changes to the energetics of initial contact formation or reflect a change in the 

structure of the hybridization transition state. 5-carboxyl protonation has the potential to impact 

intra- and inter-strand electrostatics, caC:G base pairing, base stacking, and major groove 

solvation. Our pH*-dependent FTIR results indicate that caC sites within X = caC are essentially 

completely deprotonated at pH* 6.8, adding substantial negative charge to the duplex and 

single-strand states. Protonation of caC should reduce electrostatic repulsion between the 

exocyclic carboxyl group and the phosphate backbone. However, the absence of negative charge 

may alter the degree of hydration in the major groove. Our model for internal base pairing suggests 

that 5-carboxyl protonation increases the enthalpic stabilization of base-pair formation (Fig. 8.11) 

even though contacts become loosened overall. Such an increase in Δ𝐻𝑖𝑛𝑡
°  may explain the increase 

in magnitude of ∆𝐻𝑎
‡ as pH* decreases, but not the increase in entropic penalty. The change in ∆𝑆𝑎

‡ 

is more complex as 5-carboxyl protonation can alter factors such as base hydration and single-

strand flexibility.76 Both the increase in magnitude of ∆𝐻𝑎
‡

 and ∆𝑆𝑎
‡ and decrease in ∆𝐻𝑑

‡
 and ∆𝑆𝑑

‡ 

could also be explained by an increase in the number of base-pair contacts associated with the 

hybridization transition state, which could in turn result from the increased structural fluctuation 

of caC:G base pairs upon 5-carboxyl protonation.36  

Our results demonstrate that N3 and 5-carboxyl protonation significantly perturb DNA 

hybridization and dissociation kinetics, but in a nucleobase-specific manner that can be 

rationalized in terms of duplex destabilization and changes to the transition state for a two-state 
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process. However, it is important to note that while the nature of the transition state may change, 

so too may the distribution of transition states. As shown in Fig. 8.9, both sequences exhibit non-

exponential relaxation kinetics at low pH* that may stem from inhomogeneity among the duplex 

ensemble or the transition state. This spread of rates may be modulated by base-pairing 

fluctuations, solvent and ion interactions, as well as distributions of protonated species.  

8.5.4 Apparent cooperative impact of protonated caC sites  

 5-carboxyl protonation reduces the overall magnitude of the thermodynamic parameters 

for duplex dissociation in an apparently cooperative manner. As shown in Fig. 8.11, trends in 

Δ𝐻𝑒𝑥𝑡
° , Δ𝑆𝑒𝑥𝑡

° , and Δ𝐺𝑒𝑥𝑡
°  for X = caC follow a Hill profile with n >1, signifying positive 

cooperativity. Typically, Hill equations are applied to identify cooperativity in binding problems,77  

but here the protonation of X = caC is noncooperative (n = 1, Fig. 8.5). Instead, 5-carboxyl 

protonation seems to cooperatively shift the thermodynamics of the duplex-to-single-strand 

transition. Our analysis indicates that nearly all caC sites in the duplex state become protonated 

from pH* 6.8 to 3.5, and therefore it is possible that multiple protonated caC:G base pairs interact. 

It seems most likely that such cooperativity would arise from adjacent protonated base pairs, where 

increased structural fluctuations of each may amplify the weakening of hydrogen bonding and base 

stacking interactions. Similar effects were predicted for C methylation in which simulations of 

adjacent methylated CpG dinucleotides influenced base-pair fluctuations in a more than additive 

manner.78  

Similar to the shifts in duplex/single-strand equilibrium, 5-carboxyl protonation appears to 

alter DNA hybridization kinetics in a cooperative manner as both dissociation and association 
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barriers show sharp transitions as a function of pH* and exhibit a Hill coefficient greater than 1 

(Fig. 8.11). Additionally, the pH* trends in the dissociation barrier show a sharper transition (larger 

Hill coefficient) than observed for the external thermodynamic terms. As shown in the 1D 

free-energy diagrams (Fig. 8.12), the pH*-dependence of ∆𝐺𝑑
‡ at 37 °C has contributions from 

duplex destabilization and a reduction in free energy of the transition state as pH* is lowered. The 

former corresponds to Δ𝐺𝑒𝑥𝑡
°  while the latter is only captured by ∆𝐺𝑑

‡ and ∆𝐺𝑎
‡. Therefore, the more 

cooperative manner in which ∆𝐺𝑑
‡ varies as a function of pH* relative to Δ𝐺𝑒𝑥𝑡

°  suggests that 

protonation of multiple 5-carboxyl sites leads to a cooperative change in the free energy of the 

hybridization transition state in addition to the duplex state. A comparison of ∆𝐻𝑑
‡ with Δ𝐻𝑒𝑥𝑡

°  and 

∆𝑆𝑑
‡ with Δ𝑆𝑒𝑥𝑡

°  reveal the same trends in apparent cooperativity with 5-carboxyl protonation. 

N3 protonation leads to a larger reduction in DNA duplex stability and dissociation barrier 

than 5-carboxyl protonation, but it does so almost linearly as a function of pH* (Fig. 8.11) over 

the range studied. This more gradual reduction reflects a non- or anti-cooperative impact of N3 

protonation on the duplex-to-single-strand transition and is consistent with our FTIR titration 

results that estimate the X = C duplex cannot tolerate N3 protonation, making cooperative 

interactions between multiple protonated sites in the duplex very unlikely.  

8.6 Conclusions 

 We have investigated the impact of cytosine and 5-carboxylcytosine protonation on the 

thermodynamics and kinetics of DNA dissociation and hybridization using FTIR and optically-

induced temperature-jump IR spectroscopy. Our results demonstrate that between pH* 6.8 and 3.5, 

DNA containing C and caC are predominantly protonated at the N3 and 5-carboxyl positions, 
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respectively. Each protonation is shown to have a distinct impact on the thermodynamics and 

kinetics of dissociation and association between model DNA oligonucleotides. Protonation at N3 

completely disrupts the ability of the DNA to duplex, shifts the melting inflection point by >20 °C, 

and reduces the cooperativity of the duplex-to-single-strand transition. These thermodynamic 

properties are accompanied by a speedup in the rate of duplex dissociation and increasingly 

stretched exponential kinetics at low pH*, with the reduction in dissociation barrier primarily 

achieved through destabilization of the duplex state. 5-carboxyl protonation leads to highly sloped 

melting baselines that reflect an accumulation of disrupted base-pairing contacts in the duplex 

state, but perturbations to the duplex/single-strand equilibrium are comparatively minor. 

Regardless of the identity of X, the dissociation free-energy barrier is reduced to a similar degree 

over the pH* range studied. However, N3 protonation does reduce the barrier through 

destabilization of the DNA duplex while 5-carboxyl protonation reduces the dehybridization 

transition state energy. Unlike with N3 protonation, X = caC duplexes can be highly protonated, 

and protonation of multiple sites is observed to alter duplex/single-strand thermodynamics and 

kinetics in a cooperative manner.  

 Protonation of N3 in cytosine plays critical roles in DNA damage, triplex association, and 

i-motif formation and is utilized to create pH-driven nanodevices. Additionally, the potential 

importance of the protonation equilibrium of 5-carboxylcytosine in cytosine demethylation has 

recently come to light. Each of these functions and applications rely on protonation-driven 

perturbations to double helical DNA, and this work demonstrates the unique ability of N3 and 

5-carboxyl protonation to alter the stability, hybridization kinetics, and base-pairing dynamics of 

nucleic acids. The loosening of caC:G base pairing and reduction in dissociation barrier initiated 
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by caC protonation may assist in its selective recognition within the cytosine demethylation 

pathway.21-22, 24, 79 Such pH-dependent base-pair loosening as well as the overall reduction of 

pKa,N3 upon substitution of caC for C may also prove useful in tuning the physical properties of 

DNA triplex and i-motif formation. Recent work has shown that caC can effectively fine tune the 

thermodynamic stability of both structures,32-33 and the results and analysis in the present work 

provide physical insight into the observed thermodynamic response of the DNA triplex and i-motif 

to the incorporation of caC as well as the prediction of pH-dependent dynamical behavior upon 

protonation of the 5-carboxyl group.   
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Appendix 8.A Degree of protonation in X = C and X = caC duplexes 

The degree of 5caC protonation in X = caC can be directly determined from the 2nd SVD 

component across pH* shown in Fig. 8.5. The 2nd SVD component is well fit to the 

Henderson-Hasselbach equation. At 3 °C, the duplex fraction (𝜃𝑒𝑥𝑡) is assumed to be essentially 

independent of pH*, and therefore the fit 2nd SVD component describes the degree of protonation 

in the duplex state. The number of protonated 5caC sites per duplex (χ) is given by eq. 8.A1: 

[ ]

[ ]

extHA

D


                                                                (8.A1) 

where [HA] and [D] are the concentration of protonated 5caC sites and duplex, respectively. There 

are three 5caC bases per DNA strand, so the total concentration of sites is three times greater than 

the oligonucleotide concentration (𝑐𝑡𝑜𝑡): 

[ ] [ ] 3 totHA A c                                                           (8.A2) 

Rearranging the Henderson-Hasselbach equation gives an expression for [HA]: 
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                                                            (8.A3) 

which can be expressed in terms of 𝑐𝑡𝑜𝑡 using 8.A3: 
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                                                        (8.A4) 

The DNA duplex concentration ([D]) can be cast in terms of 𝑐𝑡𝑜𝑡 and 𝜃𝑒𝑥𝑡: 
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[ ]
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ext totc
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                                                              (8.A5) 

Then, eqs. 8.A2, 8.A4, and 8.A5 can be used to determine χ for X = caC: 

6

1 10 apH pK






                                                         (8.A6) 

The plot of χ for X = caC is shown in Fig. 8.5. Over the pH* range studied here, X = caC varies 

from fully deprotonated at pH* 6.8 to near complete protonation of all six sites at pH* 3.5.  

 Unlike X = caC, 𝜃𝑒𝑥𝑡 of X = C is highly sensitive to pH* and requires a modified treatment 

to determine the degree of duplex protonation. An FTIR titration of X = C (Fig. 8.5) was 

performed, where the 2nd SVD component is assumed to primarily report on the pH*-induced 

duplex-to-single-strand transition. The duplex-to-single-strand transition and cytosine N3 

protonation appear to occur over the same pH* range, indicating that pHm, the pH at which 𝜃𝑒𝑥𝑡 = 

0.5 at 3 °C, is equivalent to the apparent pKa of N3 protonation. Therefore, the duplex fraction can 

be explicitly related to degree of N3 protonation in the single-strand and duplex at a specific pH*. 

The percentage of protonated N3 sites is given by eq. 8.A7: 

[ ] 1

[ ] [ ] 1 10 a
p pH pK

HA

HA A



 

 
                                                (8.A7) 

Here we define [HA] in terms of single-strand ([S]) and duplex ([D]) concentrations: 

[ ] [ ] [ ]S DHA c S c D                                                        (8.A8) 
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where 𝑐𝑆 and 𝑐𝐷 represent the average number of protonated N3 sites in the single-strand and 

duplex states, respectively. By defining [S] and [D] in terms of 𝑐𝑡𝑜𝑡 and 𝜃𝑒𝑥𝑡 , and using eqs. 8.A2 

and 8.A7. 
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3 2
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p S ext

c
c


 

 
   

 
                                            (8.A9) 

By re-arranging this expression for 𝜃𝑝 and substituting in eq. 8.A7, an expression relating 𝜃𝑒𝑥𝑡 to 

single-strand and duplex protonation is given: 
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                                             (8.A10) 

Assuming that the pH*-induced duplex-to-single-strand transition follows the N3 titration curve, 

eq. 8.A10 describes the relation between 𝜃𝑒𝑥𝑡 and N3 protonation at low temperature. Equation 

8.A10 can be used to fit the 2nd SVD component from the FTIR titration of X = C, where pKa, 𝑐𝑆, 

and 𝑐𝐷 are used as fit parameters. The 2nd SVD component is well fit (Fig. 8.5) only when 𝑐𝑆 = 2.92 

and 𝑐𝐷 = 0.02, indicating that the X = C duplex cannot tolerate any degree of N3 protonation. This 

suggests that the thermodynamic and kinetic consequences of N3 protonation purely arise from 

shifting in the duplex-to-single-strand transition equilibrium at low pH*. 
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Thermodynamics and kinetics of dinucleotide 

hybridization to gaps and overhangs 

The material in this chapter is adapted from: 

Ashwood, B.; Jones, M. S.; Radakovic, A.; Khanna, S.; Lee, Y.; Sachleben, J. R.; Szostak, J. W.; 

Ferguson, A. L.; Tokmakoff, A., Thermodynamics and kinetics of DNA and RNA dinucleotide 

hybridization to gaps and overhangs. Biophys. J. 2023, 122, 3323-3339. 

Copyright 2023 Biophysical Society 

 

9.1 Introduction 

 DNA and RNA duplex hybridization has been investigated for more than sixty years with 

the aim of developing predictive models for how thermodynamic and kinetic properties will vary 

with molecular factors such as strand length, sequence, and chemical modifications.1-3 The 

development of numerous models, such as the quantitatively accurate nearest-neighbor (NN) 

models8-9 for thermodynamics or the kinetic-zipper model,11-12 shape the modern understanding of 

nucleic acid properties as well as the development of nucleic acid technology.13-14 However, most 

of these models were developed for oligonucleotides, and the hybridization properties of nucleic 

acid segments shorter than six nucleotides in length have largely been neglected. Hybridization of 

such short segments is often perceived as irrelevant due to their poor binding stability in aqueous 

solution, yet there are biological processes where segments as short as mononucleotides must 

hybridize. Many of these processes, such as the binding of 2′-deoxynucleotide triphosphates to 

single-strand DNA (ssDNA) during strand replication or binding between three nucleotide 

anticodons of tRNA and their complement mRNA, utilize additional protein-nucleic acid 

interactions to promote binding.15-16 However, processes such as non-enzymatic replication of 
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nucleic acids and toehold-mediated strand displacement require hybridization of 1-4 base-pair 

patches without the help of proteins.13, 17-19 

 A conserved feature among the examples of short oligonucleotide hybridization is that a 

short segment binds to a single-strand overhang adjacent to a duplex region or in a gap between 

two duplex segments. The adjacent duplexes offer coaxial stacking interactions that stabilize the 

hybridization of the short oligonucleotide. The thermodynamic benefit of coaxial stacking has been 

measured for DNA and RNA oligonucleotides and is often found to be similar to stacking in 

B-DNA or A-RNA, respectively.20-25 The structural constraints of the sugar-phosphate backbone 

at a nick site are relaxed relative to a covalently-linked base-pair step and may enable more 

stabilizing stacking configurations.26-27 Additionally, the single-strand segments in overhang and 

gap templates may have different physical properties from free single-strands such as reduced 

configurational flexibility, increased stacking, and different hydration that influence the stability 

and dynamics of binding with short oligonucleotides. A few studies have shown evidence for 

increased rigidity of gap and overhang single-stranded regions relative to free single-strands as 

well as bending of duplexes containing 1 or 2 nucleotide gaps,28-34 and these properties are likely 

highly sensitive to nucleobase sequence and cation concentrations.35-37 

 The binding stability of mononucleotides with overhang and gap templates has recently 

been studied. NMR-monitored titrations of mononucleotides with overhangs revealed dissociation 

constants (𝐾𝑑) ranging from ~10 mM for G:C base pairing to ~200 mM for A:T base pairing.38-39 

Isothermal titration calorimetry (ITC) and FRET-monitored titrations have shown that the 𝐾𝑑 for 

binding onto a gap decreases nearly 3 orders of magnitude to values of 0.2-0.6 mM,40-41 which 
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corresponds to a ~12 kJ mol-1 increase in the dissociation free energy (∆𝐺𝑑
° ) and is consistent with 

forming an additional nearest-neighbor step.8, 42  These studies give a sense for the stability of short 

oligonucleotide hybridization to overhangs and gaps and indicate that it depends on sequence and 

whether DNA or RNA is used, yet, with the exception of ITC, the thermodynamic information is 

limited to dissociation constants (𝐾𝑑  or ∆𝐺𝑑
° ) at the measurement temperature. A detailed 

understanding of hybridization onto overhangs and gaps requires knowledge of enthalpic and 

entropic contributions to stability and the role of relevant environmental variables such as 

temperature and counterion concentration.43-45 More importantly, no studies have directly 

monitored the time-dependence of hybridization and dehybridization for short oligonucleotides 

onto templates, and these timescales determine whether reactions such as non-enzymatic extension 

or toehold-mediated strand displacement are possible.    

 Here we report the temperature-dependent thermodynamics and kinetics of short 

oligonucleotide dehybridization from overhangs and gaps using steady-state and temperature-

jump infrared (T-jump IR) spectroscopy. IR spectroscopy is sensitive to base pairing and stacking 

interactions and distinctly resolves changes in A:T and G:C base pairing without the need for 

synthetic labels.46-47 Characterization of temperature-dependent binding stability enables accurate 

determination of enthalpic and entropic contributions and is particularly relevant in non-enzymatic 

replication where temperature variations may play a key role.43-44 We focus on the binding of DNA 

and RNA dinucleotides and demonstrate our approach with a model system of an adenine-adenine 

(AA) dinucleotide binding next to pure G:C duplex regions. This model system was chosen to 

maximize spectral contrast between binding of the dinucleotide and the structural changes and 
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dynamics within the template itself, but our approach is applicable for any nucleobase sequence. 

We find quantitative agreement between thermodynamic results obtained from IR spectroscopy 

and those from complementary temperature-dependent 1H NMR and ITC measurements of 

binding. From T-jump IR measurements, we extract a time constant ranging from 200 ns to 40 µs 

for dissociation of AA from the template that depends on the temperature and template, while the 

time constant for association is a few microseconds and shows a minor dependence on temperature. 

We also study the binding of 3-mer (AAA) and 4-mer (AAAA) adenine DNA oligonucleotides to 

assess the length-dependence of association in this short oligonucleotide regime. Our experimental 

results as well as all-atom molecular dynamics (MD) simulations suggest that differences in the 

structure and dynamics of the bound complex and template compared to free oligonucleotides lead 

to significantly different binding thermodynamics and kinetics for overhangs and gaps.  

9.2 Measurements of dinucleotide dehybridization 

9.2.1 Low-temperature hybridization of dinucleotides to overhangs and gaps  

Figure 9.1a illustrates the model sequences that we designed to study the hybridization of 

a 2′-deoxyadenosine dinucleotide onto G:C rich DNA templates incorporating a single-stranded 

thymine overhang or thymine gap. Overhang templates (TTo) are composed of a 6-mer primer 

strand bound to the 3′ end of a 14-mer template strand. Gap templates also have a 6-mer helper 

strand bound to the 5′-end of the template. Additionally, we studied the binding of adenosine 

dinucleotide onto a single-stranded uracil RNA gap template (UUg). The abbreviation AA will be 

used to refer to both the 2′-deoxyadenosine dinucleotide for DNA and adenosine dinucleotide for 

RNA samples throughout. The primer and helper segments consist of six guanine:cytosine (G:C) 
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base pairs in order to maximize their binding stability while also keeping their size relatively small 

to minimize IR absorption from the template itself. The hybridized product between the template 

and AA is termed the AA-overhang (TTo:AA) or AA-gap complex (TTg:AA, UUg:AA). Although 

the formation of a fully formed gap or overhang complex can potentially involve numerous binding 

equilibria, the choice of a weakly bound AA to a far more stable GC-rich template means that the 

dissociation of the complex is well described through two equilibrium constants: 𝐾𝑑 for the 

dissociation of AA from the template and 𝐾𝑑,𝑇𝑒𝑚𝑝 for dissociation of the template. 

We first test for evidence that AA binds to gaps and overhangs at low temperature (1 °C) 

using FTIR spectroscopy. Figure 9.1 compares the FTIR spectra in the 1540 – 1720 cm-1 region 

of isolated TTg, TTo, and UUg templates with samples containing an equimolar mixture of 

template and AA. This spectral region contains in-plane carbonyl and ring stretching vibrations of 

the nucleobases that are sensitive to base-pairing and stacking interactions and have previously 

been studied in detail.46-49 The templates are fully intact at 1 °C such that spectral changes from 

adding AA report on the binding of AA to the template. Each mixed sample exhibits an increase 

in absorbance near 1575 and 1625 cm-1 resulting from the A ring vibrations of AA. The 1650 – 

1700 cm-1 region primarily contains carbonyl vibrations. The shifting of intensity from 1665 to 

1685 cm-1 indicates increased stacking and base pairing of guanines adjacent to the gap, and the 

overlapping gain in intensity of the thymine carbonyl band near 1695 cm-1 indicates the formation 

of A:T base pairing.46 The intensity of the 1625 cm-1 band directly reports on the stacking and 

base-pairing interactions experienced by AA, and its suppression in TTg:AA and UUg:AA relative 

to TTo:AA indicates greater binding of AA in the gap at 1°C. Further, FTIR-monitored titrations 
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of AA with each template indicate an increase in fraction of TTg bound to AA at equimolar 

conditions (𝜃1:1) progressing from TTo:AA to UUg:AA to TTg:AA (Figs. 9.1e & 9.A1). 𝐾𝑑 

decreases by over an order of magnitude in switching the template from an overhang to a gap as 

previously observed for binding of guanosine monophosphate (GMP) to RNA.40  

Figure 9.1 Low-temperature hybridization of AA dinucleotide to gap and overhang. (a) 

Model sequences studied in this work. Gap templates are comprised of a 14-mer template strand 

bound to 6-mer primer and 6-mer helper strands whereas the overhang templates are only bound 

to the primer strand. (b, c, d) FTIR spectra at 1 °C of 1 mM gap and overhang templates in pH* 

6.8 400 mM sodium phosphate buffer (SPB) without AA (black lines) and after adding 1 mM AA 

(color lines). Difference spectra upon addition of AA are shown as insets. Labels indicate the 

nucleobases contributing to each frequency region of the FTIR spectra. (e) Titrations of AA against 

1 mM TTg, TTo, and UUg templates at 1 °C monitored with FTIR. The fraction of template bound 

to AA is determined from fitting the second singular value decomposition (SVD) component of 

FTIR data between 1650 – 1720 cm-1 to a two-state binding model (solid lines, eq. 9.A2). The 

fraction of AA bound to template at a 1:1 molar AA:template ratio (𝜃1:1) and the dissociation 

constant (𝐾𝑑) are listed for each complex. Additional spectra and fitting details are provided in 

Appendix 9.A.  
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9.2.2 AA binding equilibrium monitored with temperature-dependent IR and 

NMR spectroscopy 

 

Figure 9.2 Temperature-induced dissociation of AA. (a) FTIR spectra of TTg:AA and UUg:AA 

from 1 to 96 °C in ~2.6 °C steps. Solutions contain 1 mM each of AA, primer, helper, and template 

strands. (b) Thermal AA and template dissociation of the TTg:AA complex monitored with FTIR, 

2D IR, and 1H NMR. FTIR traces are plotted as the absolute value change in absorption relative 

to 1 °C for select frequencies marked in (a) that primarily report on intensity changes in G (1573 

cm-1, blue), A & T (1623 cm-1, purple), and G & T (1665 cm-1, pink). 2D IR traces at select 

frequencies similar to the FTIR data are plotted as the absolute value percent change in signal 

relative to 1 °C (|ΔS|). From 1H NMR, the AA dissociation transition is monitored using the 

chemical shift of two aromatic protons from adenine (A3 and A4), and H5 aromatic protons of 

cytosine (C1 and C2). The temperature-dependent chemical shifts of A3 and A4 in free AA are 

shown as open circles. The corresponding 1H NMR spectra are shown in Fig. 9.5. (c) Thermal AA 

and template dissociation transitions of the UUg:AA complex monitored with (top) FTIR and 

(bottom) 2D IR. Solid lines for each dataset correspond to fits to a three-state sequential model 

(Appendix 9.B). FTIR and 2D IR data are globally fit together. The four 1H NMR peaks are 

globally fit to the same three-state model and include upper and lower baselines (dashed lines).  
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Figure 9.3 Temperature-dependent FTIR spectra of DNA and RNA gap templates. (a) FTIR 

temperature series for TTg, TTg:AA, and a fully complementary duplex 

5′-GCGGCGAAGGCGGC-3′/5′-GCCGCCTTCGCCGC-3′ (TTgd) from 1 to 96 °C. The bottom-

right panel shows the differences spectra between TTg:AA and TTg at each temperature. (b) 

Change in absorbance as a function of temperature at select FTIR frequencies for TTg (black), 

TTg:AA (blue), and TTgd (orange). (c-d) Similar plots for RNA gap sequences.  
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To accurately measure temperature-dependent AA binding stability, IR and NMR 

spectroscopic probes are employed to monitor changes in base pairing as a function of temperature 

that are then modeled to extract melting curves for AA dissociation. FTIR temperature series were 

performed to track AA binding stability from 1 to 96 °C (Fig. 9.2a,b). Both AA-gap complexes 

show two melting transitions that correspond to dissociation of AA from the template followed by 

dissociation of the primer and helper from the template strand. The AA dissociation transition in 

TTg:AA and UUg:AA is observed between 1 and 60 °C as an increase in intensity of the adenine 

ring mode at 1625 cm-1 and the change of carbonyl bands at 1685-1695 and 1665 cm-1. The sharper 

dissociation transition of the primer and helper – characterized exclusively by changes in the 

guanine ring and carbonyl bands – occurs at higher temperature as a single step melting transition 

since the binding stability of the primer and helper to the template strand are nearly identical. The 

midpoint for primer and helper dissociation is shifted 13 °C higher in UUg:AA due to the more 

stabilizing nature of GC base-pair steps in A-RNA relative to B-DNA.8-9 AA unbinding in TTo:AA 

is already halfway complete at 1 °C as indicated in Fig. 9.1e and is completed by ~40 °C.5   

The sigmoidal character of the AA thermal dissociation transition is superimposed on other 

slowly varying temperature-dependent changes, primarily a result of solvation. We account for 

additional independent spectral changes by measuring FTIR temperature series of TTg, TTo, and 

UUg and fully complementary duplexes (TTgd, UUgd) for reference, as shown in Fig. 9.3 and 

discussed previously.5 It is clear that linear background changes contribute heavily to AA 

dissociation curve shape at 1625 nm-1, particularly for UUgd.  In contrast, we find that these linear 

background changes are only minor contributions in temperature series monitored by two-

dimensional IR (2D IR) spectroscopy (Fig. 9.4). The 2D IR temperature series show profiles for 
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AA dissociation and primer and helper dissociation transitions that correlate closely the transitions 

observed in FTIR data but with reduced linear baseline contribution to the sigmoidal transitions. 

The relative reduction of the linear baseline primarily arises from the fourth-order proportionality 

of the 2D IR signal to the vibrational transition dipole moment (𝜇4) as introduced in Chapter 2.  

We also obtain similar AA dissociation and primer and helper dissociation transitions from 

1H NMR of TTg:AA (Figs. 9.2b and 9.5), lending confidence to the profiles of the IR-monitored 

dissociation transitions. 1H NMR temperature series have previously been used to extract nucleic 

Figure 9.4 Temperature-dependent 2D IR spectral changes of DNA and RNA gap templates. 

(a) 2D IR difference spectra between 43 and 1 °C for TTg:AA, TTg, and TTgd. (b) Temperature-

dependent integrated amplitudes over the regions marked in (a) plotted relative to the spectrum at 

1 °C. (c-d) Corresponding temperature-dependent 2D IR data for UUg:AA, UUg, and UUgd.  
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acid binding thermodynamics and contain base-specific information in short oligonucleotides.50 

We performed 1H NMR temperature series using a Bruker AVANCE III 500 MHz spectrometer.  

Temperature series were performed in 2.5 °C steps and the sample was equilibrated for 5 min and 

auto gradient and lock shimmed with TopShim at each temperature. prior to acquiring spectra. 

Numerous resonances are sensitive to dissociation of AA and/or primer and helper dissociation, 

and a few signals may be used to selectively track each process. The H2 and H8 protons of adenine 

specifically probe the AA dissociation equilibrium while H5 and H6 protons of cytosine will 

primarily be sensitive to primer and helper dissociation. Many of the peaks are broad and overlap 

at low temperature, likely due to slow tumbling of the AA-gap complex, and become more narrow 

and separated as the temperature increases. The adenine protons of AA exhibit a ~0.4 ppm (200 

Hz) frequency difference between the bound and dissociated configurations. As discussed in 

Section 9.3.2, the exchange rate for AA binding and unbinding is ~50,000 Hz at 15 °C, therefore 

the four aromatic adenine protons from 7.6 to 8.4 ppm show a single set of peaks whose chemical 

shift report on the relative population of bound and unbound states (Fig. 9.5). From 10 to 50 °C, 

identification of the aromatic adenine peaks is hindered by overlap with resonances from aromatic 

protons on guanine, thymine, and cytosine, but the chemical shift of two adenine peaks (labeled 

A3 and A4) can be determined over most of the temperature range through comparison with 

temperature-dependent spectra of free AA and TTg. The temperature-dependence of A3 and A4 

chemical shift follows a single sigmoidal transition that reports on the AA binding equilibrium and 

exhibits a midpoint and width similar to the IR-monitored transition (Fig. 9.2). Due to the 

congestion of aromatic peaks from 7.6 to 8.4 ppm, we use the H5 cytosine protons located from 

5.2 to 6.2 ppm to monitor the primer and helper binding equilibrium. Two H5 cytosine signals (C1 
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and C2), that appear insensitive to AA dissociation, are distinguished from H1′ peaks of the 

deoxyribose groups by TOCSY cross-peaks to H6 cytosine signals5 and exhibit sigmoidal 

temperature-dependent trends in chemical shift that report on primer and helper dissociation. 

 

Figure 9.5 Temperature-dependent 1H NMR spectra of TTg:AA. (a) Normalized aromatic 

proton spectra of AA. (b) Normalized 1H NMR spectra of TTg:AA from 10 °C to 90 °C. (Left) 

Frequency window from 8.4 to 7.6 ppm that contains H8/H2 signals of adenine, H8 signals of 

guanine, and H6 signals of thymine and cytosine. Each adenine proton signal is labeled A1-A4 in 

the 90 °C spectrum, and the A3 and A4 chemical shift values are marked at each temperature with 

dark and light blue vertical lines, respectively. The spectra of TTg are shown in black and those 

of TTg:AA are colored. A3 and A4 chemical shifts are indicated with vertical lines. (Center) 

Frequency window from 6.2 to 5.2 ppm that contains H1′ signals from the 2′-deoxyribose moiety 

of each nucleotide and H5 signals from cytosine. Two cytosine H5 signals are denoted C1 and C2 

and marked with purple and magenta vertical lines, respectively, at each temperature. (Right) 

Frequency window from 1.45 to 1.95 ppm window showing the methyl protons of thymine. All 

oligonucleotides are present at 1 mM concentration in pH* 6.8 400 mM SPB in D2O. 
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9.2.3 Temperature-jump IR spectroscopy of AA dissociation kinetics 

 

 To directly monitor the time-dependence of AA dehybridization from gaps and overhangs, 

we employed T-jump IR spectroscopy51-52 using T-jumps of ΔT ≈13 °C across the center of the 

AA melting transition (Fig. 9.6). The absorption change at 1605 cm-1 by the adenine ring mode 

and at 1545 cm-1 by the guanine ring mode provide selective reporters for changes in A:T and G:C 

base pairing, whereas the 1672 cm-1 band tracks both A:T and G:C base-pair disruption through 

the thymine and guanine carbonyl vibrations.7, 53 For all complexes, time traces at these three 

frequencies exhibit what appears to be a single kinetic component from 500 ns to 10 µs prior to 

Figure 9.6 Time-dependence of AA dissociation from gaps observed with T-jump IR 

spectroscopy. (a) Heterodyned dispersed vibrational echo difference spectra (t-HDVE) at T-jump 

delays ranging from 5 ns to 180 µs for TTg:AA, TTg, UUg:AA, and UUg following a T-jump 

from 19 to 33 °C. Spectra are plotted as the change relative to the maximum signal value of the 

initial temperature spectrum (Δ𝑆(𝑡) = 𝑆(𝑡)/max(𝑆(𝑇𝑖))). (b) Normalized Δ𝑆(𝑡) time traces at 

1545 cm-1 (blue, guanine ring mode), 1605 cm-1 (purple, adenine ring mode), and 1672 cm-1 (red, 

guanine and thymine carbonyl modes) for TTg:AA and UUg:AA (filled circles) as well as TTg 

and UUg (open circles). The probe frequencies are marked as vertical dashed lines in the t-HDVE 

spectra. Traces at different frequencies are shifted vertically with respect to one another and dashed 

lines indicate respective baselines. AA dissociation is observed as a single kinetic component from 

1 to 10 µs, and base-pairing dynamics from the template itself occur on an overlapping timescale.  
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decay of the signal due to thermal re-equilibration of the sample from 1 to 10 ms (Fig. 9.6b). The 

large amplitude of the A:T response at 1605 cm-1 and its microsecond timescale support 

assignment of the process to AA unbinding.  

Figure 9.7 Temperature-dependent T-jump measurements of gap sequences. (a) t-HDVE 

time-domain responses of TTg:AA, TTg, and TTgd probed at 1605 (top) and 1672 cm-1 (bottom) 

for multiple temperatures indicated on the plot. ΔT ~ 13 °C for all measurements. (b) Similar plots 

for UUg:AA, UUg, and UUgd. 
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Without AA, the gap and overhang templates also exhibit a response over a similar time 

window but with lower amplitude, particularly at the adenine ring mode, relative to the 

AA-template complexes. The dominant G:C character of the response suggests that it may arise 

from base-pair disruption adjacent to the gap or at the primer and helper termini; however, the 

same response is also observed in the fully formed duplexes (Fig. 9.7), which indicates it arises 

from fraying of the primer and helper G:C termini. This observation is consistent with previous 

NMR studies that found G:C base pairs adjacent to a gap to be more stable than those at the duplex 

termini,33 and T-jump experiments indicating G:C fraying in DNA oligonucleotides on 

microsecond timescales.54 G:C fraying occurs faster than AA dissociation yet with enough 

temporal overlap that only a single kinetic component is resolved at each frequency. AA 

dissociation dominates the observed kinetic component at most frequencies, but the signal change 

at 1672 cm-1 contains enough amplitude from G:C fraying that the extracted observed rate is faster 

than at 1605 cm-1 for TTg:AA at low temperature.5  

9.3 Thermodynamic and kinetic modeling  

9.3.1 Thermodynamic analysis of AA dissociation 

 The results demonstrate steady-state and time-resolved thermal dissociation of AA, which 

we self-consistently model to extract quantitative thermodynamic and kinetic information. In 

general, complete dissociation of the AA-template complex may proceed through multiple 

pathways differentiated by the order in which AA, primer, or helper segments dissociate. Exact 

treatment of these coupled equilibria leads to a fourth or higher-order dependence of each binding 

fraction on the concentration of a given species, which we find does not have a stable solution over 
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the full temperature range of each transition. However, the much greater binding stability of the 

primer and helper allows us to neglect species with AA bound to the template strand without the 

primer and helper. We also model primer and helper dissociation from the template strand as a 

unimolecular equilibrium between the template and “dissociated” template that is equivalent to 

treating binding of the primer and helper as folding of hairpins.21 This results in a three-state 

sequential model described by equilibrium constants for AA dissociation (𝐾𝑑) and dissociation of 

the primer and helper (𝐾𝑑,𝑇𝑒𝑚𝑝). Using TTg:AA as an example: 

dTTg:AA TTg + AA
K

                                                   (9.1a) 

d,Temp
TTg dTTg 

K
                                                     (9.1b) 

where dTTg is the “dissociated” template. The assumption in eq. 9.1b sharpens the primer and 

helper melting profile relative to its true bimolecular,5 but this is not a serious concern because this 

only affects our analysis in the temperature range where the transitions overlap.   
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To extract melting curves for AA dissociation, FTIR and 2D IR temperature series for a 

given sequence are globally fit to eqs. 9.1 using the spectral decomposition described in Appendix 

9.C and constraints from the titration at 1°C. The resulting melting curves are shown in Fig. 9.8 

and thermodynamic parameters are shown in Fig. 9.8 and Table 9.1, and the corresponding spectral 

components are shown in Figs. 9.C2. Overall, the global fit describes both data sets well (Fig. 9.2). 

The first spectral component corresponds to AA dissociation and contains signatures of A:T 

base-pair breaking whereas the second component contains only G:C base-pair breaking features. 

The AA dissociation curves resemble the raw temperature-dependent change in absorbance and 

start from a bound fraction less than 1 at 1 °C.  

Figure 9.8 Thermodynamics of AA dissociation from gap and overhang templates extracted 

with three-state global fitting of FTIR and 2D IR temperature series. (a) AA (solid) and 

primer and helper (dashed) dissociation curves for TTg:AA, TTo:AA, and UUg:AA extracted 

from global fitting of FTIR and 2D IR temperature series to a three-state sequential model (eqs. 

9.1a-b, Appendix 9.B). Dark gray lines correspond to dissociation components of TTg:AA 

obtained from 1H NMR temperature series (Fig. 9.5). AA dissociation (b) enthalpy (∆𝐻𝑑
° ), (c) 

entropy (∆𝑆𝑑
° ), (d) free energy at 37 °C (∆𝐺𝑑37

° ), and (e) melting temperature (𝑇𝑚) determined for 

each sequence. Dark gray bars indicate values from 1H NMR. Error bars are derived from 95% 

confidence intervals in fit parameters ∆𝐻𝑑
°  and ∆𝑆𝑑

° . 
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We also find quantitative agreement between the TTg:AA dissociation curves determined 

from FTIR and 2D IR and from global fitting of temperature-dependent 1H NMR chemical shifts 

(Fig. 9.5), lending support to the accuracy of the IR dissociation curves. The temperature-

dependence trends in chemical shift of A3, A4, C1, and C2 resonances (Fig. 9.2) were globally fit 

to the sequential three-state model (eq. 9.B14). A3 and A4 peak chemical shifts were used for the 

first component (𝜃𝐴𝑛) and those of C1 and C2 for the second component (𝜃𝑇𝑒𝑚𝑝). Linear 

temperature-dependent changes in chemical shift also contribute to each peak and are corrected 

for using baseline fits. The high-temperature baselines of A3 and A4 are constrained to those 

measured for free AA (Fig. 9.5a). The extracted melting curves and thermodynamic parameters 

for the AA-gap complex and template dissociation quantitatively agree with those determined from 

global fitting of FTIR and 2D IR temperature series (Fig. 9.8) as well as ITC measurements.5  

Table 9.1 Thermodynamic parameters for dissociation of AA from overhang and gap 

templates. Values determined from global fitting of spectroscopic temperature series to three-state 

sequential model (eqs. 9.1a-b).  Error bars are derived from 95% confidence intervals in fit 

parameters ∆𝐻𝑑
°  and ∆𝑆𝑑

° . ∆𝐻𝑑
°  and the dissociation free energy at 8 °C (∆𝐺𝑑8

° ) from ITC 

measurements are also listed where errors correspond to 95% confidence intervals from two-state 

fits (Appendix 6.B).  

Sequence Method 𝑻𝒎
c 

(°C) 
∆𝑯𝒅

°  

(kJ mol-1) 

∆𝑺𝒅
°  

(J mol-1 K-1) 

∆𝑮𝒅𝟖
° d 

(kJ mol-1) 

TTg:AA 

IRa 26 ± 2 91 ± 2 245 ± 6 21.7 ± 1.1 

NMR 28 ± 3 79 ± 5 203 ± 20 21.5 ± 4.5 

ITCb - 83 ± 5 - 23.1 ± 1.3 

UUg:AA 
IRa 24 ± 1 56 ± 1 131 ± 3 19.2 ± 0.6 

ITCb - 51 ± 1 - 23.5 ± 0.4 

TTo:AA IRa 5 ± 1 67 ± 1 182 ± 4 16.1 ± 0.8 

aIR refers to global fits of FTIR and 2D IR temperature series. bIsothermal titration calorimetry (ITC) was 

performed at 8 °C. c𝑇𝑚 is defined as the temperature where half of the AA is bound to the template. dFree 

energy change for AA dissociation at 8 °C. 
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The shape of AA dissociation curves varies between DNA and RNA as well as the type of 

template. TTg:AA and UUg:AA exhibit similar transition midpoints (𝑇𝑚), defined as the 

temperature where half of the total AA concentration is bound to the template, yet UUg:AA shows 

a broader transition with a dissociation curve slope at 𝑇𝑚 of 0.013 K-1 relative to 0.021 K-1 in 

TTg:AA. The broader transition width in UUg:AA arises from a 35 kJ mol-1 lower dissociation 

enthalpy (∆𝐻𝑑
° ) and 115 J mol-1 K-1 lower dissociation entropy (∆𝑆𝑑

° ) relative to TTg:AA. This 

difference in ∆𝐻𝑑
° is also directly observed through ITC measurements (Table 9.1).5 Although 

TTg:AA and UUg:AA exhibit a similar dissociation free energy at 37 °C (∆𝐺𝑑37
° ), the larger ∆𝐻𝑑

°  

and ∆𝑆𝑑
°  values lead to greater binding stability for TTg:AA at lower temperatures and UUg:AA 

at higher temperatures, but we note that ITC gives similar ∆𝐺𝑑
°  for each sequence at 8 °C. Thymine 

contributes greater π-π stacking interactions than uracil,55-56 which is why AA is the only 

dinucleotide step with nearest-neighbor ∆𝐻𝑑
°  and ∆𝑆𝑑

°  parameters that are larger for DNA (33 kJ 

mol-1; 93 J mol-1 K-1) than RNA (28 kJ mol-1; 79 J mol-1 K-1).8-9 This effect contributes to the larger 

values of ∆𝐻𝑑
°  and ∆𝑆𝑑

°  in TTg:AA relative to UUg:AA but cannot solely account for the observed 

magnitude of this difference. The free energy of AA dissociation at 37 °C is roughly 4 kJ mol-1 

higher in TTg:AA than TTo:AA due to the added stacking stabilization from the 3′-G, and this 

value is similar to previous measurements of coaxial stacking in 5′-AG-3′ steps of DNA 

oligonucleotides.20, 22-23  
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9.3.2 Kinetic analysis of AA dissociation  

 

 The observed relaxation rates for AA dissociation kinetics, 𝑘𝑜𝑏𝑠, are extracted from T-jump 

measurements with varying initial temperature across the AA melting transition of each sequence 

(Figs. 9.7 and 9.9). Due to the differences in the number of relaxation components observed across 

Figure 9.9 Kinetics of AA association and dissociation from gaps and overhangs. (a) 

Illustration of a series of T-jumps performed from various initial to final temperatures (𝑇𝑖 →𝑇𝑓) 

with ΔT~13 °C for TTg:AA. (b) t-HDVE rate distributions of TTg:AA determined from 

MEM-iLT6-7 probed at the adenine ring mode (1605 cm-1) for each temperature condition shown 

in (a). (c) Observed relaxation rate (𝑘𝑜𝑏𝑠) for AA unbinding as a function of 𝑇𝑓for all sequences. 

Rates correspond to the amplitude-weighted mean across the adenine ring mode response (1585 

to 1610 cm-1) in the rate-domain spectra. Vertical error bars indicate standard deviation over the 

rate spectra and horizontal error bars correspond to the measured standard deviation in T-jump 

magnitude. (d) Rate constants for AA association (𝑘𝑎) in M-1 s-1 and dissociation (𝑘𝑑) in s-1 as a 

function of 𝑇𝑓 determined from a two-state analysis of 𝑘𝑜𝑏𝑠 (eq. 9.2). Data for all sequences is 

shown in ref 5. (e) Enthalpic (∆𝐻𝑑
‡
, ∆𝐻𝑎

‡
), entropic (∆𝑆𝑑

‡
, ∆𝑆𝑎

‡
), and free energy (37°C, ∆𝐺𝑑37

‡
, 

∆𝐺𝑎37
‡

) barriers determined from fitting 𝑘𝑑 and 𝑘𝑎 temperature-trends to a Kramers-like model 

(eq. 9.3). Error bars indicate 95% confidence intervals propagated from the fits. 
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a series of temperatures, we found it most robust to extract rates from the rate domain. The time-

domain t-HDVE response at each frequency is converted to the rate-domain using an inverse 

Laplace transform that employs a maximum entropy regularization method (MEM-iLT) described 

previously.6-7 Only AA dissociation and G:C fraying are observed below final temperatures 𝑇𝑓 = 

42 °C for DNA and 52 °C for RNA. At higher temperatures, primer and helper dissociation is 

observed on 100 µs timescales and is more than 100-fold slower than AA dissociation (Fig. 9.9). 

The timescale separation between AA dissociation and primer and helper dissociation is sufficient 

to treat 𝑘𝑜𝑏𝑠 with two-state kinetics (Chapter 3.6).57 Using TTg:AA as an example, 

      TTg AAobs d ak k k                                                     (9.2) 

where 𝑘𝑎 and 𝑘𝑑 are the rate constants for AA association and dissociation. Since 𝐾𝑑 = 𝑘𝑑/𝑘𝑎, 

these rate constants are extracted using the concentrations of template, [TTg], and AA, [AA], 

determined from the AA dissociation curves in Fig. 9.8. Due to the broad observable temperature 

range of AA-gap dissociation transitions, T-jump measurements can be performed at multiple 𝑇𝑓  

values below 𝑇𝑚 where 𝑘𝑜𝑏𝑠 is dominated by 𝑘𝑎. Over this temperature range, the dissociation rate 

follows Arrhenius behavior and increases from  3 × 103 to 2 × 106 s-1 while 𝑘𝑎 shows just a minor 

2-to-5-fold increase. Such contrasting temperature-dependence of 𝑘𝑎 and 𝑘𝑑 has consistently been 

observed in studies of short DNA and RNA oligonucleotides (5 – 20 bp),7, 11-12, 58-59 and has been 

used to characterize the transition-state between hybridized and dissociated states. We fit the 

temperature trends of 𝑘𝑎 and 𝑘𝑑  to a Kramers-like model for diffusive barrier crossing where the 

rate is inversely proportional to the solvent viscosity, 𝜂. Written for the dissociation rate:  



Chapter 9. Thermodynamics and kinetics of dinucleotide hybridization to gaps and overhangs 

 

434 
 

   
 

1
37 exp

m
d dB

d

H T Sk T
k T c

h T RT






    

  
 

‡ ‡

                                 (9.3) 

and the same expression applies for association. Here the free energy barrier (∆𝐺𝑑
‡
) is written in 

terms of the enthalpic (∆𝐻𝑑
‡
) and entropic (∆𝑆𝑑

‡
) barriers. The temperature-dependent viscosity of 

D2O is taken relative to its value at 37 °C (𝜂37/𝜂).60 Also, c° is the standard state concentration of 

1 M, and m is the reaction molecularity (m = 1 for 𝑘𝑑 and m = 2 for 𝑘𝑎). We use a simple form of 

the Eyring pre-factor (𝑘𝐵𝑇/ℎ). This approximation is known to overestimate the frequency of 

diffusive motion at the barrier for biomolecular folding and binding.61-62 While this impacts the 

absolute magnitudes of ∆𝑆𝑑
‡
 and ∆𝐺𝑑

‡
, we assume that the true pre-factor is the same across our 

sequences such that relative values of ∆𝑆𝑑
‡
 and ∆𝐺𝑑

‡
 are meaningful. Fitting of our data indicates 

that the free energy barrier for AA dissociation arises from an enthalpic penalty (∆𝐻𝑑
‡

 > 50 kJ 

mol-1) that is partially compensated by a positive ∆𝑆𝑑
‡
, whereas the free energy barrier for AA 

association (∆𝐺𝑎
‡
) is dominated by an entropic barrier (∆𝑆𝑎

‡
 < 0).  

 The kinetics of AA association and dissociation vary substantially depending on the 

template. ∆𝐺𝑑
‡

 is ~4.5 kJ mol-1 smaller for TTo:AA than TTg:AA at 37 °C, which matches the 

difference in ∆𝐺𝑑37
° , suggesting that the 5-fold faster unbinding of AA from an overhang compared 

to a gap primarily comes from reduced binding stability. The rate of association or ∆𝐺𝑎37
‡

 are 

essentially the same for TTo:AA and TTg:AA but with small differences in its temperature-

dependence as quantified by ∆𝐻𝑎
‡
. There are also significant differences between the kinetics of 

AA dissociation in UUg:AA and TTg:AA. 𝑘𝑑 increases more sharply with temperature in 
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TTg:AA, as quantified by a ~25 kJ mol-1 larger ∆𝐻𝑑
‡
  relative to UUg:AA, which likely comes from 

enhanced stacking interactions in the hybridized state of TTg:AA and is consistent with the 

thermodynamic results presented above. On the other hand, 𝑘𝑎 is similar for each sequence across 

the measured temperature range.   

9.4 Structure of AA-gap complexes from MD simulations  

 The energetics of AA hybridization onto overhangs and gaps differs from free strand 

hybridization due to a combination of differences in the template and AA-gap complex structural 

configurations relative to canonical duplexes and single-strands. We characterized the differences 

in conformation between these species using all-atom MD simulations, finding that most 

configurational differences are localized near the central AA binding site. As observed previously, 

gap templates adopt bent configurations in high population which reduces hydration of the gap 

relative to single strands.5, 32-33, 63 AA-gap complexes exhibit greater configurational freedom than 

canonical duplexes (Fig. 9.10), with the largest differences found in backbone and base-stacking 

structure rather than base-pair geometry. TTg:AA exhibits broadened distributions in shift, slide, 

and twist parameters at the 5′-GA-3′ and 5′-AG-3′ nicks, whereas the stacking geometry of the 

between adenine bases is nearly identical to B-DNA (ΔDx, ΔDy < 0.4 Å and ΔΩ < 4°). A broader 

spread of stacking orientations at the nick sites is unsurprising given the greater flexibility in the 

backbone, particularly for glycosidic bond angles (χ) of the A and G bases on the 3′-side of each 

nick.27 The nick sites enable greater local flexibility in the backbone, and in particular for the 

glycosidic bond angles (χ) of the A and G bases on the 3′-side of each nick. The fluctuations along 
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slide, twist, shift, and χ coordinates are partially correlated in a given nick site while the structural 

fluctuations in the 5′-GA-3′ and 5′-AG-3′ nicks appear independent of one another (Fig. 9.10b,c).  

The structural differences between UUg:AA and an A-RNA duplex are also minor yet 

distinct from DNA in a few regards. Overall, UUg:AA exhibits larger changes in stacking 

orientation (twist, shift) and less change in the backbone torsional angles (χ, δ, γ) relative to DNA. 

Further, the base-pairing and stacking geometry of the AA differs with broader distributions of 

shear, stretch, and buckle values, an increase in mean rise from 3.0 to 3.3 Å, and sub-populations 

with larger shift and twist values. In contrast to DNA, distinct states are observed along twist and 

shift coordinates for the 5′-GA-3′ and 5′-AG-3′ and the mean values differ from A-RNA by as 

much as 20° and 1.5 Å, respectively.  

During one of two 4 μs trajectories for TTg:AA, we observed AA switch from canonical 

Watson-Crick-Franklin (WCF) to anti-Hoogsteen (aHG) base pairing geometry. As shown in Fig. 

9.10d, the 5′-A flips at 700 ns followed by the 3′-A 200 ns afterward, however, both adenines 

remain poorly aligned with the gap until reaching the final aHG geometry at 1.3 μs. Our 8 µs of 

total simulation time for this sequence is insufficient to determine the relative stability of WCF 

and HG configurations, therefore we applied the On-the-fly Probability Enhanced Sampling 

(OPES) method to calculate the free energy differences for AA dissociation from a WCF or aHG 

geometry (∆∆𝐹𝑊𝐶𝐹−𝑎𝐻𝐺 =∆𝐹𝑑37,𝑎𝐻𝐺 − ∆𝐹𝑑37,𝑊𝐶𝐹).5 WCF and aHG geometries have nearly the 

same population and stability at 37 °C with ∆∆𝐹𝑊𝐶𝐹−𝑎𝐻𝐺 ≈ 0 kJ mol-1. Although not previously 

tested for dinucleotide-gap complexes or aHG base pairing, simulations with the bsc1-AMBER 
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force field typically capture accurate relative stabilities between WCF and syn-Hoogsteen 

Figure 9.10 Structural properties of AA-gap complexes from MD simulations. (a) 

Comparison of structural variation between AA-gap complex and canonical duplex. Violin plots 

show structural distributions for base-twist (Ω) and shift (Dx), and glycosidic bond dihedral angle 

(χ) for the three central base pair steps of TTgd (red, light), TTg:AA (red, dark), UUgd (green, 

light), and UUg:AA (green, dark). Black horizontal bars indicate the distribution’s median value 

obtained from a Gaussian kernel estimation using Scott’s rule.4 Distributions were generated from 

1.5 µs of simulation for each sequence using the bsc1-AMBER force field for DNA and DES-

AMBER force field for RNA. Only Watson-Crick-Franklin (WCF) base pair configurations are 

included in the distributions. Other structural parameters using both force fields are shown in ref. 

47. (b) Contour plots showing the correlation of 5′-AG-3′ twist vs. shift. Nine contours with 

uniform 10% spacing are plotted for each sequence. Diagonally elongated distributions indicate 

that fluctuations along different base pair coordinates within the same nick site are partially 

correlated with Pearson correlation coefficients of -0.61 for DNA and -0.56 for RNA. (c) Contour 

plots showing the correlation of 5′-GA-3′ shift vs. 5′-AG-3′ shift. Symmetrical distributions 

indicate that fluctuations at each nick site are uncorrelated with Pearson correlation coefficients of 

-0.04 for DNA and 0.05 for RNA. (d) 4 µs trajectory of TTg:AA showing the A:T base pairs 

switching from WCF to an anti-Hoogsteen (aHG) geometry. Trajectories are plotted in terms of 

the mean WCF (purple) and aHG (pink) distances across each A:T base pair. The WCF distance 

is defined as the mean of adenine-N6 to thymine-O4 and adenine-N1 to thymine-N3 distances and 

the aHG distance is the average of adenine-N7 to thymine-N3 and adenine-N6 to thymine-O2 

distances. Visualizations of each base pair geometry at time points marked with filled circles 

indicate WCF distances as purple dashed lines and aHG distances as pink dashed lines.  
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base-pairing geometries.64-65 Simulations with the DES-AMBER force field instead suggest that 

the WCF geometry is more stable (∆∆𝐹𝑊𝐶𝐹−𝑎𝐻𝐺 ~ -8 kJ mol-1). For UUg:AA, WCF and aHG 

geometries have similar stabilities regardless of the employed force field.5 The high stability of an 

aHG geometry may appear unusual, but this has been reported as the dominant base-pairing 

geometry between AA and TT DNA dinucleotides mediated through self-assembling tripyridyl-

triazinine capped hydrophobic cages in aqueous solution, so far the only structural characterization 

of dinucleotide duplexes in aqueous solution.66   

9.5 Length scaling of An dissociation from templates  

 

Figure 9.11 Length-dependent dissociation thermodynamics for gaps, overhangs, and free 

strands. (a) Extended templates for 3 and 4 nucleotide gap (TTTg:A3, TTTTg:A4) and overhang 

(TTTo:A3, TTTTo:A4) sequences bound to A3 and A4 oligonucleotides. Dissociation of An (n = 

2, 3, 4) segments from gaps and overhangs are compared with dissociation of GAnG single-strands 

from their complement strands. (b, c) An melting curves for gaps and overhangs extracted from 

global fitting of FTIR and 2D IR temperature series to three-state sequential model (eqs. 9.1). 

GAnG melting curves are shown in (b) as extracted from a two-state fit to FTIR temperature series 

(Appendix 6.A).5 (d) ∆𝐻𝑑
° , ∆𝑆𝑑

° , and dissociation free energy at 8 °C (∆𝐺𝑑8
° ) for all sequences. 

Red-orange bars correspond to DNA An-gap complexes, blue-purple bars correspond to DNA An-

overhang complexes, light blue-green bars are for GAnG strands, and black-gray indicate GAnG 

dissociation parameters calculated from Santa Lucia’s nearest-neighbor (NN) model.8, 10 Values 

for gap and GAnG systems are an average over those determined from IR spectroscopy and ITC5 

while overhang values are only from FTIR and 2D IR global fits. Error bars indicate 95% 

confidence intervals from fits to thermodynamic models. (e) Slopes from linear fits of each 
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To assess the scaling of dissociation thermodynamics and kinetics for 2-to-4 nucleotides 

sequences, we experimentally examined the dehybridization of AAA (A3) and AAAA (A4) from 

DNA gaps and overhangs using the extended templates shown in Fig. 9.11a. As expected, longer 

An oligonucleotides bind with greater stability and show a decrease in both 𝑘𝑑 and 𝑘𝑎 (Figs. 

9.11b-d and 9.12). Both gaps and overhangs exhibit an average increase in ∆𝐺𝑑,8
°  of 2.7-3.0 kJ 

mol-1 per base pair (bp), yet ∆𝐻𝑑
°  and ∆𝑆𝑑

° increase more sharply with length for overhangs and 

become equivalent to the gap for A4 dissociation. The overhang values for ∆∆𝐻𝑑
° , ∆∆𝑆𝑑

° ,  and 

∆∆𝐺𝑑,8
° are still well below the 33 kJ mol-1 bp-1, 94 J mol-1 K-1 bp-1, and 6.7 kJ mol-1 bp-1 values 

predicted for appending AA dinucleotide steps by Santa Lucia’s DNA nearest-neighbor (NN) 

model (Fig. 9.11e).8  

Figure 9.11 Length-dependent dissociation thermodynamics for gaps, overhangs, and free 

strands, continued 

(Appendix 6.A).5 (d) ∆𝐻𝑑
° , ∆𝑆𝑑

° , and dissociation free energy at 8 °C (∆𝐺𝑑8
° ) for all sequences. 

Red-orange bars correspond to DNA An-gap complexes, blue-purple bars correspond to DNA An-

overhang complexes, light blue-green bars are for GAnG strands, and black-gray indicate GAnG 

dissociation parameters calculated from Santa Lucia’s nearest-neighbor (NN) model.8, 10 Values 

for gap and GAnG systems are an average over those determined from IR spectroscopy and ITC5 

while overhang values are only from FTIR and 2D IR global fits. Error bars indicate 95% 

confidence intervals from fits to thermodynamic models. (e) Slopes from linear fits of each 

thermodynamic parameter across An length (solid lines in (d)). Data are presented as the change 

per appended A:T base pair (bp) in the dissociation enthalpy(∆∆𝐻𝑑
° ), entropy (∆∆𝑆𝑑

° ), and free 

energy at 8 °C (∆∆𝐺𝑑8
° ). Although AA-gap complex binding is more stable than GA2G, ∆∆𝐻𝑑

° , 

∆∆𝑆𝑑
° , and ∆∆𝐺𝑑8

° are more than 2-fold greater in GAnG strands than for An dissociation from gaps. 
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To test for the origin of different length-scaling dissociation thermodynamics between 

overhangs, gaps, and the NN model, we compare to dissociation of oligonucleotides 5′-GAAG-3′ 

(GA2G), 5′-GAAAG-3′ (GA3G), and 5′-GAAAAG-3′ (GA4G) with their respective complement 

strands (Figs. 9.11).∆𝐻𝑑
°  and ∆𝑆𝑑

°  are both greater for GA2G than AA-gap dissociation while ∆𝐺𝑑8
°  

is ~4 kJ mol-1 lower for GA2G. As a result, the GA2G dissociation transition is much sharper than 

Figure 9.12 Length-scaling of kinetics for An association and dissociation from gaps and 

overhangs. (a) Observed relaxation rate (𝑘𝑜𝑏𝑠) for AA dissociation as a function of 𝑇𝑓 for all 

sequences. Rates correspond to the amplitude-weighted mean across the adenine ring mode 

response (1585 to 1610 cm-1) in the rate-domain spectra determined from MEM-iLT.6-7 Vertical 

error bars indicate standard deviation over the rate spectra and horizontal error bars correspond to 

the measured standard deviation in T-jump magnitude. (b) Rate constants for AA association (𝑘𝑎) 

and dissociation (𝑘𝑑) as a function of 𝑇𝑓 determined from a two-state analysis of 𝑘𝑜𝑏𝑠 (eq. 9.2). 

Solid lines correspond to fits to a Kramers-like model (eq. 9.3). (c) Enthalpic (∆𝐻𝑑,
‡

, ∆𝐻𝑎
‡
), entropic 

(∆𝑆𝑑
‡
, ∆𝑆𝑎

‡
), and free energy (37 °C, ∆𝐺𝑑37

‡
, ∆𝐺𝑎37

‡
) barriers determined from fits in (b). Error bars 

indicate 95% confidence intervals propagated from the fits.  
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for AA-gap dissociation yet with Tm shifted ~15 °C lower in temperature. Values of ∆∆𝐻𝑑
° , ∆∆𝑆𝑑

° , 

and ∆∆𝐺𝑑8
° for GAnG are more than 2-fold greater than for gap sequences and are much closer the 

NN model values (Fig. 9.11e). This leads to nearly equivalent ∆𝐺𝑑8
°  for TTTTg:A4 and GA4G, 

and binding between free single-strands may progressively become more stable than for binding 

of longer oligonucleotides onto gaps and overhangs. Additionally, we find that length-scaling of 

the dissociation free-energy barrier (∆∆𝐺𝑑
ǂ ) is ~2.5-fold greater than ∆∆𝐺𝑑

°  for gaps (Fig. 9.13), 

which is a much larger difference than previously reported for dehybridization of free single-

strands.58, 67 This sharp dependence of ∆𝐺𝑑
ǂ (and 𝑘𝑑) on length is important for predicting 

Figure 9.13 Length-dependence of dehybridization and hybridization free-energy barriers. 

(a) ∆𝐺𝑑
‡
 at 8 and 37 °C for DNA gap (red-yellow) and overhang (blue-purple) sequences. Red and 

blue solid lines indicate linear fits to gap and overhang strand length trends, respectively. The 

slope of gap and overhang fit lines are listed above and below each line, respectively. Error bars 

are determined from 95% confidence intervals of fits to eq. 9.3. (b) Same plots for ∆𝐺𝑎
‡
 at 8 and 

37 °C. (c) Correlation plots between ∆𝐺𝑑
‡
, ∆𝐺𝑎

‡
 and ∆𝐺𝑑

°  at 8 and 37 °C for DNA gap and overhang 

length series. Solid and dashed lines indicate linear fits with respective slopes reported on the right.  
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dissociation kinetics in template systems and also indicates a length-dependence in the free 

energies of the association transition state and/or the unbound state.68-69  

Based on previous studies of gap and overhang structure,28-33 it is possible that the single-

stranded binding region in gaps and overhangs becomes less ordered as the length increases from 

2 to 4 nucleotides. However, our all-atom MD simulations indicate essentially no difference in the 

structural distribution of the canonical unbent Tn configurations in gaps, but instead highly bent 

configurations and alternative stacking geometries are observed for certain gap lengths.5 AMBER 

force fields, including bsc1-AMBER, tend to overestimate base-stacking stability in single-strand 

DNA as they are parameterized for duplex DNA,70-71 and therefore these results should be 

interpreted with caution.  

9.6 Concluding remarks 

We demonstrate an approach for measuring temperature-dependent binding 

thermodynamics and kinetics of nucleic acids as short as dinucleotides onto gaps and overhangs 

using IR spectroscopy. By determining accurate melting curves, our method extracts enthalpic and 

entropic contributions to binding that are typically missing in previous titration studies. Further, to 

our knowledge we provide the first measurements of dinucleotide association and dissociation 

timescales (0.5 – 20 µs) through the application of T-jump IR spectroscopy. Although our study is 

limited to pure An segments, we identify striking energetic differences between cases of 

association onto gaps or overhangs with free-strand association that have not been observed 

previously.  
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Most notable is that association of AA onto a gap with G:C base pairs on each side is 

energetically more favorable than association between 5′-GAAG-3′ and 5′-CTTC-3′ (∆∆𝐺𝑑8
°  = 4 

kJ mol-1, Fig. 7d). This distinction may arise from energetic differences in either the bound or 

dissociated states or a combination of both through factors such as single-strand stacking, 

optimized coaxial stacking, or non-canonical base pairing.  Most association measurements, 

including the approach in this work, directly probe energetic differences between the bound and 

dissociated states but not energetic differences between the respective bound or dissociated states 

of different samples. As a result, we cannot directly dissect the enhanced stability of AA-template 

complexes but rather infer how the energy of the associated and dissociated states may change 

between gap, overhang, and free single-strand scenarios.  

 A clear distinction between gap and free single-strand binding scenarios is present in both 

the enthalpic and entropic contributions to association. ∆𝐻𝑑
°  and ∆𝑆𝑑

°  are lower for the gap, and 

therefore the extra stability of TTg:AA relative to GA2G arises from an entropic benefit. Enhanced 

binding stability of dinucleotides onto gaps and overhangs may arise from greater base-pair 

ordering and constraints in water dynamics within the single-strand binding region and/or 

increased configurational flexibility in the AA-template complexes relative to canonical B-DNA, 

which we observe in MD simulations near the nick sites (Figs. 9.10).5 The former effect decreases 

the entropy of the dissociated state while the latter increases that of the hybridized state, each of 

which will decrease ∆𝑆𝑑
°  relative to free stand hybridization. The same effect that may increase 

rigidity and stacking interactions in the gap single-strand will also reduce the enthalpy of the 

dissociated state. Another reduction in enthalpy may arise from bending about the single-stranded 
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segment in gap templates as observed in our MD simulations and reported in previous studies.31, 

33-34, 72-73 Lastly, our simulations of TTg:AA suggest that AA can bind in WCF or aHG geometries 

with significant population, although the relative stability depends on the choice of force field.5 

aHG configurations are likely only relevant to binding of pure A:T or A:U dinucleotides or G:G 

mismatch pairing where the aHG configuration is a stable option. To date, the only 

crystallographic studies of dinucleotide binding to a gap or overhang template are for G:C base 

pairing of modified GG RNA dinucleotides,74-76 a scenario where aHG configurations are highly 

improbable. Unfortunately, we cannot indicate nor disprove the presence of A:T aHG base pairing 

using the IR and NMR measurements presented in this work, and further structural characterization 

is necessary to clarify the role of aHG base pairing.  

 The energetics of dinucleotide association onto gaps and overhangs differs from free-strand 

hybridization, and these effects stem from underlying dynamics of association and dissociation. 

Our T-jump IR measurements of DNA and RNA AA association and dissociation kinetics provide 

a first step toward understanding the structural dynamics. We determine a 𝑘𝑎 value of ~5 × 107 

M-1 s-1 that corresponds to a time constant of 20 µs at 1 mM oligonucleotide concentration. This 

𝑘𝑎 value is nearly 100-fold slower than an estimated diffusion-limited rate constant (𝑘𝑑𝑖𝑓𝑓) of 5 × 

109 M-1 s-1 calculated using the translational diffusion coefficients of AA and TTg determined from 

DOSY NMR measurements and estimated radii of gyration from experimental length-scaling of 

ssDNA and worm-like chain model of duplex DNA.5, 77-78 Although faster than association 

between oligonucleotides of 5 – 20 nucleotide lengths, the 100-fold difference between AA 

association and diffusion-limited rates suggest that numerous unsuccessful collisions and/or 
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significant structural rearrangement occur prior to successful binding. Association rate constants 

for longer oligonucleotides are also consistently reported to be 100-1000-fold smaller than 𝑘𝑑𝑖𝑓𝑓,58 

suggesting that each system’s hybridization transition-state and encounter complex may share 

certain characteristics. Even for longer oligonucleotides these properties are still poorly understood 

but are thought to involve some degree of single-strand ordering, a small number of base-pair 

contacts, and potentially rearrangement of water molecules and counterions. In the case of 

dinucleotide association to gaps and overhangs, water and counterion rearrangement is still 

necessary, and the ordering of the binding region of the gap or overhang contains a large penalty. 

The time ordering of these events are unclear for each system and must be investigated further to 

develop a molecular picture for the dynamics of short oligonucleotide hybridization.   

 We have primarily focused on short DNA oligonucleotide association, and it is important 

to assess whether similar characteristics are found for short RNA oligonucleotides, which are more 

relevant in the context of non-enzymatic replication.79  Our results show large differences in 

energetics and kinetics of AA dissociation from DNA and RNA gaps. ∆𝐻𝑑
°  and ∆𝑆𝑑

°  values for 

UUg:AA are approximately half of those predicted by NN models and obtained for TTg:AA.5 ∆𝐻𝑑
°  

and ∆𝑆𝑑
°  are likely higher in DNA for multiple reasons. The AA dinucleotide in particular contains 

enhanced stacking arising from the C5-methyl groups of thymine.55-56, 80 Another contribution may 

come from the wider breadth of stacking configurations observed in UUg:AA relative to UUgd.  

However, RNA duplexes are generally more thermodynamically stable than an equivalent 

sequence DNA duplex due to multiple effects from the C2′-OH groups. Differences in base 

stacking, hydrogen bonding between C2′-OH groups and water molecules, and greater uptake and 
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ordering of cations and water molecules are all effects that contribute to larger ∆𝐻𝑑
° , ∆𝑆𝑑

° , and 

∆𝐺𝑑
° in A-RNA than B-DNA.81-82 Therefore, we predict that binding of other RNA dinucleotide 

sequences will generally be more stable than the equivalent DNA sequence.  

 Gaps and overhangs are expected to have a qualitatively similar thermodynamic and kinetic 

impact on DNA and RNA hybridization, but the relative magnitude may generally differ. For 

instance, single- and double-strand RNA are shown to have a longer persistence length than DNA 

and the change in strand rigidity upon introducing an overhang or gap may differ as well as the 

propensity for bending of gapped RNA.35, 83 MD simulations of UUg:AA and UUgd indicate that 

the distribution of stacking geometries at nick sites between primer and helper segments and AA 

differ from A-RNA while the backbone geometry is relatively unchanged, yet the opposite is found 

for DNA (Fig. 9.10a). Such differences in geometry may influence the enthalpy of the AA-gap 

complex while the enhanced configurational flexibility increases its entropy. Together, the 

combination of differences between DNA and RNA templates and dinucleotide-template 

complexes may promote significant contrast in their association energetics and kinetics across 

variations in dinucleotide sequence and template construction.  

 Our experimental and computational results indicate multiple structural, energetic, and 

kinetic factors that differentiate hybridization between short nucleic acids and templates with 

hybridization between free single-strands, and these differences may play an important role in 

processes such as non-enzymatic replication. In addition to various structural and chemical factors, 

the efficiency of this process depends upon the binding probability, dissociation rate of the bound 

complex, and structural dynamics of the complex.76, 84-86 The structural dynamics of the gap 
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template and bound complex suggested by our experimental and computational results are likely 

to influence the efficiency of non-enzymatic extension. Further, we measure an AA dissociation 

rate from UUg:AA that is orders of magnitude higher than the catalytic rate (𝑘𝑐𝑎𝑡) of non-

enzymatic primer extension for a 2-aminoimidaloze-bridged (2AI) dinucleotide in an equivalent 

sequence context,85 indicating that on average the 2AI dinucleotide binds and dissociates from the 

gap numerous times before extension occurs. Although measured under different solution 

conditions, the dissociation constant of UUg:AA at 25 °C (𝐾𝑑 = 1.05 mM) is similar to the 

Michaelis constant of the 2AI system (𝐾𝑚 = 0.64 mM) extracted from a Michaelis-Menten analysis 

of the extension rate.85 These observations support the use of a Michaelis-Menten kinetic model 

for non-enzymatic extension of this sequence and template, and our study demonstrates a method 

for direct measurement of energetics and kinetics for dinucleotide binding that is applicable to a 

wide range of oligonucleotide sequences and template designs.   
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Appendix 9.A FTIR-monitored titrations of An binding at 1 °C  

Short oligonucleotides (An, with n = 2,3,4) were titrated against gap and overhang 

templates in order to determine the fraction of bound An in a 1:1 mixture used for temperature-

dependent measurements. Titrations were performed at 1 °C, where the fraction of bound primer 

and helper is assumed to be ~1, and An association can be modeled as a two-state equilibrium.  

n nX A X : A                                                            (9.A1) 

Here X is the template and X:An is the bound An-template complex. Upon addition of An, a 

reduction in absorbance is observed near 1665 cm-1 with a corresponding gain centered near 1695 

cm-1 (Fig. 9.A1). These changes come from thymine (T) and guanine (G) carbonyl bands and are 

consistent with an both an increase A:T base pairing and stacking of guanine nucleotides.46  The 

second component from singular value decomposition (SVD) component over the frequency 

window from 1650 to 1720 cm-1 was used to describe the concentration of X:An and was fit to a 

general two-state binding expression (eq. 9.A2).87 
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n n n

2

n d A Temp d A Temp A Temp[X:A ] 0.5 4K c c K c c c c
 

       
 

                         (9.A2) 

where    
nA n nX:A Ac    and    Temp nX:A Xc    

An initial measurement was made with [An] = 0, so the minimum of the 2nd SVD component was 

set to 0 prior to fitting. In practice, an amplitude scaling factor and 𝐾𝑑 were used as fit parameters 

and the normalized fit was used to represent fraction of bound X:An.  

 

Figure 9.A1 FTIR-monitored titrations of An binding at 1 °C. (a) FTIR spectra as a function 

of molar ratio between An and their gap template. The template is at a concentration of 1 mM for 

all spectra. (b) FTIR spectra for titrations with overhang templates. (c) Titration curves for 

TTTg:A3, TTTTg:A4, TTTo:A3, and TTTTo:A4 determined from the second component of 

singular value decomposition (SVD) of FTIR-monitored titration data. SVD was performed over 

the 1650 to 1720 cm-1 spectral range. Solid lines correspond to fits to a two-state binding model 

(eq. 9.A2). Fraction of X bound to An at a 1:1 molar ratio (𝜃1:1) and dissociation constants (𝐾𝑑) 

extracted from the fits are listed.  
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Table 9.A1 Thermodynamic parameters for An dissociation at 1 °C determined from FTIR-

monitored titrationsa,c  

Complex 𝑲𝒅 (µM) 𝜽𝟏:𝟏
b 

TTg:AA 12 ± 10 0.89 ± 0.06 

TTTg:A3 4 ± 4 0.94 ± 0.07 

TTTTg:A4 3 ± 3 0.98 ± 0.08 

UUg:AA 147 ± 40 0.70 ± 0.07 

TTo:AA 330 ± 150 0.54 ± 0.18 

TTTo:A3 123 ± 38 0.71 ± 0.08 

TTTTo:A4 20 ± 16 0.87 ± 0.11 

aAll values determined in deuterated pH* 6.8 400 mM SPB buffer with 𝑐Temp = 1 mM. bFraction 

of X bound to An at a 1:1 molar ratio. cErrors determined from 95% confidence intervals of titration 

curve fit parameters.  

Appendix 9.B Three-state modeling of temperature series data 

 

 The An-template complex (X:An) formed between a short oligonucleotide (An) and the gap 

or overhang template (X) exhibits two dissociation equilibria as a function of temperature. In 

general, there may be multiple thermodynamic paths for unbinding where either An, primer, or 

Figure 9.B1 Schematic of coupled binding equilibria for AA-template complexes. Example 

for TTg:AA. Direct binding of AA with the template strand (Tmp), primer:template complex, and 

helper:template complex is negligible due to the much greater binding stability of the primer (Pri) 

and helper (Hlp) relative to AA. The full unbinding of the complex proceeds first by AA 

dissociation (bottom-left) followed by dissociation of Pri and Hlp at higher temperatures. 
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helper strands dissociate first (Fig. 9.B1). For all complexes studied in this work, 𝐾𝑑 >> 𝐾𝑑,𝑇𝑒𝑚𝑝∗  

& 𝐾𝑑,𝑇𝑒𝑚𝑝2∗ over the measured temperature range due to use of G:C-rich 6-mer primer (Pri) and 

helper (Hlp) strands that bind to the template strand (Tmp) much more strongly than An. For the 

same reason, 𝐾𝑑,1∗ & 𝐾𝑑,2∗ >> 𝐾𝑑,𝑇𝑒𝑚𝑝1 & 𝐾𝑑,𝑇𝑒𝑚𝑝2, and An binding to Tmp will be negligible 

population over the measured temperature range. Additionally, primer and helper strands have 

nearly identical binding stability such that 𝐾𝑑,𝑇𝑒𝑚𝑝1 ≈ 𝐾𝑑,𝑇𝑒𝑚𝑝2 ≈ 𝐾𝑑,𝑇𝑒𝑚𝑝1∗ ≈ 𝐾𝑑,𝑇𝑒𝑚𝑝2∗ =

𝐾𝑑,𝑇𝑒𝑚𝑝. Due to these conditions, we can treat the dissociation thermodynamics using just 𝐾𝑑 & 

𝐾𝑑,𝑇𝑒𝑚𝑝 equilibria. 

dX:A X An n

K
                                               (9.B1a) 

,Temp ,Temp
X Pri:Tmp + Hlp Pri Hlp + Tmp

d dK K
     (Gap)           (9.B1b)                                    

,Temp ,Temp
X Hlp:Tmp + Pri Pri Hlp + Tmp

d dK K
     (Gap)           (9.B1c) 

d,Temp
X Pri + Tmp

K
    (Overhang)                               (9.B1d) 

9.B.1 Independent model of dissociation 

 The An and primer and helper melting curves are typically well-separated in temperature    

(𝐾𝑑 >> 𝐾𝑑,𝑇𝑒𝑚𝑝) for the sequences studied in this work. Therefore, it may be adequate to treat 

these processes as independent equilibria with the following equilibrium constants. 

  
 d

X A
 

X:A

n

n

K                                                          (9.B2a) 
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 d,Temp

Pri:Tmp Hlp Pri Tmp Pri Hlp:Tmp Hlp Tmp

X Pri:Tmp X Hlp:Tmp
K      (Gap)    (9.B2b) 

  
 d,Temp

Pri Tmp

X
K   (Overhang)                                     (9.B2c) 

An dissociation is described using a two-state model for non-self-complementary oligonucleotides 

where 𝐾𝑑 is related to the fraction of bound An (𝜃𝐴𝑛). 

 
2

A A

d

A

1

2

n n

n

c
K






                                                 (9.B3) 

where, 
 

A

1

2 X:A
n

n

c
  and      1 2 X:A X An nc     

Eq. 9.B3 assumes a 1:1 molar ratio between X and An, which is most valid at low temperature 

when [X] >> [Pri], [Hlp], [Tmp]. Then, eq. 9.B3 can be arranged to express 𝜃𝐴𝑛 in terms of𝐾𝑑. 

    

2

d d 1 d

A

1

2
1

n

K K c K

c


 
                                              (9.B4) 

The temperature-dependence of 𝜃𝐴𝑛  and 𝐾𝑑 are determined by the enthalpy (∆𝐻𝑑
° ) and entropy      

(∆𝑆𝑑
° ) for dissociation of An.  

d ( ) exp d dH S
K T

RT R

   
   

 
                                           (9.B5) 
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The dissociation temperature (𝑇𝑚), which is defined as the temperature where 𝜃𝐴𝑛= 0.5, can be 

re-cast in terms of ∆𝐻𝑑
°  and ∆𝑆𝑑

° . 

 1ln / 4

d
m

d

H
T

S R c







 

                                               (9.B6) 

We neglect the temperature-dependence of ∆𝐻𝑑
°  and ∆𝑆𝑑

° , which is set by the change in heat 

capacity (ΔCp) between states. ΔCp has previously been measured for dehybridization of DNA 

oligonucleotides to give a length-scaling of ~0.18 kJ mol-1 K-1 bp-1 but it also depends on sequence, 

ionic strength, and temperature.88 It is also unclear whether coaxial stacking and changes in gap or 

overhang conformation following An unbinding will significantly change ΔCp.  

 If the template is an overhang (eq. 9.B1c) rather than gap, then primer unbinding can be 

treated identically to dissociation of An.  

2

d,Temp d,Temp 2 d,Temp

Temp

2

2
1

K K c K

c


 
                                         (9.B7) 

where,      2 X Pri Tmpc     

 
,Temp

,Temp

,Temp 2ln / 4

d

m

d

H
T

S R c







 

                                         (9.B8) 

Primer and helper dissociation from a gap template involves a network of bimolecular equilibria 

with nearly identical unbinding constants represented by 𝐾𝑑,𝑇𝑒𝑚𝑝. Unbinding of primer and helper 

strands may be cooperative or non-cooperative. For completely non-cooperative unbinding, where 

unbinding of the primer and helper from the template strand are independent of one another, the 
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total fraction of bound primer and helper (𝜃𝑇𝑒𝑚𝑝,𝑁𝐶) may be approximated as the product of each 

binding fraction.  

2

Temp,NC Temp                                                    (9.B9) 

In the opposite limit of high cooperativity, the primer and helper may unbind from the template 

strand in an all-or-nothing fashion. In our case, [Tmp]=[Pri]=[Hlp], leading to:89  

 
3

2

Temp,C 2

d,TempC

Temp,C

1

9

c
K






                                          (9.B10) 

where, 
 

Temp,C

2

3 X

c
   and        2 3 X Pri Hlp Tmpc      

Arranging in terms of 𝜃𝑇𝑒𝑚𝑝,𝐶 gives a cubic polynomial: 

2 3 2 2 2 2

2 Temp,C 2 Temp,C 2 d,TempC Temp,C 23 3 9 0c c c K c                               (9.B11) 

𝜃𝑇𝑒𝑚𝑝,𝐶 may be solved for by reducing eq. 9.B11 to a depressed cubic polynomial and applying 

Cardano’s method and Vieta’s substitution.90  

3

Temp,C 33

p
W

W
                                                      (9.B12a) 

2 3

2 4 27

q q p
W                                                          (9.B12b) 
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As for the bimolecular equilibria, the melting temperature (𝑇𝑚,𝑇𝑒𝑚𝑝,𝐶) is defined as the temperature 

where 𝜃𝑇𝑒𝑚𝑝,𝐶 is 0.5. 

 
,TempC

,TempC 2

,TempC 2ln / 36

d

m

d

H
T

S R c







 

                                       (9.B13) 

The non-cooperative approximation (eq. 9.B9) is likely suitable for the sequences studied in this 

work because the binding regions for primer and helper strands are separated by at least a two 

nucleotide gap. We also find that the primer and helper melting profile is identical for gap sizes of 

one to four nucleotides (Fig. 9.B3), supporting that coaxial stacking interactions between primer 

and helper strands are negligible.  

9.B.2 Sequential model of dissociation 

In reality, the 𝐾𝑑 and 𝐾𝑑,𝑇𝑒𝑚𝑝 equilibria are coupled to a degree depending on the sequence 

of each oligonucleotide. Coaxial stacking of the primer and helper with An stabilizes both X:An as 

well as binding of the primer and helper to the template strand, and An unbinding or primer and 

helper unbinding will reduce the binding stability of the other. Therefore, we can treat the 

processes in eqs. 9.B1abc and eqs. 9.B1a,d as sequential equilibria.  

For sequential bimolecular equilibria, the concentration of each species follows a 4th order 

polynomial, and we find that the solution to this polynomial is not stable over the full temperature 

range that covers both melting transitions. Therefore we approximate 𝐾𝑑,𝑇𝑒𝑚𝑝 as a unimolecular 

equilibrium between X and a “dissociated” template (dX). 

n n n

d,TempdX:A X + A dX + A
KK

                                 (9.B14) 
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where each equilibrium constant may be expressed using a van’t Hoff form as in eq. 9.B5.  

  
  
 

n

d

n

X A
exp

X:A

d dH S
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                                       (9.B15a) 

 
 
 

, ,

d,Temp

dX
exp

X

d Temp d TempH S
K T

RT R

   
    

  

                                  (9.B15b) 

The concentrations of each species can be determined in terms of the equilibrium constants as well 

as the total concentration of template strand (𝑐𝑇𝑒𝑚𝑝) and An (𝑐𝐴𝑛), which are known values and 

independently controlled in experiments. 

     
nA nX:A Anc                                                  (9.B16a) 

     Temp nX:A X dXc                                             (9.B16b) 

By re-arranging eq. 9.B16b in terms of [dX] and using eqs. 9.B15ab, we can express [dX]: 

    n

Temp

d,Temp d d,Temp

dX dX A
[dX] c

K K K
                                                (9.B17) 

[An] is determined from equating [X:An] from eqs. 9.B16ab and using eq. 9.B15a. 

 
 

 A Temp

d,Temp

dX
A dX

nn c c
K

                                                      (9.B18) 

Substituting eq. 9.B18 into eq. 9.B17 and simplifying leads to a quadratic polynomial in terms of 

[dX]. 
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where,  
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 (9.B19b) 

The fractions of intact X (
Temp ) and X:An (

nA ) are computed separately for each equilibrium and 

under the condition𝑐𝐴𝑛 = 𝑐𝑇𝑒𝑚𝑝, which is used for all temperature-dependent FTIR and NMR 

measurements.   
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                        (9.B20b) 

The melting temperature for AA dissociation, 𝑇𝑚, is defined as the temperature where half of the 

An is bound to the template. 

 Aln / 4
nd mG RT c                                                  (9.B21) 
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9.C Global fitting of FTIR and 2D IR temperature series  

 

Figure 9.C1 Global fitting of temperature-dependent IR spectra for gap sequences. (a) FTIR 

spectra of TTg:AA, UUg:AA, TTTg:A3 and TTTTg:A4 from 1 to 96 °C in ~2.6 °C steps. (b) 

Temperature-dependent change in absorption relative to 1 °C for select frequencies. Frequencies 

are indicated in (a) with vertical dashed lines. (c) 2D IR difference spectra between 43 and 1 °C. 

Spectra are plotted in units of percentage change relative to maximum value of the 1 °C spectrum 

(ΔS). 25 contours with uniform 2% spacing are plotted for each sequence. (d) Temperature-

dependent spectral change relative to the spectrum at 1 °C at select frequencies indicated by 

colored squares on the 2D IR spectra in (c). Solid lines in (b) and (d) correspond to global fits to 

a three-state sequential model (eqs. 9.B20a,b).  
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 Global fitting is applied to describe multiple melting components present in the FTIR and 

2D IR temperature series (Figs. 9.2 and 9.C1). Global fitting describes the temperature-dependence 

at each frequency with a set of shared fitting parameters, which in this case are ∆𝐻𝑑,𝑖
°  and ∆𝑆𝑑,𝑖

°  for 

i components. The frequency- and temperature-dependent absorption data, A(ω,T), is described by 

the sum of amplitude-weighted melting components 𝜃𝐴𝑛 and 𝜃𝑇𝑒𝑚𝑝 plus an offset c.  

     

 

 

 

 

 

A

Temp,
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n

t

t

T a

A T C T E T b

c

 

   



   
   

     
   

  

                                     (9.C1) 

Equation 9.C1 is expressed in a general form where 𝜃𝐴𝑛 and 𝜃𝑇𝑒𝑚𝑝 can be independent (eqs. 9.B4, 

9.B9, and 9.B12) or dependent through a sequential model (eqs. 9.B20ab). The component spectra 

a and b correspond to difference FTIR and 2D IR spectra associated with An unbinding and primer 

and helper unbinding, respectively (Figs. 9.4 and 9.C2). The value of 𝜃𝐴𝑛 at 1 °C determined from 

FTIR titrations (Figs. 9.1 and 9.A1) was included in the fitting to constrain 𝜃𝐴𝑛. This constraint is 

unnecessary for many sequences, but was particularly important to extract accurate melting curves 

for UUg:AA and TTo:AA.5 

As is often done for global fitting of time-dependent spectra,91-92 gradient-based alternating 

least squares is applied so that the objective function (F) to be optimized during fitting only 

contains the parameters of C.  
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where, 
   

T
E C T  

 

C+ indicates the Moore-Penrose pseudoinverse of C. 2D IR spectra are reshaped from an m x n 

matrix, where m and n are the number of 𝜔1 and 𝜔3 points, respectively, to a vector of length m*n 

for fitting as described in previous application of global lifetime fitting to 2D spectra.93 After 

fitting, the extracted component spectra are reshaped into an m × n matrix. 

Figure 9.C2 FTIR and 2D IR component spectra from global fitting of An-gap complex 

temperature series. (a) (solid lines) first and (dashed lines) second FTIR spectral components 

extracted from global fitting of An-gap complex FTIR and 2D IR temperature series (Figs. 9.2 & 

9.C1) to a three-state sequential model (eq. 9.B20a,b). (b) (top) first and (bottom) second 2D IR 

spectral components plotted in terms of signal percent change (ΔS). 25 contours with uniform 2% 

spacing are plotted for each sequence. 

 


