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“Be a physician, Faustus, heap up gold,
And be eternized for some wondrous cure.
Summum bonum medicinae sanitas:

The end of physic is our body’s health

Why Faustus, hast thou not attained that end?”

— Christopher Marlowe, The Tragical History of Dr. Faustus
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ABSTRACT

X-ray induced luminescence imaging employs lanthanide-doped nanophosphors that emit
near-infrared light in the presence of ionizing radiation. This nascent modality has poten-
tial applications in molecular imaging or theranostic medicine. The penetrating nature of
x-rays, which activate the imaging probes, allows for imaging at depths beyond conventional
optical fluorescence imaging in a diffuse environment like mammalian tissue. The x-ray in-
duced luminescent properties of europium-doped nanophosphors are initially characterized
with experimental measurements within a small animal irradiator. Measurements in optical
gel phantoms are used to calibrate an imaging model that is then used for simulations that
evaluate the sensitivity of the nanoparticles with respect to concentration, dose, and imaging
depth. Shaping the incoming x-ray beam geometry constrains the x-ray induced lumines-
cence to a known region within the object, thus reducing the ill-posedness of reconstruct-
ing nanophosphor distributions at depth from a detected surface radiance measurement. A
selective-plane geometry is presented which allows for a two-dimensional deconvolution-based
reconstruction and is experimentally demonstrated in optical gel phantom measurements. A
benchtop system with a pencil beam geometry is presented which allows for dual-modality
imaging of x-ray induced luminescence and of x-ray fluorescence. The x-ray induced lumines-
cence reconstruction reduces to a one-dimensional deconvolution and the reconstructed x-ray
fluorescence image serves as prior information that enhances the x-ray induced luminescence
reconstruction. Experimental measurements demonstrate that the x-ray luminescence/x-
ray fluorescence joint reconstruction combines the high resolution of the x-ray fluorescence

imaging with the high sensitivity of the x-ray luminescence imaging.
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CHAPTER 1
INTRODUCTION TO X-RAY INDUCED LUMINESCENCE
IMAGING

1.1 Introduction

X-ray induced luminescence imaging is a hybrid x-ray/optical technique that uses radio-
luminescent nanoparticles that emit optical light in response to radiation dose deposited
in their surrounding environment. Depending on the nanophosphor composition and the
energy of the incident x-rays, it is also possible to image the nanoparticles using x-ray flu-
orescence, in which incident x-rays stimulate emission of characteristic x-rays from high-Z
components of the nanoparticles. This chapter begins with a brief explanation of the x-ray
induced luminescence and fluorescence processes. It then presents a literature review of the
field of x-ray luminescence computed tomography from its inception in 2010 to the state
of research in 2018. Finally the chapter concludes with a brief discussion of diffuse optical
imaging and outlines the limitations to reconstructing nanophosphor distributions in tissue
from a surface radiance measurement. Methods for reducing the ill-posed nature of x-ray
induced luminescence imaging are presented, including dual-modality imaging with x-ray

fluorescence.

1.2 X-ray induced luminescence and x-ray fluorescence

phenomena

X-ray induced luminescence imaging employs nanophosphors that emit visible light in re-
sponse to x-ray irradiation. The nanophosphors are composed of scintillating nanocrystals
similar to the compounds used in some x-ray and gamma-ray detectors. Various radiolu-

minescent nanoparticles are currently being explored as potential molecular imaging and/or
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therapeutic agents. For imaging alone, such probes would be used in low concentrations
for targeting molecular structures. In such an environment, the vast majority of x-ray in-
teractions are with the surrounding material, which can be considered as water equivalent
for mammalian tissue. These x-rays deposit their energy in the tissue and liberate fast
electrons via Compton scattering, which go on to cause further ionization events. In the
resulting cascade of liberated electrons, some energy is deposited across the radiolumines-
cent nanocrystals. This energy then excites electrons in the phosphorescent element that
dopes the nanoparticles through an upconversion process. When these electrons return to a
lower-energy state, a visible light photon is released, which is the resulting x-ray induced lu-
minescence. Radioluminescence with low concentrations of nanoparticles is then dependent
on the dose deposited in surrounding tissue rather than direct x-ray interactions with the
nanophosphors.

X-ray fluorescence is a process that is element specific and depends heavily on the energy
of the incoming photons. X-rays interact with an element’s inner shell electrons via the
photoelectric process and liberate a bound electron. Then two different events may occur.
An outer shell electron will drop to fill the inner shell vacancy and the atom will either
emit an x-ray photon or an Auger electron. The former case is known as x-ray fluorescence
and the emitted photon’s energy is dependent on the binding energy difference between the
outer and inner shell electrons. This process requires the incoming x-ray photons to have
an energy greater than or equal to the binding energy of the inner shell electron and has
the highest probability of occurring if the energy is only slightly above the threshold. The
emitted fluorescent x-rays are characteristic of the element interacting with the incident x-
rays via the photoelectric effect and the fluorescence can therefore be used to identify the

element.



1.3 Review of x-ray induced luminescence imaging

The physical phenomenon of x-ray induced luminescence has been exploited for decades in
medical imaging due to the fact that it has traditionally been easier to use a bulk scintillator
to convert incoming x-rays and gamma-rays into optical photons for detection with a charge-
coupled device (CCD) camera or photomultiplier tube than engineer a detector that directly
images the ionizing rays. Bulk inorganic scintillators have been well studied and developed
for medical imaging systems such as fluoroscopy, x-ray computed tomography, and positron
emission tomography [3]. More recently, a new generation of x-ray scintillating materials has
been developed by incorporating materials similar to these inorganic scintillators into the
fabrication of nanoparticles [4, 5, 6, 7]. These resulting nanophosphors luminescence in the
presence of ionizing radiation like the bulk scintillators, but have a novel set of applications
in their particulate form as probes for molecular imaging or as therapeutic agents.
Traditional optical fluorescence imaging relies on optical light to activate the probes,
which limits imaging sensitivity and resolution at depths beyond a few millimeters. There
is a loss of sensitivity due to absorption of the excitation light as it travels through tissue to
reach the probes below the imaging surface and further absorption of the optical fluorescence
signal as it travels out of the turbid environment. There is also autofluorescence in the
tissue, which reduces the ability to detect the optical photons specifically generated by the
fluorescent probes. On top of this, resolution greatly suffers due to scattering of both the
excitation source and the resulting optical fluorescence signal. These obstacles to optical
imaging at depth in tissue are mitigated by activating the optical probes with x-rays. The
higher-energy x-ray photons are far more penetrating and can reach probes at depth without
significant attenuation. Furthermore they achieve this with minimal scattering. While the
optical luminescence signal produced by the nanophosphors still undergoes a great deal of
scattering events before detection, its origin is confined to the region of the x-ray beam.

The potential for imaging in tissue with these x-ray activated phosphorescent probes was
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demonstrated experimentally by the group of Anker with nanophosphors embedded in raw
meat [8, 9].

Initial work investigating this novel imaging technique sought to characterize basic prop-
erties of the scintillating probes. They exhibited a linear luminescence response to both
nanophosphor concentration and radiation dose [10, 11]. The first generation of x-ray lu-
minescence tomographic imaging employed a first-generation tomographic geometry using a
pencil-beam illumination with multiple positions comprising a view angle and multiple view
angles comprising a sinogram for a slice in the object [12, 13, 14]. The resulting measurements
of emitted optical photons were considered to be line integrals through the nanophosphor
distribution. This work successfully demonstrated in both numerical simulations and phan-
tom experiments the feasibility of tomographic imaging with x-ray activated nanophosphors.
However this imaging geometry suffered from long image acquisition times that restricts in
vivo imaging applications and results in high radiation doses.

Imaging times were reduced by widening the x-ray source from a pencil beam to a cone-
beam, which was demonstrated in phantom imaging by Chen et al [15]. A further reduction
in imaging time can be achieved by limiting the x-ray luminescence measurement to a single
view, which was shown in simulation, phantom, and in vivo measurements by Liu et al [16].
Similarly, imaging time was reduced for the first-generation geometry of x-ray luminescence
computed tomography by acquiring a limited-angle sinogram for use in reconstructing a slice
[17].

These faster imaging approaches using wider x-ray fields and fewer views result in greater
ambiguity in the reconstructions. Diffuse optical tomographic reconstructions are already an
ill-posed problem, but this is heightened by reducing the selectiveness of the beam geometry.
Therefore techniques like compressive-sensing are implemented in these reconstructions in
order to recover the original nanophosphor distribution [18]. Other approaches to refining

the reconstruction for cone-beam x-ray luminescence computed tomography involve the use



of structural a priori information gathered from x-ray computed tomography [19]. Further
advancements on the reconstruction include the monitoring of x-ray scatter in the phantom
and modeling the diffuse transport equations governing optical photon diffusion in the object
20, 21].

Other developments in the initial wave of x-ray luminescence research include multiplex
imaging with nanophosphors emitting distinct wavelengths in small animals [22]. Numerical
simulations for higher-resolution imaging suggested the use of zone plates [23] and polycap-
illary lenses [24] in order to focus the x-rays with a greater flux and a smaller beam width
than what is achievable using a collimated pencil beam. Finally, a more complex imag-
ing technique known as stored luminescence computed tomography was suggested, wherein
nanophosphors activated by incoming x-rays then had to be illuminated with a secondary
excitation laser to release optical photons [25]. All the research presented thus far was sum-
marized in a review article by Ahmad et al [26]. In addition, a well-written overview of the
various imaging geometries of x-ray luminescence computed tomography and the associated
reconstruction techniques is outlined in a book chapter written by Xin Liu et al [27].

Similar to x-ray luminescence imaging, Cerenkov luminescence imaging detects an optical
signal generated by x-rays, but without the need for exogenous probes. Cerenkov lumines-
cence results when an charged particle travels through a dielectric medium faster than the
phase velocity of light in that medium. High-energy x-ray irradiation releases fast electrons
in tissue that surpass this threshold. The luminescence is dominated by shorter-wavelength
visible light, because the intensity of Cerenkov luminescence is the inverse square of the
emitted wavelength. Clinically it is limited to imaging applications within radiation therapy
as it requires a minimum x-ray energy of 260 keV. Cerenkov tomography has been demon-
strated experimentally using LINACs [28]. More recently, Pogue et al. have proposed a new
imaging geometry using a planar x-rays that they call Cerenkov-excited luminescence sheet

imaging (CELSI) [29, 30].



The sheet-beam geometry serves as a midpoint between cone beam and pencil beam
geometries. The planar x-rays constrain the luminescence in one dimension, but create a
much greater flux than the pencil beam by irradiating the object in the other two dimen-
sions. Initial numerical simulations were performed for x-ray luminescence imaging using a
sheet-beam illumination geometry [31]. Then experimental studies with a sheet-beam were
presented by Quigley et al., who use the term selective plane x-ray induced luminescence
imaging (SPXIL) [32]. This work successfully imaged europium-doped nanophosphors in dif-
fuse optical gel phantoms using a deconvolution-based reconstruction that took advantage
of the sheet-beam imaging geometry.

The advantages of pencil-beam and sheet-beam geometries can be merged together using
multiple pinhole collimator based x-ray luminescence computed tomography. Here an array
of pencil beams are used to irradiate the object. It has a greater flux than a single pencil,
but the reconstruction from the diffuse optical signal is more well-posed than in a full sheet
beam illumination. Li et al. demonstrated this technique using in a simulation with four
collimated pencil beams and then reported an experimental reconstruction using a dual-
collimated pencil-beam geometry [33]. This approach offers the ability to greatly shorten
imaging times from the first-generation pencil-beam geometry by providing an increase in
x-ray flux. This was expanded upon by introducing a collimation grating or coded aperture
on the x-ray source so that the illumination pattern produces more x-rays than a simple
series of pencil beam. Numerical simulations demonstrated that this approach could achieve
a marked enhancement in resolution compared to a cone-beam geometry with only slightly
longer image acquisition times [34].

Another novel approach in experimental x-ray luminescence imaging is the use of an
optical fiber-based detection system that offers fast, sparse sampling of the luminescence
[35, 36]. An array of optical fiber bundles interfacing with the object’s surface and connected

to a PMT offers faster detection with a wider array of view angles for a single pencil beam



position than a single EMCCD camera-based detection scheme. These experiments also
employed a polycapillary lens on the x-ray source in order to create a pencil beam with a
greater flux, as suggested by earlier work with numerical simulations.

Advancements have also been made on the reconstructions for cone-beam x-ray lumi-
nescence computed tomography to address the ambiguity in reconstructing diffuse optical
measurements. Xing et al. have presented a Bayesian-based method for cone-beam re-
constructions, which uses a Gaussian Markov random field to mitigate the ill-posed nature
[37].  Another proposed improvement in the reconstruction is using a prior model based
on absorbed x-ray dose. Previous work with cone-beam x-ray luminescence computed to-
mography used a forward model based on the intensity distribution of x-rays within the
object. However, the absorbed dose in a region induces the luminescence of the nanophos-
phors and therefore is a more accurate model of the physical process. Numerical simulations
and phantom experiments using this approach with Tikhonov regularization demonstrated
improvements in image quality compared to the traditional forward model based on x-ray
intensity [38].

Up to this point, most of the research has been focused on demonstrating novel imaging
geometries and improved image reconstruction strategies for x-ray luminescence computed
tomography. Most experimental measurements in phantom and in vivo relied on sources
with concentrations of nanophosphors on the order of 1 g/ml. These high concentrations
are visible on x-ray computed tomography scans, making x-ray luminescence reconstruction
unnecessary; these concentrations are irrelevant in the context of imaging molecular targets.
Therefore some groups have sought to evaluate the potential sensitivity of x-ray luminescence
imaging. One group researching sensitivity presented simulated results showing that an x-ray
induced luminescent signal from a 1 mg/mL source could be detected 2 to 4 cm at depth in
mammalian tissue using therapeutic radiation dose of 1 Gy [32]. Other researchers published

experimental measurements using a pencil beam geometry, and they demonstrated imaging



concentrations as low as 0.01 mg/mL or 27.6 uM to a depth of 1.1 cm in a diffuse optical gel
phantom [39]. While this second result did not cite dose, their measurements are comparable
after accounting for the difference in exposure times, x-ray tube currents, phantom optical
properties, source depths, and concentrations.

However these results on sensitivity have been tempered in a discussion by Pratx, where
he outlines limitations of x-ray luminescence in molecular imaging and photodynamic therapy
[40]. He describes the potential for background luminescence caused by radiation interacting
with air, water, or biological molecules such as L-tryptophan. On top of this, some tissues
such as oral cavity and digestive tracts can produce persistent luminescence post-radiation,
further complicating the detection of nanophosphors and reducing the sensitivity of targeted
x-ray luminescence. The effects of extraneous luminescence has begun to be characterized
in experimental research [41], but more research is needed to better quantify how this effect
limits the potential applications of x-ray induced luminescence imaging.

Nanophosphor engineering is another avenue of important research. The radiolumi-
nescent nanoparticles need to be functional in a physiological environment. PEGylated
nanophosphors have exhibited colloidal stability in water [42]. Surface modifications to the
nanoparticles can increase their luminescence efficiency while also making them more bio-
compatible [43]. New types of radioluminescent nanoparticles are being studied which do
not rely on traditional phosphorescent scintillators. Instead they use metal clusters with
biomolecules [44, 45]. Increased luminescence efficiencies of the probes will be vital for the
success of x-ray luminescence imaging as it allows for lower radiation doses or greater depths
of imaging in tissue.

Finally, the potential applications of x-ray luminescence computed tomography extend
beyond simple reconstructions of nanoparticle distributions within a phantom or a small
animal. The feasibility of endoscopic imaging has been investigated [46]. X-ray luminescence

could also be used for monitoring drug delivery in the body [47]. A unique application which



does not require exogenous nanophosphors is implant imaging. An implant is engineered with
nanophosphors on its surface which are then covered with a pH sensitive film. Changes in the
pH environment around the implant would affect resulting x-ray luminescence measurements
thus allowing a way to monitor infections [48]. Many of the challenges of imaging in tissue
are greatly reduced in the realm of microscopy, where the depths of imaging can be an
order of magnitude less compared to small animal or medical imaging. X-ray activation of
luminescent probes has been implemented for optical imaging below the diffraction limit [49].
While these potential applications differ from standard tomography applications described in
the previous paragraphs, their success will still be dependent on the development of proper
modeling of the diffuse light transport of x-ray luminescence in tissue and could benefit from

novel imaging geometries applied to their specific use cases.

1.4 The ill-posed nature of optical imaging in tissue

As previously mentioned in the literature review, x-ray induced luminescence imaging in
tissue is an ill-posed problem i.e. the image reconstruction inverse problem does not have
a well defined solution. This arises from the diffuse optical transport equations for light
propagating in tissue and the ambiguity of reconstructing a three-dimensional distribution of
nanophosphors from a two-dimensional surface radiance measurement. The ill-posed nature
persists even in a noiseless system, since it arises from the fundamental equations governing
the phenomenon of diffuse optical imaging. These results are well described in Chapter 9 of
Lorenzo’s book on diffuse light propagation [1].

As the visible light travels through a diffuse medium, such as tissue, it is scattered and
absorbed. The further it travels from its source, the more its intensity is reduced and the
more spread out its intensity profile becomes. In the case of a luminescent point source
in a homogeneous, semi-infinite medium, the attenuation of the signal and its spread are

defined by radially symmetric diffusion transport equations, which are based on the optical
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properties of the medium. Nevertheless, the situation becomes more complicated when the
luminescent object is no longer a point source and its distance from the point of measurement
is unknown.

Imagine a two-dimensional circular luminescent source with a fixed radius in an optically
homogeneous diffuse medium. Now define a plane of measurement parallel to the luminescent
disc at a distance of z from it. The real luminescent source and the intensity profile in the
plane of measurement are depicted in Figure 1.1. The optical parameters of the diffuse
medium are known and so are the corresponding equations governing the diffusion of light
in the medium. As expected, the intensity profile has a spread wider than the diameter of
the luminescent source. Now imagine that there is no knowledge of the luminescent source’s
shape and its depth. From the intensity profile measurement it is impossible to reconstruct
accurately the luminescent source’s distribution without any prior information about the
source depth. Rather than a small, bright source at depth z below the plane of measurement,
the luminescent source could be a wider, but weaker distribution of nanophosphors closer to
the plane of measurement. Indeed, there are an infinite number of solutions for luminescent
source distributions at varying depths that would produce the same intensity profile in the
plane of measurement.

Note that the ill-posed inversion example cited above was for a simple case of a two-
dimensional luminescent source distribution in an optically homogeneous environment. Re-
constructing a three-dimensional distribution of nanophosphors in an optically heterogeneous
medium from a two-dimensional intensity profile has a greater degree of ambiguity. Further-
more, x-ray induced luminescence imaging measurements have a number of sources of noise
that add more complexity to the inverse problem. The camera detectors have readout noise,
thermal noise, and shot noise. As discussed in the literature review, there is potentially some
background luminescence caused by the irradiation of tissue and air which reduces sensitiv-

ity, and background luminescence in the tissue may behave differently than the light emitted

10



intensity profile

measurement
plane A

- rcal||luminescent

-

source

Figure 1.1: Luminescent source in a homogeneous optically diffuse medium at depth z below
the plane of measurement and the resulting intensity profile. There are an infinite number of
intensity profiles located at varying depths with different distributions of luminescence that
produce the identical intensity profile in the measurement plane. Diagram sourced from
Chapter 9 of Lorenzo’s Principles of Diffuse Light Propagation [1].
from the nanophosphors. Therefore full irradiation with x-rays of a diffuse object containing
luminescent nanophosphors will be able to discern little information about the concentration
and distribution of the nanophosphors from the surface radiance measurements. However,
there are ways do reduce the ill-posedness of the reconstruction as outlined by Lorenzo.
Introducing a spatial dependence on the nanophosphors emissions will make the recon-
struction less ill-posed. This is an area where x-ray luminescence excels compared to other
optical imaging techniques like fluorescence or bioluminescence. In the case of fluorescence,
the excitation source is also visible light so it scatters and its distribution spreads out as it
travels to deeper depths in the tissue. Thus there is a depth-dependent limitation to encod-
ing spatial dependence in fluorescence imaging. In bioluminescence imaging, a substrate like

luciferin is injected into the animal and it causes all of the cells containing the luminescent

proteins to light up. Therefore it is impossible to introduce a spatial dependence to the
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luminescence emission. X-rays are well suited for spatially encoding the luminescence of the
nanophosphors. They are penetrating and are far less susceptible to scattering compared to
to visible light, such as the lasers used in fluorescence imaging. This thesis examines the use
of x-ray sheet beams and pencil beams for creating a spatial dependence in x-ray induced
luminescence imaging and presents the associated reconstructions for phantom studies.

Another way to tackle the reconstruction problem is to introduce prior information when
it is available. X-ray luminescence imaging can be integrated into a system that already
does x-ray computed tomography (CT) imaging by including a camera and lens to detect
optical photons. Thus a dual modality system could use the x-ray CT imaging to construct
anatomical priors of the imaging object and estimate optical properties [50]. Something
similar could be done using anatomical information from magnetic resonance imaging.

For appropriate nanoparticles and with added detection hardware, x-ray fluorescence
can be used in tandem with x-ray luminescence to determine prior information about the
nanoparticle distributions. X-ray fluorescence has the advantage of emitting x-ray photons
that can escape tissue with minimal scattering compared to x-ray luminescence. This allows
the x-ray fluorescence to form a direct image of the nanophosphors within the field of x-
ray irradiation. The drawback of the x-ray fluorescence is that it generally emits far fewer
photons compared to x-ray luminescence imaging. While x-ray luminescence imaging lacks
the resolution of x-ray fluorescence, it has a greater sensitivity due to the generation of far
more optical photons. During the irradiation, the nanophosphors will also luminescence,
allowing simultaneous imaging after which the x-ray fluorescence reconstruction can be used

as prior information to constrain the x-ray luminescence reconstruction.
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CHAPTER 2
EXPERIMENTAL X-RAY INDUCED LUMINESCENCE
IMAGING

2.1 Introduction

This chapter focuses on experimental x-ray induced luminescence imaging within a small-
animal irradiator. It outlines the equipment used for radioluminescence imaging and fab-
rication of the nanophosphors. Initial imaging experiments explore the basic properties of
the nanophosphors and their luminescence. Then a calculation of the luminescent efficiency
of the nanoparticles is determined via a series of measurements. The chapter concludes
with a section on optical gel phantom fabrication. These gel phantoms are important for
research in subsequent chapters were they serve as a simulated tissue environment in which

the nanoparticles are studied.

2.2 Materials and Methods

Experimental x-ray induced luminescence imaging requires a radiation source, x-ray activated
nanophosphors, and a detector for the optical photons produced. The radiation source used
for experimental radioluminescence imaging in this thesis is a small-animal irradiator (X-
RAD 225Cx, Precision X-ray), which has multiple advantages. The high flux of the x-ray
treatment tube allows sufficient radiation for activation of nanophosphors, even if they are
located multiple centimeters deep within a phantom. Furthermore, the on-board computed
tomography scanner allows anatomical imaging of phantoms containing the nanoparticles,
and the system can easily move the nanophosphor sources to the isocenter of the irradiator
with the motorized translational treatment bed.

The radioluminescence detection is accomplished with a cooled CCD (CoolSNAP HQ-
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2, Photometrics) and a macro lens (DX Micro-NIKKOR, Nikon). This allows for relative
measurements of the luminescent intensity of the nanoparticles. As shown in this chapter,
the CCD camera is capable of characterizing basic properties like the relationships between
nanoparticle concentration and radiation dose with x-ray induced luminescence. However it
lacks the ability to measure an absolute photon count. Therefore a later section in the chapter
introduces an indirect method for determining the photon output of the nanophosphors by
using an optical mouse phantom with a calibrated LED.

Optical imaging within range of an x-ray source has some unique challenges. The camera
detector is designed for low energy visible light photons and thus, is sensitive to interactions
with high energy x-ray photons. The pixels in a CCD camera have an electron well that stores
a charge proportional to the visible light photons detected. A single x-ray photon can interact
with the pixel and flood the electron well, and the charge can spill over into neighboring
pixels. This effect is more pronounced for longer exposure times that correspond to imaging
during a therapeutic exposure. Therefore proper shielding of the camera is necessary to
block stray x-rays from the treatment head and scattered x-rays from the object and bottom
of the irradiator. The experimental setup here uses lead plates and leaded glass to shield
the CCD camera from stray radiation. Due to imperfect shielding, some x-rays still interact
with the CCD sensor causing hot pixels. Another way that this is managed is by acquiring
multiple images and averaging across pixel values, since the scattered x-rays are random

interactions that are not spatially correlated across pixels.

2.3 Nanophosphor Fabrication

The radioluminescent nanoparticles investigated in this work are yttrium oxide nanocrys-
tals doped with europium (YQOS:EUS+). The synthesis takes approximately a day, with
an intermediate step leaving the nanoparticles to dry out overnight. Nanophosphor synthe-

sis is a relatively simple process that requires only three chemicals: Yttrium (III) nitrate
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hexahydrate, europium (III) nitrate hexahydrate, and urea. The yttrium nitrate and the
europium nitrate are combined in a general urea homogeneous precipitation method. The
product of this reaction is then separated out from the solution and put in a furnace. This
stage is important, because it causes the europium to migrate into the nanocrystals, where
it plays a critical role in the production of radioluminescence. The recipe for synthesizing

the nanoparticles is as follows.

1. Dissolve 0.196 g of Y(NO3)3 x 6HoO in 25 mL of distilled water. Dissolve 0.033 g
of Eu(NOg)3 x 6H20 in 25 mL of distilled water. Dissolve 3 g of Urea in 25 mL of

distilled water.
2. Mix all components in a round bottle and sonicate until the solution is clear.

3. Heat the solution up to 85 °C by placing the round bottle in a oil bath on a magnetic
stirring hot plate. Stir the solution at 500 rpm for 4 hours. The solution will turn an

opaque white color when the reaction is finalized.

4. Pour the solution into 50 mL tubes and centrifuge at 8000 rpm for 15 minutes in order

to separate the precipitate from the solution.

5. Pour off the excess water and leave the precipitate in the tubes to dry out over night

at 100 °C.

6. Scrape the dried precipitate from the tube and transfer it to a ceramic boat. Place the

ceramic boat in a furnace and anneal the nanoparticles at 800 °C for 4 hours.

7. After annealing is complete and the nanoparticles have cooled, check their phospho-
rescence with a short wavelength UV lamp. An example of a successful synthesis with

the nanoparticles in the ceramic boat phosphorescing, is shown in Figure 2.1.

The yield from these proportions was approximately 33 mg of nanophosphors. The

product ranges in the size of small chips to dust. The nanoparticles should be ground up
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evenly to a dust before attempting to dissolve the nanoparticles into various solutions in

preparation for measurements.

Figure 2.1: Nanoparticles in the ceramic boat after they have been annealed in the furnace
for 4 hours. A short-wave UV lamp is used to check for phosphorescence, which indicates
the synthesis was a success.

2.4 Nanophosphor Characterization

The first stage of the research is to characterize the fundamental properties of the radiolu-
minescent nanoparticles. In this section the optical emission spectrum of the nanoparticles
is measured and the relationship between nanophosphor concentration and x-ray induced
luminescence is evaluated. Finally the relationship between the x-ray tube settings and
the radioluminescence is investigated. These fundamental properties will serve as building
blocks for subsequent theory, calculations, and simulations based on x-ray induced lumines-

cence imaging.
16



2.4.1 Spectral Emission

Approximately 5 mg of synthesized nanophosphors were dissolved in an aqueous solution
within a cuvette. A fiber-optic cable connected to a spectrometer (USB4000, Ocean Optics)
was interfaced with the surface of cuvette. The solution was irradiated within the small
animal irradiator with a tube voltage of 125 kVp and a tube current of 23 mA. The resulting
spectral emission of the x-ray induced luminescence was measured and is plotted in Figure
2.2. The nanophosphors have a primary emission peak of approximately 611 nm with smaller
secondary peaks around 590 nm, 627 nm, and 709 nm. These measured emission wavelengths

match those reported in the literature [7, 11].

Nanophosphor Emission Spectrum
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Figure 2.2: Luminescent spectral emission of Y903 : Eu?t nanoparticles in an aqueous
solution when irradiated by an x-ray tube operating at 125 kVp and 23 mA. The primary
emission peak of the nanoparticles is centered at 611 nm.
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2.4.2  Nanophosphor Concentration Measurements

Next, the relationship between the nanophosphors’ concentration and their luminescence was
investigated. Various concentrations ranging from 10 mg/mL to 0.05 mg/mL of nanoparticles
were dissolved in ethanol. The cuvettes were lined up together within the small animal
irradiator with pieces of black paper placed in between the vials to block luminescence
from the neighboring cuvettes. Figure 2.3 shows the CCD camera’s field of view for the vials
containing the concentrations of 0.5 mg/mL, 0.1 mg/mL, and 0.05 mg/mL of nanophosphors
along with a cuvette of pure ethanol as control. The nanophosphors were irradiated for 20
s with unfiltered x-rays with a tube voltage of 70 kVp and a tube current of 20 mA. Four
image exposures were acquired for each set of concentrations, with a sample image of the

x-ray induced luminescence shown in Figure 2.4.

Figure 2.3: Photograph of the cuvettes with nanophosphors solutions used in concentration
experiment. From left to right the vials contain pure ethanol (control), 0.05 mg/mL, 0.1
mg/mL, and 0.5 mg/mL of nanoparticles. Pieces of black paper were placed in between
the cuvette so that luminescence generated in neighboring vials would not contaminate the
measurement of a single cuvette’s luminescence. After acquiring the x-ray induced lumines-
cence image, this setup was repeated with the control and the vials containing 1 mg/mL, 5
mg/mL, and 10 mg/mL.
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Figure 2.4: The resulting x-ray induced luminescence of the vials with various nanophosphor
concentrations imaged above in Figure 2.3. The nanoparticle solutions were exposed for 20
s to an unfiltered x-rays from a tube operating at 70 kVp tube voltage and 20 mA tube
current.

The four exposures of the measured luminescence were then averaged in order to reduce
noise from scattered x-rays interacting with the CCD sensor. An averaged dark image was
then subtracted from the averaged luminescence images. The mean of a region of interest
(ROI) from an area of uniform luminescence within each cuvette was used to determine the
resulting luminescence. The measured luminescence of the cuvettes versus their correspond-
ing nanophosphor concentration are plotted in Figure 2.5. The x-ray induced luminescence
exhibited a linear relationship with respect to nanoparticle concentration. This results reflect
those reported in the literature for Europium and Terbium-based nanophosphors activated

by x-ray radiation [51].

2.4.3 Tube Current and Tube Voltage Measurements

The relationships between radioluminescence and tube current and tube voltage were subse-

quently explored. Tube current serves as a proxy for radiation dose in these measurements,
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assuming charged particle equilibrium within the cuvettes during the measurements. First,
a cuvette containing 5 mg/mL of nanophosphors dissolved in ethanol was irradiated for 20
s with a set tube voltage of 100 kVp and tube currents ranging from 1 to 15 mA. Five
acquisitions of each tube current were averaged and for noise reduction and an average dark
image was subtracted. Luminescence was measured using the average pixel value of a 15 by
15 pixel region of interest of uniform luminescence within the cuvette. This process then was
repeated for varying tube voltages ranges from 40 to 225 kVp and a fixed tube current of
13 mA. Again, luminescence was measured as the average pixel value of a region of interest
after the average dark image was subtracted.

The radioluminescence versus tube current is plotted in Figure 2.6 and the relationship
is linear. This implies a linear relationship between luminescent output and radiation dose,
which has been reported previous in the literature [51]. The x-ray induced luminescence
versus tube voltage is plotted in Figure 2.7. Here the nanophosphors exhibited a quadratic
relationship with respect to the small animal irradiator’s tube voltage. This is likely due
to the fact that the photon flux of the x-ray tube increases quadratically with respect to
the tube voltage. As tube voltage continues to increase, the incoming x-rays would have
high enough energy that most would pass through the cuvette without interaction and the
luminescence would no longer necessarily increase with respect to tube voltage. However this

effect was not observed within the limits of the small animal iradiator’s x-ray tube output.
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Radioluminescence vs. Nanophosphor Concentration
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Figure 2.5: X-ray induced luminescence exhibits a linear relationship with respect to
nanophosphor concentration. The cuvettes with varying concentrations were irradiated for
20 s with a tube voltage of 70 kVp and a tube current of 20 mA. The error bars represent
the standard deviation of the pixel values measured in the ROIs.
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Radioluminescence vs. X-ray Tube Current
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Figure 2.6: X-ray induced luminescence has a linear relationship with respect to tube current.
A 5 mg/mL solution of nanophosphors was exposed for 20 s with a fixed tube voltage of 100
kVp. Tube current serves a proxy for x-ray dose in this experiment. The error bars represent
the standard deviation of the pixel values measured in the ROIs.
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Radioluminescence vs. X-ray Tube Voltage
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Figure 2.7: X-ray induced luminescence increases quadratically with respect to x-ray tube
voltage. A 5 mg/mL solution of nanophosphors was exposed for 20 s with a fixed tube current

of 13 mA. The error bars represent the standard deviation of the pixel values measured in
the ROIs.
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2.5 Luminescent Efficiency Measurement

2.5.1 Luminescence Efficiency Equation

The brightness of the nanophosphors is an important quality that will determine the poten-
tial imaging applications based on the radiation dose limitations. This sections quantifies the
luminescent efficiency oy p of the nanoparticles, which is a constant that relates the number
of optical photons emitted to the absorbed dose and the concentration of the nanophosphors.
The photon density P emitted in a region containing the nanophosphors is defined below in
Equation 2.1 and has units photons/cm?3. It is linear with respect to the dose D (keV/g)
and the concentration of the nanophosphors Cyp (g/mL), as experimental verified in the
previous section. The energy deposited in the region of the nanophosphors is determined by

multiplying the dose with the density of the region, denoted as tissue here ppigsye (g/cm?3).

photons/keV)
g/mL

phors by setting up an imaging experiment that calculates the other factors in Equation

This section seeks to calculate the luminescence efficiency ( ) of the nanophos-

2.1:

P=anp-Cnp-D - ptissue - (2.1)

2.5.2  Bioluminescence/Fluorescence Calibration Mouse Phantoms

The x-ray induced luminescence imaging with the cooled CCD camera provides a relative
measurement of the optical photons emitted by the nanophosphors. It is able to quantify
how bright one set of experimental conditions is compared to another, but it is unable to pro-
vide an absolute count of photons emitted. Therefore mouse phantoms used for calibrating
bioluminescence and fluorescence imaging systems were employed in order to better quantify
the the luminescent properties of the nanoparticles. The bioluminescence mouse phantom

(XPM-2, Perkin-Elmer) contains two calibrated LEDs at different depths, which isotropically
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emit photons at a known rate. The fluorescence mouse phantom (XFM-2, Perkin-Elmer)
contains openings that allow the insertion of a photon source at depths matching those of the
LEDs in the bioluminescence phantom. The underside of these phantoms contain a relatively
flat surface from which the surface luminescence of the LED or nanophosphor source can be
detected with the camera. The absolute value of the LEDs” output can then be compared
to the measured relative brightness of the nanophosphors in the corresponding fluorescence
mouse phantom, thus allowing for a measured absolute photon count of the nanophosphors

output.

Figure 2.8: XPM-2 bioluminescence mouse phantom (left) and XFM-2 fluorescence mouse
phantom (right). The bioluminescence mouse phantom contains calibrated LEDs with a
known photon output and the fluorescence mouse phantom allows for the insertion of a
radioluminescence point source at a matching depth.

2.5.8 Mouse phantom surface radiance measurements

A glass tube with 10.5 mg of nanophosphors in the tip was inserted into the fluorescent
phantom such that it sat approximately 4 mm below the flat underside of the mouse. The
mouse was placed on its side on the imaging bed so that the flat surface would face the
camera. A CT scan of the mouse phantom containing the nanophosphors was acquired and
was used to move the nanophosphor source to the isocenter of the irradiator. The CT image
is displayed in Figure 2.9, and the nanoparticles exhibit a strong attenuation of the x-rays
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as seen by the streaks and the reconstructed black center of the nanoparticle source. This
CT scan was then used to determine the concentration of the nanoparticles. The volume
occupied by the 10.5 mg of nanophosphors was calculated from the CT scan. Based on this

the calculated concentration of the nanoparticles in the source was 1.81 g/mL.

Figure 2.9: CT slice of the nanophosphor source sitting 4 mm below the flat imaging surface
on the right side of the mouse phantom. The bone mid gain setting was used for the
CT imaging which had a tube voltage was 80 kVp and a tube current of 0.20 mA. The
nanoparticles exhibit strong attenuation of the incoming x-rays as seen by the streaks in the
image.

The cooled CCD camera and its shielding were then moved into the small animal-
irradiator after the fluorescence mouse phantom with the nanophosphor source was moved
to the isocenter. A photo of the imaging setup is shown in Figure 2.10. The mouse phantom
was irradiated for 20 s with a tube voltage of 70 kVp, a tube current of 40 mA, and a 2.8
mm aluminum filter. Eight images were acquired of the surface radiance for these exposure
settings. The average of these eight exposures after subtraction of the dark image is depicted

on the right in Figure 2.11.
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Then the bioluminescence mouse was placed in the small animal irradiator and a CT scan
was used to move the LED to the irradiator’s isocenter. FEight images of surface radiance
from the calibrated LED were acquired with a 20 s exposure. The average of these images
with the dark image subtracted is shown on the left in Figure 2.11. Note the great reduction

in spurious counts in the image due to the absence of x-rays.

Figure 2.10: Fluorescence mouse phantom with 10.5 mg of nanoparticles inserted via glass
tube. The nanophosphor source sits at the isocenter of the irradiator and 4 mm below the
flat side of the mouse phantom, which faces the shielded cooled CCD camera.

2.5.4  Small Animal Irradiator Dosimetry

The final measurement necessary to calculate the luminescent efficiency is the dose to the
nanophosphors. The first step in determining the nanoparticle dose was measuring the

surface dose of the 20 s exposure with the 70 kVp tube voltage, 40 mA tube current, and

27



Figure 2.11: Surface radiance measurement of the bioluminescence mouse phantom with
calibrated LED 4 mm below the imaging surface (left). Surface radiance measurement of
the fluorescence mouse phantom with the 10.5 mg nanophosphor source 4 mm below the
imaging surface (right).

a 2.8 mm aluminum filter. An A-12 ionization was placed on top of 10 cm of solid water
and surrounded with water equivalent gel pads as shown in Figure 2.12. The chamber was
moved to the isocenter of the irradiator and exposed to the experimental tube settings. The
collected charge measurements were averaged and then electrometer, recombination, polarity,
and temperature-pressure correction factors were applied. The corrected charge reading was
then used in a protocol for kilovoltage x-ray dosimetry [52]. The resulting measured surface
dose was 95.3 £+ 2.2 cGy.

An x-ray spectrum simulator (Siemens Healthcare GmbH) was then used to determine
the mean x-ray energy at the depth of the nanophosphors in the mouse phantoms. The x-
rays impinging on the mouse phantom from above traveled a distance of approximately 1.27
cm in the plastic mouse phantom, as measured from the CT images. The simulator modeled
the 2.8 mm aluminum filter and x-rays path through the mouse phantom, and calculated an
average x-ray energy of 43.4 keV with an air kerma transmission factor of 0.639. Using the
air kerma transmission factor and surface dose measurement, the dose to the mouse phantom
in the region of the nanophosphors was 3.80 & 0.09 x 10!2 keV/g.

The nanoparticles themselves are composed of high-Z elements like yttrium and europium,
so the absorbed dose would be increased compared to the surrounding plastic mouse. A

dose correction was then applied using the ratio of the mass-energy absorption coefficients.
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Figure 2.12: A-12 ionization placement for dosimetry measurement. The chamber sits upon
10 cm of solid water with water equivalent gel pads surrounding the tip. It was exposed for
20 s to an x-ray tube voltage of 70 kVp, a tube current of 40 mA, and 2.8 mm of aluminum
filtration.

The effective atomic number of the yttrium oxide nanocrystals doped with europium was
approximately 38. The ratio of the mass-energy absorption coefficients for the nanoparticles
compared to the plastic mouse phantom was 112. Therefore the dose to the nanophosphors
inside the fluorescence mouse phantom during the x-ray induced luminescence imaging was

4.24 £ 0.10 x 10 keV/g.

2.5.5 Luminescent Efficiency Calculation

The calibrated LED in the bioluminescence mouse phantom isotropically emitted photons

around 635 nm at a rate of 8.85 x 1010 photons/s. The nanoparticles primarily phosphoresce
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611 nm photons. Therefore a correction factor must be applied in order to account for
slightly different rates of attenuation and scattering in the optical mouse phantoms. The
manufacturer provided a plot for the optical absorption coefficient and reduced scattering
coefficients of the mouse phantoms as function of emission wavelength. These parameters
were then applied to the normalized surface radiance equation outlined in chapter 3 and a
correction factor was determined by comparing the simulated intensities for point sources at
4 mm depth in the mouse phantoms for the two different wavelengths. Line profiles of the
measured surface radiances for both sources were compared as shown in Figure 2.13. After
comparing the measurements and applying the correction factor for the emission wavelength
shift, it was determined the the x-ray induced luminescence measurement was 2.95 times
brighter than the calibrated LED. Therefore, over the course of the 20 s exposure, the
nanophosphors emitted 5.22 x 102 photons.

The luminescent efficiency is now calculated by rearranging the terms in the Equation
2.1. The indirect photon count of the nanophosphors using the calibration mouse phantoms
is divided by the volume occupied by them on the CT scan, which is 0.0058 cm?. This is the
photon concentration P. This is divided by the concentration of the nanoparticles, the dose
D, and the density of the optical mouse phantom. The calculated luminescent efficiency o yp
is 1.05 4+ 0.03 phog}%. Previous literature analyzing radioluminescent nanophosphors
estimated their efficiency by scaling the bulk scintillating properties by their density [13].
The estimated luminescent efficiency of terbium-based nanophosphors using this method was

6 photons/keV

8.0 T o/mL The experimentally measured value is within an order of magnitude of

this estimate.

2.6 Optical Gel Phantom Fabrication

The final introductory element to experimental x-ray induced luminescence is the fabrication

of optical gel phantoms. Optical imaging in mammalian tissue at depths beyond a millimeter
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Figure 2.13: Line profiles for the measured surface radiances of the bioluminescence mouse
phantom with the calibrated LED and the fluorescence mouse phantom with the nanophos-
phors.
is best modeled using the equations governing diffuse transport of the light in the media.
Such conditions can be simulated in a simplified optically homogeneous diffuse environment
by the construction of gel phantoms. These phantoms consist of three basic ingredients:
agar, Intralipid, and black ink. The agar creates the gel matrix that holds the other two
components. The Intralipid is a fatty solution that effectively scatters optical light and the
black ink acts as an absorber. It is possible to create optical gel phantoms with particular
absorption coefficients and reduced scattering coefficients based on the the concentrations of
the Intralipid and the black ink used [53].

The recipe for the optical phantom is as follows. These concentrations of Intralipid and

black ink create a gel phantom with an absorption coefficient of approximately 0.25 cm ™!
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and a reduced scattering coefficient of 5 cm™!. This is the standard recipe used in all the

optical gel phantoms in the various experimental imaging setups.

1. Combine 200 mL of distilled water with 2.02 g of agar powder.
2. Microwave the solution until it reaches a temperature of 95 °C.

3. Transfer to a magnetic stirring plate and begin stirring continuously. Monitor the

temperature of the solution as it cools.
4. When the solution reaches 60 °C, add 2.02 mL of Intralipid and 10.1 uL of black ink.
5. Continuing stirring the mixture until it cools to 40 °C.

6. Pour the mixture into the phantom mold and let it set for half an hour.

The finished phantom is a firm gel that will hold its shape. However, the phantom is
prone to drying out after long periods. It is best to cover the gel surface with plastic wrap if
x-ray induced luminescence measurements will not take place immediately after the phantom

has set.

2.7 Discussion

Various x-ray activated nanophosphors have been reported in the literature, but the europium-
doped nanoparticles have a particular advantage for imaging in tissue as shown in the spectral
measurement. The peak luminescence at 611 nm is on the red end of the optical spectrum,
which means the photons are more penetrating and have a greater chance of escaping the
tissue for detection. Terbium based nanophosphors, for example, emit green light, which is
much more readily attenuated by tissue and would be ill-suited for imaging at depths beyond

a few millimeters.
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The nanophosphor fabrication outlined in the first section of the chapter is a basic syn-
thesis. Their luminescent output can be further improved by coating the nanocrystals with
silica shells. It is theorized that the silica shells create an interface effect with the nanocrys-
tals which cause more of the Europium dopants to be active in the radioluminescence process
[7].

The optical gel phantoms with Intralipid and black ink serve as a simple yet versatile
tool for studying diffuse light imaging. The desired optical properties of the phantom can
be adjusted by the proper selection of Intralipid and black ink concentrations. A wide
range of tissues can be modeled with knowledge of the optical properties of the tissues [54].
However, the recipe only produces optically homogeneous phantoms, which is rarely the case

for imaging in tissues, but it can serve as a good approximation for exploratory studies.
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CHAPTER 3
X-RAY INDUCED LUMINESCENCE IMAGING MODEL AND
SENSITIVITY SIMULATIONS

3.1 Diffuse optical imaging equations

Light be can physically modeled in multiple ways depending on its properties and the envi-
ronment with which it interacts. It can be treated as an electromagnetic wave traversing a
medium. It can be modeled as individual ballistic photons, each with a directionality that
changes via scattering events. Finally light can be treated as a concentration of optical en-
ergy that moves along concentration gradients via diffusion. This last example best models
the movement of light in the turbid environment of tissue.

Tissue is composed of cells, extracellular matrices, and extracellular fluid. These compo-
nents form an admixture comprised mostly of water, fat molecules, and proteins. As photons
travels through this biological soup, they encounter a multitude of scatterers and absorbers.
Photons that do not get absorbed will undergo many scattering events, such that they lose
their original directionality. The collective properties of the photons enter the regime of
diffusion once the photons have lost the initial direction they had when emitted from an
optical probe in the tissue.

There are four fundamental quantities that describe the optical properties of tissue. The
absorption coefficient p, describes the likelihood of a photon being absorbed in the tissue
per unit length. The scattering coefficient us is the likelihood of a photon being scattered
in the tissue per unit length. The direction of the scattering event is characterized by the
anisotropy of scattering parameter g, which is dimensionless. It is the average cosine of the
scattering angle. In tissue this value is typically around 0.9. Then there is the refractive
index n which is approximately 1.4 for tissue and 1.0 for air.

The scattering coefficient us can be thought of as a step size for how far a photon travels
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before a scattering event. However, the distance traversed after multiple scattering events
from the starting point to the finishing point can be much shorter than the total length of the
path the photon traveled. Therefore the reduced scattering coefficient p, more accurately
describes the likelihood of a scattering event per unit length traveled in tissue. It is defined in
Equation 3.1 and is a function of the scattering coefficient s and the anisotropy of scattering

parameter g:

ps = tis(1 = g) . (3.1)

In order for diffusion theory to apply, the optical photons need to undergo multiple
scattering events before absorption. In a strongly attenuating medium, the photons will
be absorbed before they lose their directionality, and thus the diffusion equations will not
reliably model their movement. A rule of thumb is that the ratio of the reduced scatter-
ing coefficient 1, to the absorption coefficient p, must be 10 or greater for the diffusion
approximation to hold [55].

The distance a photon travels before any interaction is the mean free path (MFP’) and
as shown in Equation 3.2, it is a function of the optical absorption coefficient u, and the

reduced scattering coefficient p:

1

MFP = ———.
Ha + s

(3.2)

In tissue the MFP’ of visible and near-infrared light is approximately 1 to 2 mm or less
[55]. After the distance of one MFP’, diffusion theory becomes quite accurate. Therefore
optical imaging at depths in tissue beyond the superficial layer can be properly modeled
with diffusion equations.

Diffusion theory treats the photons in the tissue as a concentration that is proportional
to the photon fluence rate ¢. The photons’ movement is then modeled as moving down the

concentration gradients from a region with a greater density of optical photons to one with a
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lesser density. This movement is defined by Fick’s first law of diffusion as shown in Equation

3.3,

__ 09
J=-D3E. (3.3)

where J is the flux of the photons, and the diffusion coefficient D is defined in Equation

3.4:

MFP
D=——. (3.4)

The solution for the photon fluence ¢ at radius r from a point source in a homogeneous

diffuse medium is shown in Equation 3.5:

P

— 47rDreiu€ffr , (3.5)

(r)

The power P of the point source decays exponentially at the rate of the effective atten-

uation coefficient p, s ¢, which is defined in Equation 3.6:

Heff =V 3ia(tts + tha) - (3.6)

This is the case for continuous waves, implying there is no time dependency of the
luminescent point source’s output. This would be accurate for nanophosphors irradiated
with an x-ray tube, which has a relatively continuous output compared to a LINAC, which
has time-dependent pulses of radiation.

Optical imaging in vivo occurs at the surface of the tissue. The interface between the
air and tissue forms a boundary where some of the optical photons will be reflected while
others will be transmitted and eligible for detection. The extrapolated boundary condition
simplifies the interface to an optically homogeneous medium that has a flat interface with
the air and extends to infinity in the other directions. The source sits at depth z below the

imaging surface and a negative sink called the image source is placed outside of the tissue, so

36



as to draw the optical signal towards the surface. The image source is placed in symmetry
from the luminescent source inside the tissue across an extrapolated boundary which is an
imaginary plane that resides above the true surface of the tissue. This geometry is depicted
below in Figure 3.1.

Image
source

extrapolated
boundary

tissue

Figure 3.1: Diagram from Rice et al. of the luminescent source in tissue at depth z and
the image source placed in opposition across the extrapolated boundary z, [2]. The real
air-tissue interface occurs at z = 0. The tissue is optically homogeneous and a semi-infinite
medium. The radial distance on the tissue surface from the source-image source axis is r,
and r; and rp are the distance from that point to the luminescent source and the image
source, respectively.

The placement of the extrapolated boundary z;, is a function of the optical parameters
of the tissue for the light and the effective reflectance of the air-tissue interface Rog. It is

defined in Equation 3.7:
1+ Reyy 2

L= Repy3(pa+ 1)

(3.7)

<b

The effective reflectance R,g determines how much diffuse light escapes into the air at

the interface and how much is reflected back into the tissue. Air has a refractive index
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of n = 1.00, while tissue has a refractive index of n = 1.40. The corresponding effective
reflectance is R, rr = 0.493 [56].
The normalized surface radiance N at radial distance r is the detectable optical signal

at the surface of the tissue from the luminescent point source at depth z. It is normalized

1

5—. It is a combination of
cmesr

to the luminescent power emitted by the source and has units
the flux and the fluence of the luminescent source and the imaginary image source, and it is

defined in Equation 3.8:

z 42z

,42}.

A short derivation is provided by Rice et al [2]. This analytical solution to the extrapo-

N(r, 2)

1 { e HeffTl e HeffT2

= — 3D
1672D sl 79 *

b 1

— e Heffr1

r%(”eff_l_rl)e +
(3.8)

1y _
R

lated boundary condition will serve as an approximation for the surface radiance in an x-ray
induced luminescence imaging model that is then tested with experimental measurements in

optical gel phantoms.

3.2 X-ray induced luminescence imaging model

The entire x-ray induced luminescence imaging process draws on multiple fields of physics:
the x-ray interaction with the tissue and the resulting radioluminescence, the diffuse optical
transport of the luminescent signal in the tissue, and the detection of the surface radiance
with a lens and camera. The imaging model breaks it down into stages so that the de-
tected signal across the camera’s CCD array can be predicted from the concentration of
nanophosphors in tissue at a given depth and radiation dose.

As outlined in Chapter 2, section 2.4, the radioluminescence is proportional to the
nanophosphor concentration and radiation dose. The dose can then be related to the en-

ergy density deposited in tissue by taking the product of dose and the density of the tissue
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Prissue- 1Lherefore the concentration of photons generated in a given voxel P, is shown

in Equation 3.9,

Pyozel = DyoxelPtissueCNPONP (3'9)

and it is the product of the dose to the voxel D, the density of the tissue in the
voxel pgissue, the concentration of the nanophosphors in the voxel Cyp, and the luminescent
efficiency app.

The luminescent photons generated in the tissue at depth z will diffuse outward from the
source with some migrating towards the imaging surface. The normalized surface radiance
N(r, z) describes the resulting luminescent intensity that can be detected with a camera and
lens. Figure 3.2 (a) displays the imaging geometry for a luminescent voxel P(z,y, z) being
excited by a selective plane of x-rays. The surface radiance function is radially symmetric,
where 7 is the distance from the imaging axis of the luminescent voxel P(x,y,z). The

resulting surface radiance f(xq), yg) from the voxel P(x,y, z) will be the product of the photon

concentration and the normalized surface radiance, where 7 = \/(z¢ — )2 + (yg — y)?. The
total surface radiance will then be integrated over the entire volume so that the surface
radiance at point (zq,yg) will be the sum of all the resulting surface radiances of all the

luminescent voxels in the tissue, as shown in Equation 3.10:

fao.0) = [[[ Py AN (o~ 27+ 0 - y)2.2) dedyz . (320)

The final step in the model is detecting the surface radiance with the lens and camera
pixel array. Equation 3.11 defines the average photons incident on pixel j in the CCD array

located at x;, y;:

T 1 ZQ

gj = ZWCOS4(9j)m2 //f(xoayo)?”ect< 5/_mxj>7“ect(y0€/;:j) . (3.11)

The equation is adapted from one derived by Barrett and Myers[57]. The double integral
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accounts for averaging of the surface radiance over camera pixels of size £, mapped into
object space by the lens magnification factor m. The terms before the integral represent the
fractional solid angle subtended by the lens. Here N represents the lens f-number and 6,
is the angle of pixel j off the central imaging axis. A factor of 7 is included because the
luminescence emitted at the phantoms open face is Lambertian. Figure 3.2 (b) depicts the

image geometry where the lens projects the surface radiance f(zq,yg) onto pixel j.

(a ) lens < > (b )

Camera Lens Air | Tissue

Sensor
Air,n=1.0 r N(r,z) e

@ <
Tissue, n=1.4 9 /8;
# ¢/m
z
f(Xo,Y0)

Selective X-ray plane ®Pxyz)

Figure 3.2: (a) Schematic showing x-ray induced luminescence P(z,y,z) at depth z via the
selective plane excitation and the normalized surface radiance at point N(r,z) from a the
luminescent point source in the tissue. (b) Detection of the surface radiance with CCD
array via lens with f-number N and magnification m.

3.3 Thermoluminescence diode dosimetry in optical gel phantom

In order to model experimental x-ray induced luminescence imaging inside an optical gel
phantom, it is important have proper dosimetry. Thermoluminescent diodes (TLDs) were
selected for dosimetry measurements due to their ease of use for embedding in an optical gel
phantom. The agar gel phantom is mostly water, so the water-equivalent property of the
TLDs ensure there is no perturbation in the dose measurement by placing the dosimeters in
situ.

A set of 40 TLDs was irradiated using the small animal therapy unit for 4 s with a tube
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voltage of 70 kVp and a tube current of 20 mA. They were left to stabilize overnight and
then their accumulated charge was measured with a TLD reader (Harshaw 5500). The set
of TLDs was then then annealed at 400 °C for 1 hour and 80 °C for 24 hours to reset the
TLDs; this process was repeated two more times. The resulting TLD readings were used to
calculate the batch sensitivities of the TLDs along with their uncertainty.

Next a beam-quality conversion factor was calculated in order to compare the TLD
readings from the small animal irradiator to TLD readings for a known calibrated output
dose from a LINAC. A total of 4 TLDs received 4.25 cGy of radiation from a 6 MV LINAC
beam by placing them at 10 cm depth in solid water and irradiating them with 5 MU at 90 cm
SSD with a field size of 10 cm x 10 cm. The TLDs were then processed with the TLD reader
and their readings were corrected with their previously calculated sensitivities. Dosimetry
using an A-12 ionization chamber had already been performed in the small animal irradiator
as outlined in Chapter 2, section 2.5.4. The measurement exposed the ionization chamber
for 20 s with a 70 kVp tube voltage, 40 mA of tube current, and 2.8 mm of aluminum beam
filtration. This experimental setup was repeated with 4 TLDs, including 10 cm of solid
water beneath the TLDs for backscatter. The readings from the TLDs in the small animal
irradiator and the measured ionization chamber dose of 95.3 cGy were compared with the
TLD readings and dose from the 6 MV LINAC. It was determined the TLDs were 40% more
sensitive to the lower-energy small animal irradiator.

The final measurement for dosimetry required embedding the TLDs inside the optical gel
phantom. The TLDs were heat-sealed in plastic warp and placed in the center of a phantom
mold using thin plastic sticks. A photo of the TLDs positioning before the liquid gel mixture
was poured is shown in Figure 3.3. The phantom was then placed inside the small animal
irradiator at isocenter and irradiated for 20 s with a tube voltage of 70 kVp and a tube
current of 40 mA, as shown in Figure 3.4.

The TLDs were then removed from the gel phantom and the plastic wrap and their
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Figure 3.3: Gel phantom mold with TLDs labeled and positioned along the central axis.
TLDs were heat sealed in plastic wrap to protect them from liquid agar gel that was subse-
quently poured into the mold.

readings were recorded. The dosimetry was then calculated using Equation 3.12:

- h
Dphan = (r x S) x kwat (’lﬂ)p " ksar - (3.12)

cal p /water

The first term is the average of the embedded TLD readings r corrected with their
respective sensitivities S. The second term k;géﬁt is the ratio between the 4.25 cGy calibrated
dose using the LINAC and the corresponding reading. The ratio between the mass-energy
absorption coefficients of the phantom and water is 1, because the gel phantom is water
equivalent. Finally the last term kg4 is the beam-quality conversion factor that converts
from the LINAC 6 MV x-rays to the small animal irradiator’s x-ray tube output. TLD

dosimetry measurements in a gel phantom determined the dose to be 33.8 4+ 1.4 cGy at the
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Figure 3.4: Set gel phantom containing embedded TLDs located at the isocenter of the small
animal irradiator. The phantom was irradiated for 20 s with a tube voltage of 70 kVp and
a tube current of 40 mA in order to match conditions for x-ray luminescence imaging with
nanophosphors in a similar optical gel phantom.

central axis of the phantom for a 20 s exposure with a tube voltage of 70 kVp and tube

current of 40 mA while using 2.8 mm of aluminum filtration.

3.4 X-ray induced luminescence model calibration with
measurements
The image model presented in section 2 was then tested with experimental measurements
using optical gel phantoms. Optical gel phantoms were fabricated and a nanophosphor source

was inserted at various depths. The calculated luminescent efficiency app from chapter 2

and the dosimetry measurement from the previous section were used to determine the number
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of photons generated within the gel phantom. Then the normalized surface radiance function
from section 2 was applied. The calculated detected luminescence was then compared to the
experimental results in order calibrate the model for simulations in the following section.

A 10.5 mg nanophosphor source was inserted into an optical gel phantom and CT scan
measurements determined the depths to be 1.6 cm, 2.2 ¢cm, and 2.6 cm as shown in Fig. 3.5
(a), (b), and (c). The phantom was irradiated for 20 s with a tube voltage of 70 kVp and
a tube current of 40 mA. The x-ray induced luminescence surface radiance measurements
for the corresponding three depths are shown in Figure 3.6. These images represent the
mean of eight different x-ray induced luminescence images with the dark image subtracted.
This averaging was done in order to reduce noise and outliers from spurious counts caused
by scattered x-rays. TLD dosimetry measurements in a gel phantom determined the dose
to the gel phantom in the region of the nanophosphors to be 33.8 ¢Gy as outlined in the

previous section.

Figure 3.5: CT slices of the 10.5 mg nanophosphor source in the optical gel phantom. X-ray
induced luminescence surface radiance images were acquired with the source at the depths
of 1.6 cm (a), 2.2 cm (b), and 2.6 cm (c¢) below the imaging surface.

The x-ray induced luminescence model was used to generate surface radiance profiles
based on the optical properties of the gel phantom along with the experimental CCD camera
and lens specifications. The specifications for the experimental setup are listed in the first
column of Table 3.2. The simulation was then scaled with a calibration factor to account for
light loss in the lens and leaded glass along with other unknown instrumental factors. Note

that Rice et al. also implicitly renormalized the surface radiance curves in a similar fashion
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Figure 3.6: X-ray induced luminescence surface radiance images were acquired with the
source at the depths of 1.6 cm (a), 2.2 cm (b), and 2.6 cm (c¢) below the imaging surface.
The dark spots in the x-ray induced luminescence measurement were caused by dust on the
cameras imaging window.

in their study of bioluminescence sensitivity[2]. Rather than introducing a depth-dependent
calibration factor in the detection sensitivity estimates, we scaled the model so that the
surface radiance peak value for the 2.2 cm depth source simulation matched the peak height
for the x-ray induced luminescence measurement. This leads to an overestimate of the signal
(~60%) of the signal at 1.6 cm and an underestimate (~40%) of the signal at 2.6 cm depth.
Since our interest is in determining the imaging depth limits, this scaling ensures that the
predictions will be somewhat conservative at greater depths. The scaling factors for the
different depths are listed below in Table 3.1, and the line profiles for the scaled simulated
detected surface radiances and experimental measurements are plotted in Figure 3.7. While
the normalized surface radiance did not completely capture the depth-dependent scaling, it

did accurately predict the spread of the line profile at the different depths.

Source depth (cm) | Scaling factor
1.6 170
2.2 105
2.6 64.4

Table 3.1: Depth-dependent scaling factor used in Figure 3.7 in order to match the simulated
surface radiance height with the measured surface radiance. The simulated surface radiances
overestimated the measured pixel values for each depth. Therefore, the simulated surface
radiances were divided by the scaling factors
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Simulated and Measured Surface Radiance Profiles for Three Source Depths
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Figure 3.7: Experimental x-ray induced luminescence surface radiance profiles of the optical
gel phantom with the corresponding simulated profiles for a point source at the depths of
1.6 cm, 2.2 cm, and 2.6 cm. Each simulated surface radiance profile is individually scaled to
the approximate peak of the corresponding measurement. The analytical optical diffusion
model accurately predicts the FWHMs of the surface radiance profile measurements.

3.5 Sensitivity simulations

The x-ray induced luminescence images acquired with the 10.5 mg nanophosphor source and
diffuse optical gel phantoms were used to calibrate the imaging model outlined in section 2.
The calibrated model was then used to produce simulated x-ray induced luminescence images
for nanophosphor sources with varying concentrations, depths, radiation doses, and optical
environments. The x-ray induced luminescence images were simulated for the experimental

setup with the cooled CCD and macro lens, and for a theoretical improved configuration using
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an EMCCD (iXon 897, Andor, Concord, MA, USA), larger aperture lens (EF 50 mm /1.0
USM, Canon, Melville, NY, USA), and nanophosphors with a greater luminescent efficiency
shown in Table 3.2. The luminescent efficiency assumed for the brighter nanophosphors
is based on the paper of Pratx et al., [13] where the efficiency was calculated from the
properties of bulk GdeO9S:Tbh [3]. The simulations determined the photon counts on the

cameras sensor arrays and this was used to then calculate signal-to-noise ratios for the

simulated concentration, optical, dose, and depth parameters using Equation 3.13:
S\ 2
(7) =2

The noise factor F' accounts for counting noise amplification in the EMCCD and ¢ is the
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exposure time in the image acquisitions.

Imaging System Parameters

Cooled CCD with £/2.8 lens

EMCCD with /1.0 lens

f-number, N 2.8 1.0
Quantum efficiency, Dgp 60% 95%

Pixel size, ¢ 6.45 um 13 ym
Imaging array size 1392 x 1040 512 x 512
Pixel binning 8 x 8 4 x 4
Dark current, 044, 0.001 e-/pixel/s 0.00015 e-/pixel/s

Read noise, ,cqdout 4.5 e- rms 15 e- rms
G, M 1 1000
Noise factor, F 1 1.41

Luminescent efficiency, ap

1.06 photons/keV/(g/cm?)

8.06 photons/keV /(g/cm?)

Table 3.2: CCD and EMCCD camera parameters used to calculate the signal-to-noise ratios
in simulated x-ray induced luminescence images. The cooled CCD camera with /2.8 lens
was used in experimental measurements with optical gel phantoms and the EM-CCD camera
with £/1.0 lens was used to delineate the upper limits of x-ray induced luminescence imaging
sensitivity by simulating optimal hardware

The calibrated simulation was then used to generate surface radiance measurements for
varying depths, concentrations, radiation doses, and imaging environments using both the

experimental CCD camera and lens setup along with the theoretical configuration with
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improved detection hardware as listed in Table 3.2. The corresponding signal-to-noise ratios
(SNRs) were calculated using Equation 3.13, the simulated incident photon count on each
pixel, and camera sensor specifications. The minimum detectable signal was set at a SNR
threshold of five.

Figure 3.8 displays the SNR curves for nanophosphor concentration versus depth using
the experimental radiation dose of 33.8 cGy and the optical properties of the experimental
gel phantom. The simulated theoretical configurations are split into a setup with improved
detection hardware with the experimental nanophosphors and a setup utilizing improved
hardware and brighter nanophosphors. The theoretical setup with more sensitive equipment
and brighter nanoparticles decreases the minimum concentration for detection by approx-
imately three orders of magnitude compared to the experimental setup with the existing
synthesized nanoparticles.

Figure 3.9 depicts the SNR curves for radiation dose versus the depth of a nanophosphor
point source with a concentration of 1 mg/mL. The theoretical configuration in the dose
versus depth simulation employs improved detection hardware and brighter nanophosphors.
Both the experimental and theoretical setup curves show the minimum detectable dose for
the optical properties of the experimental gel phantom (g = 0.25 cm™!, pt =5 em™1), and

1

a phantom that absorbs and scatters more light (yg = 0.5 cm™*, pl = 10 cm_l).

3.6 Discussion

The dose versus depth sensitivity simulation predicted that, with an optimized geometry,
improved hardware, and brighter nanoparticles, a concentration of 1 mg/mL could be de-
tected with a dose of about 1 ¢Gy at a depth from 2 to 4 cm depending on the tissue optical
properties. The experimental and simulated gel phantoms used in this sensitivity evaluation
do not represent a specific tissue, but rather demonstrate diffuse imaging in a turbid mate-

rial with optical properties within the range of biological tissue[54]. The simulation with the
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Figure 3.8: Minimum detectable concentration versus depth of nanoparticles for the ex-
perimental setup, a theoretical setup using a f/1.0 lens and an EM-CCD camera, and a
theoretical setup with the /1.0 lens, EM-CCD camera, and brighter nanophosphors
current experimental hardware and nanophosphors indicates a minimum dose of 106 c¢Gy to
achieve signal detection at comparable depths for a concentration of 1 mg/mL. Therefore a
setup comparable to the theoretical configuration with a high degree of sensitivity is required
in order to carry out x-ray induced luminescence imaging using clinically relevant radiation
doses and nanophosphor concentrations.

Potential applications under such conditions could include intratumoral injections to
treat relatively superficial head and neck cancers. Similar concentrations of metal-oxide

framework nanoparticles studied as photodynamic therapy light sources have been tested
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Figure 3.9: Minimum radiation dose for signal detection versus depth for a 1 mg/mL point
source for the experimental setup and the theoretical configuration with more sensitive equip-
ment and brighter nanophosphors. Each setup includes curves for the optical properties of
the experimental gel phantom and for a greater optically scattering and absorbing environ-
ment.

in vivo using a murine model in order to develop a therapy for resistant head and neck
cancers[58]. These nanoparticles also exhibit radioluminescence, [45] so that their localization
could be roughly determined from surface radiance measurements for a radiation-activated
photodynamic therapy treatment. Such imaging could potentially be achieved under normal
light conditions in the clinic since Cherenkov luminescence has been detected under ambient
lighting by timing the camera acquisitions with the LINAC waveform pulses [59].

The results presented here focused on optically homogeneous materials, which allowed

20



rapid, tractable sensitivity calculations. Expanding the studies to optically heterogeneous
materials would affect our sensitivity simulations and complicate the optical diffuse transport
modeling. Another limitation of this work is the assumption of a flat imaging surface. Surface
radiance measurements in small animals or patients would rarely involve a relatively smooth,
flat surface. Along with being optically heterogeneous, the imaging surface would contain
some curvature which would affect the resulting surface radiance measurement. There is
no simple analytical solution for diffuse optical imaging moving away from the semi-infinite
air-tissue interface with no curvature. Monte Carlo simulations have been used to model the
effect of curvature on Cherenkov luminescence at the imaging surface [60]. This modeling
could be extended to x-ray induced luminescence imaging in order to account for non-flat

surfaces.
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CHAPTER 4
SELECTIVE PLANE X-RAY INDUCED LUMINESCENCE
IMAGING

4.1 Selective Plane Imaging Geometry

The previous chapter dealt with x-ray induced luminescence imaging where the entire object
was irradiated with x-rays. The point sources were at a known depth, but without that
information it would have been impossible to deduce their distribution from the measured
surface radiances. This ill-posed problem is solved by the introduction of a sheet-beam illu-
mination. Selective plane x-ray induced luminescence imaging is depicted in Figure 4.1. Slit
collimation of the x-ray source produces planar x-rays that selectively excite the nanophos-
phors within the object. Orthonormal to the sheet beam is the camera imaging axis, which
captures the surface radiance resulting from the radioluminescence in the illumination plane.
The imaging geometry is inspired by selective plane illumination microscopy (SPIM), which
allows for fluorescent microscopic imaging and optical sectioning within objects the size of a
few millimeters [61]. As discussed later in the chapter, the selective plane geometry allows
for a deconvolution-based reconstruction. This approach has been demonstrated experimen-
tally using fluorophores activated by Cerenkov radiation [62] induced by a selective plane

geometry.

4.2 Two-Dimensional Convolution Imaging Model

The selective-plane geometry constrains the luminescence within the object by one dimen-
sion, creating a reconstruction with only two degrees of freedom. X-ray induced luminescence
imaging detects a two-dimensional surface radiance. Therefore the reconstruction is much

less ill-posed provided the object is optically homogeneous. An imaging geometry wherein
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Figure 4.1: Diagram of selective plane x-ray induced luminescence imaging. A slit collimator
produces planar x-rays which selectively excite the nanophosphors within the phantom. The
phantom is translated through the plane of illumination along in imaging axis which is
orthonormal to the selective plane.

the selective plane is parallel to a flat imaging surface and orthonormal to the camera axis
further simplifies the imaging model into a two-dimensional convolution. This is outlined in

Equation 4.1, where the plane of luminescence is defined with P(z,y, z), and the normalized

surface radiance function NV serves as a point source function:

fao.0) = [[[ Py AN (fo— 27+ 0 —)2.2) dedyds. @)

This equation is further simplified using the convolution notation and the radial coordi-
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nate rg to define the point of radiance on the surface. The selective plane used in imaging
has a finite thickness, z5. Therefore, the selective plane at depth z( is integrated over its the

thickness as shown in Equation 4.2:

zo-&-%s
f(ro) :/ . (P % N)(ro,z0) dz, where ry= \/x% —l—yg : (4.2)
20—F

4.3 Richardson-Lucy Deconvolution

The convolution-based selective plane imaging model leads to a straightforward reconstruc-
tion by employing a deconvolution. The normalized surface radiance function serves as a
point spread function for the plane of radioluminescence in the object. The point spread
function is defined by the depth of x-ray induced luminescence and the optical properties of
the medium. Full knowledge of these parameters thus allows the recovery of the distribution
of radioluminescence in the plane of excitation by deconvolving it from the detected surface
radiance.

The statistics of the optical signal detected at the surface are a combination of Poisson
counting noise and Gaussian noise from dark current and readout noise in the camera pixels.
Since the sum of a Poisson distribution and a Gaussian distribution does not yield a tractable
likelihood function, a shifted Poisson model is employed [63, 64]. The mathematics of this

pre-processing are outlined in Equation 4.3:

g=1[g-b+0. (4.3)

The detected image g has the pixel bias b removed. This is accomplished by subtracting
the dark images from the detected surface radiance measurements. Then the Gaussian

2

noise variance o< is added back in to produce the input image g for the deconvolution.

The pre-processing results in a statistical transformation to the data wherein it produces
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a new random variable whose mean and variance equal that of a Poisson random variable
appropriately defined. The shifted Poisson model has previously been applied to image
reconstructions of x-ray CT with noisy, degraded image sets [65].

The algorithm used for reconstructing the radioluminescence distribution is a maximum
likelihood Richardson-Lucy deconvolution[66, 67]. The update step of the algorithm is de-

fined in Equation 4.4:

FiHL_ g (kT . Wﬁ) . (4.4)

f%is the image estimate from the ith iteration, and k is the point spread function defined
by the normalized surface radiance function at the depth of the sheet beam. In the case of
the two-dimensional deconvolution, the initial estimate ¢ is the corrected detected image.
This initial estimate in the deconvolution will change in the subsequent chapter when a

pencil beam geometry is used and the deconvolution becomes one-dimensional.

4.4 Experimental Selective Plane X-ray induced Luminescence

Imaging

The experimental selective-plane x-ray induced luminescence imaging was performed in the
small animal irradiator using the same gel phantom recipe outlined in chapter two. The
only modification necessary for to the experimental setup was the production of a sheet
beam. This was accomplished with a slit collimator on the x-ray source. The selective-plane
x-ray induced luminescence imaging was first performed on an optically clear phantom for a
simple proof-of-concept measurement. Then the imaging system was used to detect a dual
nanophosphor point source in a diffuse optical imaging phantom, so that the Richardson-

Lucy deconvolution could be tested experimentally.
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4.4.1 Slit collimator construction

The slit collimator was constructed out of Cerrobend and plastic spacers. Cerrobend is a
metal alloy with a low melting point of 70 that was historically used in radiation therapy
clinics for rapid production of custom, form-fitting x-ray fields before the advent of multileaf
collimators. Cerrobend was poured into a circular mold in order to produce a disc. After
the metal alloy solidified, the disc was cut in half. Then plastic sheets of 0.6 mm and 0.3
mm were cut into small squares, so they could be placed between the two half-moon pieces
of Cerrobend and form a gap. The width of this gap could be varied based on which plastic
spacers were used. The disc was connected to the end of a brass collimator in order to
produce a slit collimator for the small animal irradiator source. As seen below in Figure
4.2, radiochromic film was used to measure the width of the x-ray illumination plane at the

isocenter and confirm that it was aligned orthonormal to the camera’s imaging axis.

Figure 4.2: Radiochromic image of Cerrobend slit collimator within the small animal irra-
diator. This particular setup had a slit width of 1 mm, but changing the plastic spacers in
the slit collimator allowed for various slit sizes.

o6



4.4.2  Optically clear phantom

The selective-plane x-ray induced luminescence imaging system was first tested on an opti-
cally clear phantom for a simple proof-of-concept experiment. A spiral phantom was con-
structed by filling a catheter tube with an aqueous solution of nanophosphors and wrapping
it around a test tube. A photo of the phantom is shown in Figure 4.3. The phantom was
placed on the treatment bed beneath the slit collimator and the x-ray induced luminescence
was imaged using a consumer CMOS camera (5D Mark II, Canon). A photo of the setup
is shown in Figure 4.4. The phantom was irradiated with a tube voltage of 140 kVp and a
tube current of 20 mA. An exposure time of 30 s was used in acquiring the images for each
slice position. The phantom was translated in 1 mm steps along the direction of the camera
axis for a total of 40 positions. Therefore the z-direction of the selective plane x-ray induced

luminescence image stack has a depth of 4 cm.

Figure 4.3: Photograph of the optically clear spiral phantom. The catheter tube was filled
with an aqueous solution of nanophosphors and wrapped around a test tube.
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Figure 4.4: Experimental setup for the selective plane x-ray induced luminescence imaging
of the optically clear spiral phantom in the small animal irradiator. The phantom was

translated in the direction of the imaging axis in order to acquire a three dimensional image
stack.

The sheet-beam illumination selectively excites portions of the spiral phantom. Individual
consecutive slices of the image stack are shown below in Figure 4.5. A maximum intensity
projection along the z-direction was applied to the image stack and the result is depicted in
Figure 4.6. The original form of the phantom was successfully recovered, demonstrating the

feasibility of selective excitation of nanophosphors within a phantom.
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Slice # 10 Slice # 11 Slice # 12

Figure 4.5: A set of consecutive selective plane slices from the x-ray induced luminescence
image stack. The x-ray induced luminescence is constrained to the intersection of the x-ray
sheet beam and the spiral phantom.

Figure 4.6: Maximum intensity projection along the z-direction of the selective plane x-ray
induced luminescence image stack. The spiral shape of the nanophosphors within the twisted
catheter tube is successfully recovered by the experiment.
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4.4.3  Diffuse imaging phantom

Selective-plane x-ray induced luminescence imaging within a diffuse optical environment
proves to be a more challenging reconstruction problem compared to an optically clear phan-
tom. Unlike the case of the clear phantom, the surface radiance is insufficient to resolving
objects at depth due to absorption and scattering of the optical signal in the diffuse medium.
However, this can be overcome in the case of an optically homogeneous environment by using
the selective-plane geometry and deconvolution.

In order to demonstrate this experimentally, an optical gel phantom was fabricated with
two tubes containing the nanophosphors suspended in agar. The gel phantom was poured
with the two tubes in positions, such that they were spaced half a centimeter apart and
their tips were located approximately 4 mm below the imaging surface. A CT image of the
dual-source nanophosphors tubes is shown in Figure 4.7 and it oriented such that the top of
the image is the surface of the phantom where the luminescence is detected.

A larger slit was used in this experimental selective-plane x-ray induced luminescence
imaging experiment. The width of the planar x-rays were measured to be 2.5 mm. The
gel phantom was irradiated with a tube voltage of 140 kVp and a tube current of 20.89
mA starting near the imaging surface with the planar x-rays impinging on the tips of the
tubes. A 20 s exposure was captured with the cooled CCD and the macro lens, and then the
phantom was translated 2.5 mm along the imaging axis and the process was repeated until
there was no longer a detectable optical signal from the imaging surface. Figure 4.8 shows
the experimental setup for the dual-source phantom with the slit collimator attached to the
x-ray tube and the shielded camera for detecting the x-ray induced luminescence.

Two of the detected images corresponding to the shallowest depths of the tubes are shown
unprocessed in Figure 4.9. The large amount of bright specks are the result of scattered x-
rays interacting with the camera sensor. This is the result of imperfect shielding and x-rays

that scatter off the phantom directly towards the camera. These spurious counts need to
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Figure 4.7: Maximum intensity project of a CT volume containing the dual source nanophos-
phor tubes within the optical gel phantom. The tubes contain the nanophosphors suspended
in agar are spaced apart by 0.5 cm. The tips of the tubes sit approximately 4 mm below
the imaging surface. The planar x-rays impinge orthogonally upon this image, so that it is
orientated parallel to the image surface.

first be removed before the deconvolution so thresholding was applied to pixels with large
ADU values compared to their neighbors. The threshold value was set at 700 ADU while
the max ADU value for the 14-bit camera was 16383 ADU. The detectable optical signal at
the surface of the phantom was low compared to the full dynamic range of the camera, even
when it was operating on the most sensitive gain settings. In contrast, the spurious counts
from x-rays interacting with the camera could range from 1000 ADU to the entire electron
well depth of the pixel with the maximum ADU value. Hence this thresholding was necessary
in order to ensure a reconstruction that would be unaffected by the spurious counts. Pixels

that were identified to be above the threshold level had their pixel value replaced with the

median of the eight pixels that surrounded it.
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Figure 4.8: Experimental selective plane x-ray induced luminescence imaging with dual
source optical gel phantom inside the small animal irradiator.

After the "hot” pixels were removed from the image, the measurement was transformed
as outlined in Equation 4.3. The processed images were then input into the Richardson-
Lucy algorithm with the normalized surface radiance as the point spread function for their
respective depths. The iterative algorithm written in Python was run until the L2 norm
of the difference between consecutive iterations was less than 10~%. Three of the processed
images are shown in the top row of Figure 4.10. The bottom row contains the corresponding

results of the Richardson-Lucy algorithm.
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Figure 4.9: Unprocessed images of the detected surface radiance for the sheet beam at a
depth of 0.5 cm (left) and 0.75 cm (right). The spurious counts are the result of scattered
X-rays.

Figure 4.10: The top row depicts the processed detected surface radiance measurements for
the depths of 1.0 cm (left), 1.5 cm (middle), and 2.0 cm (right). The hot pixels have been
removed from the images, the dark image has been subtracted, and the Gaussian noise was
added back in as described by Equation 3.3. The bottom row contains the corresponding
deconvolved images.

The deconvolution was able to successfully resolve the two tubes up to a depth of 1.75
cm in the diffuse imaging environment. Beyond that depth the Richardson-Lucy algorithm
reconstructed a single luminescent source at depth in the phantom, and past the depth
of 2.25 cm there was no longer a detectable optical signal at the surface of the phantom.
The deconvolved image stack was then resliced in the horizontal direction and is shown in

the bottom of Figure 4.11. This is in comparison to the resliced image stack of the raw
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measurements depicted in the top of Figure 4.11. The average peak-to-peak distance in the
deconvolved sources was 9.3 mm compared to the 10 mm spacing between the centers of the

two tubes in the phantom.

1cm

Figure 4.11: XZ reslice of the unprocessed surface radiance measurements image stack (top)
and deconvolved image stack using a Richardson-Lucy algorithm (bottom). The deconvo-
lution was able to resolve the two tubes up to a depth of 1.75 ¢m in the diffuse optical gel
phantom.

4.5 Discussion

These results were the first published example of experimental x-ray induced lumines-
cence imaging in a optically diffuse environment using a selective plane geometry and a
deconvolution-based reconstruction [32]. The resolution of this technique is limited in the
axial direction comparatively to the image plane, due to the finite thickness of the selective

plane. This resolution can be improved by narrowing the slit collimator, but that causes a
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trade off in incident x-ray flux resulting in a reduced radioluminescent signal. The reconstruc-
tion could then be improved by rotating the object 90 degrees and repeating the selective
plane x-ray induced luminescence measurement. This approach has been demonstrated in
dual-view light sheet microscopy to markedly improve the three-dimensional reconstruction
of the object [68].

It is important to note that the two dimensional convolution imaging model with the
selective plane geometry works because the detecting surface is flat and parallel to the
imaging plane, and the object is optically homogeneous. This is no longer the case when
object is heterogeneous and the surface is uneven. In that case the simple normalized surface
radiance function can no longer accurately predict the surface luminescence resulting from the
diffuse light transport. Nevertheless, the selective-plane geometry still reduces the imaging
model from a more ill-posed three-dimensional integral equation to a less ill-posed two-
dimensional integral equation. Further advanced modeling based on approximations, such
as the Born or Rytov approximations [1], becomes necessary or prior knowledge of nature of
the heterogeneous optical properties is required in order to tackle the image reconstruction

in an optically heterogeneous environment.
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CHAPTER 5
X-RAY FLUORESCENCE AND X-RAY LUMINESCENCE
IMAGING WITH A PENCIL BEAM GEOMETRY

5.1 Introduction

5.1.1  Dual modality imaging

X-ray induced luminescence imaging employs phosphorescent nanoparticles that emit near-
infrared light in the presence of ionizing radiation. Nanoparticles composed of high atomic
number elements will also exhibit x-ray fluorescence provided that the incident photons
have sufficient energy to interact with K-shell electrons. Here we present imaging with a
monochromatic pencil beam interacting with YoOsg : Eut nanoparticles producing both
x-ray luminescence and x-ray fluorescence within an optical gel phantom. The yttrium in
the nanoparticles exhibits a K-edge absorption line at 17.04 keV. The pencil beam source
produces x-rays slightly above the K-edge at 17.4 keV. The fact that the x-ray source is
monochromatic will be important later, because it allows the detector to differentiate between
scattered x-rays from the pencil beam and the 14.9 keV fluorescent photons emitted from
the yttrium in the nanophosphors.

Each modality has its own advantage in this environment. The fluorescent x-rays have
a low yield, but escape the phantom with little scattering, which leads to high resolution
image of the yttrium distribution within the pencil beam. The x-ray induced luminescence
has a high yield of optical photons per incident x-ray photon, but poor resolution due to
scattering and absorption of the optical photons in the gel phantom as they travel towards
the surface. The x-ray fluorescence and induced luminescence signals can potentially be
combined in a joint reconstruction that has both high sensitivity and high resolution. This

imaging technique is first demonstrated in simulation followed by an x-ray fluorescence/x-ray
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luminescence joint reconstruction on experimental data collected with a benchtop system.

5.1.2 System Geometry

Figure 5.1 depicts the setup of the x-ray fluorescence/x-ray luminescence imaging system.
The pencil beam impinges on the sample perpendicular to the cameras’ imaging axes. The
x-ray fluorescence is detected with an x-ray CCD camera fitted with a vertical slit aperture.
Each column on the detector maps to a voxel along the pencil beam due the imaging geome-
try. Thus the resulting detected x-ray fluorescence can be collapsed vertically along the pixel
columns producing a detected line of x-ray fluorescence corresponding the pencil beam’s po-
sition in the phantom. The luminescence is detected at the surface of the imaging phantom
with an electron-multiplying CCD (EMCCD) camera and demagnifying tube. The pencil
beam geometry and optically homogeneous imaging phantom allow for the reconstruction
of the luminescence at depth along the pencil beam in the phantom via a one-dimensional

deconvolution.

Slit Aperture
Sample

X-ray Source:
17.4 keV

Pencil Beam

F Lens

I-EMCCD
(XL)

Figure 5.1: Diagram of x-ray fluorescence/x-ray luminescence imaging setup with monochro-
matic pencil beam source.
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5.1.83 FExperimental benchtop system

The experimental benchtop system is depicted in Figure 5.2. The monochromatic x-ray
pencil beam is produced by a sealed tube micro source with a molybdenum target yielding
the 17.4 keV photons. (GeniX 3D Mo High Flux, Xenocs). A vertical slit aperture with a
width of 100 microns is fitted to the x-ray CCD (iKon-L DO936, Andor). The x-ray induced
luminescence is detected on the opposite side of the symmetrical phantom. The EMCCD
(iXon 887, Andor) detects the luminescence of the phantom’s surface with a demagnifying
tube (Distagon T* 2.8 25mm EF.2 Lens, Ziess). The gel phantom was constructed with a
5 cm by 5 cm square face with a thickness of 1.6 cm. The phantom is 1% agar gel which
approximates the optical properties of mammalian tissue with the addition of 0.5% Intralipid
and 0.0025% black India ink. The tips of two capillary tubes with an inner diameter of 0.6
mm were filled with the Y9O35 : Eu3t nanophosphors in order to serve a point sources. They
were inserted into the phantom in the center so that they sat 8 mm below the gel surface
of either face of the phantom. The spacing of the capillary tubes tips at the pencil beam
location was 2.9 mm as measured in the x-fluorescence reconstruction. The pencil beam has
a measured full width-half maximum of 156 microns and was scanned horizontally through

the phantom with a step size of 200 microns between beam positions.

5.2 X-ray Fluorescence Simulation and Measurement

5.2.1 X-ray Fluorescence Imaging Model

The physics of x-ray fluorescence imaging can be broken down into three stages: the incident
x-ray beam penetrates of the object, x-ray photoelectric interactions and fluorescence yield,
and the detection of x-ray fluorescent photons exiting the object. These three basic steps
are delineated by the brackets in Equation 5.1, which is provided from research on x-ray

fluorescence computed tomography using a pencil beam/slit geometry with a synchrotron
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Figure 5.2: Photo of the benchtop x-ray fluorescence/x-ray luminescence imaging system
with monochromatic pencil beam source. The experiment imaged dual point sources at a
depth of 0.8 mm in the gel phantom.

source [69]:

B T .
Ypiz = [H0AL Fpiz (fline)] [(;)YPkPYAZkaa] G (liFtuoro)S2e] - (5.1)

The number of incident photons that reach a give voxel in the object is based on the
incident photon flux density [y, the beam area A, the dwell time ¢, and the fraction of
incident photons that have not been attenuated before reaching the voxel Fj;,. This last
term is determined by Beer-Lambert law, the distance the pencil beam travels through the
object, and the mass-attenuation coefficient of the incident photons. The simulation for the
17.4 keV pencil beam shows significant attenuation by the nanoparticles due to the high-Z
component elements. The surrounding gel phantom has a mass-absorption coefficient of 1.26
cm? /g, while the effective mass-absorption coefficient of the nanoparticles is 77.66 cm? /g.

The second set of terms in the equation deals with the x-ray fluorescence phenomenon.

The photoelectric cross-section determines the likelihood of the incident photons interacting
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with the yttrium in the nanoparticles. This along with the density of the yttrium py and the
voxel of size Ax determines the number of photoelectric interactions within a given pencil
beam voxel. The fraction of photoelectric interactions with K-shell p;. and the fluorescence
yield of K-shell wj. determines the number of K-shell fluorescent photons that results from the
photoelectric interactions. The fraction of these fluorescent events that result from the K-
alpha transitions, which emit a characteristic x-ray of approximately 14.9 keV, is determined
by the branching ratio v,.

Finally, the fluorescent photons generated in the voxel are detected by a corresponding
pixel column on the detector. The fraction of emitted x-rays that escape the phantom
without attenuation are represented by the function G, which is calculated with the Beer-
Lambert law using the distance traveled through the phantom to reach a pixel in the detecting
column and the phantom’s mass-attenuation coefficient for the 14.9 keV fluorescent x-rays.
The geometric efficiency 2 corresponds to the fraction of isotropically emitted fluorescent
x-rays from a voxel subtended by the slit aperture, which has a width of 100 microns and
a height of the corresponding detecting pixel column in the slit’s imaging plane. The x-ray
CCD detects incident photons on a pixel with quantum efficiency €. The values used in the

simulation are based on the experimental conditions and listed in Table 5.1.

5.2.2  Photon Counting

The x-ray CCD features a high dynamic range in its photon energy detection, thus allow-
ing the camera to operate in a photon-counting mode. This is possible in a low-exposure
condition, where detection events are spatially isolated, such that the recorded signals in
a given region of the detector can be assigned to a single x-ray interaction [70]. An x-ray
interaction with the CCD pixel can cause electrons to spill into neighboring pixels. There-
fore the photon counting algorithm summed up all the neighboring pixels with ADU values

above the background levels to determine the total ADU value of the detection event. The
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Quantity Definition Units Value
Detected number of photons in . .
Ypiz pixel for element of iiterest Number Simulation output
Iy Incident photon flux density Number s~ tem ™2 1.03 x 1011
A Beam Area cm? 2.43 x 1074
t Dwell time s 10
) Fraction of 1'n(:1dent. photons . . Determined by
Fpiz(fline) | that reach pixel of interest Dimensionless attenuation map
without being attenuated
(%)y Photoelectric cross section cm?/g 96.4
Fraction of photoelectric : )
Pk interactionspwith K shell Dimensionless 08
Py Density of YoOs:Eu3™t g/ cm? 0.12
Ax Voxel size cm 2.62 x 1073
Wk Fluorescence yield of K shell Dimensionless 0.71
Ve Branching ratio of detected line(s) | Dimensionless 0.854
Fraction of emitted x-rays that Determined by
G(fFluoro) | reach slit opening without being Dimensionless fluorescent photon
attenuated path length
Q Geometric efficiency Dimensionless 2.49 x 1074
. Detector efficiency at emission Dimensionless 0.08
energy

Table 5.1: Parameters used in x-ray fluorescence simulation with pencil beam/slit geometry.

summed ADU value of the detecting pixels can serve as a proxy for incident x-ray energy
under this low-exposure regime. A total of 60 low-exposure images was acquired for each
pencil beam position during the x-ray fluorescence imaging scan. The set of all pixel values
in the 60 images were then plotted as a histogram which displays a large peak for scattered
incident pencil beam photons and a smaller peak for characteristic fluorescent x-rays from
the yttrium. Figure 5.3 shows the histogram for one pencil beam position exhibiting flu-
orescence. The pixel value limits of the smaller x-ray fluorescence peak are identified and
then applied to the detected images to produce a photon-counting image of the fluorescence
with scattered pencil beam x-rays subtracted. An example of the resulting image from 60

acquired experimentally and combined after the removal of scatter is shown in Figure 5.4.
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Figure 5.3: Energy spectrum of the detected photons for a pencil beam position exhibiting
x-ray fluorescence. The large peak represents the scattered photons of the x-ray incident
beam striking the detector and the smaller peak represents fluorescent photons from the
yttrium’s K-shell.

5.2.83  Density Calibration

The nanophosphor point sources were created by inserting the nanoparticles in powdered
form into the tips of capillary tubes. This simple method led to a unknown density of
nanoparticles within the tubes. This was the only unknown parameter of the experimental
setup in the imaging model. Therefore a density calibration was required in order to estimate
the density of the nanoparticles from the measured yttrium fluorescence. The simulation
was initially run assuming a nanoparticle concentration of 1 g/mL. The nanoparticles are

composed of YoO3 nanocrystals doped with 5% Eu?t. Thus the nanophosphors are 76.1%
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Figure 5.4: Experimental x-ray fluorescence image of a single pencil beam position with dual
source fluorescence. Photon counting has been applied with the detected scattered pencil
beam events identified and removed. The image has been inverted where the black spots
represent pixels detecting the x-ray fluorescence and signal is present between the dotted
orange lines. The resulting image is a combination of all 60 frames with pixel values corre-
sponding to yttrium’s characteristic K-edge. Each pixel column in this image is collapsed
vertically in order to produce the line of detected fluorescence in the phantom corresponding
to the pencil beam position.

73



yttrium by mass. This initial estimate was used to produced a simulated image of the tube
fluorescence where the total simulated fluorescence in the first tube was compared with the
experimental measurement in order to determine a density calibration factor. The results
indicated a density of 0.16 g/mL of nanoparticles within the tubes. The simulation was then
repeated with the calibrated density. Figure 5.5 shows the line profiles for the pencil beam
positions corresponding to peak fluorescence of the first and second tube in the phantom, the
first being brighter since it experiences a greater flux of incident x-ray photons. The mean
fluorescence of the line profile of the first tube is 40.9 counts in the experiment and 39.1 in the
simulation. The mean fluorescence of the line profile of the second tube is 22.7 counts for the
experiment and 27.8 counts in the simulation. Note that the peak fluorescence in the second
tube from the experimental data occurs for a pencil beam position that is not striking the first
tube, due to imprecision in aligning the tubes with the pencil beam. Therefore the simulated
profile for the second tube here assumes no primary tube in the x-rays’ path. However, the
rest of the simulations outlined here for the x-ray fluorescence and luminescence assume the

ideal case where the sources are aligned with the incident pencil beam.

5.2.4  X-ray Fluorescence Reconstruction

The pencil beam/slit geometry leads to a simple reconstruction for each beam position. The
total x-ray fluorescence detected across 60 images for a given pencil beam position is amassed
into a single frame. Then each pixel column is summed together to create a single voxel that
corresponds to a location along the x-ray pencil beam in the object. Finally, an attenuation
correction is applied to the line reconstruction using the attenuation map calculated for
the term Fy,;(fine). A total of 23 coplanar pencil beam positions were acquired in the gel
phantom. Each collapsed fluorescence image is then lined up together in order to reconstruct
the x-ray fluorescence for the given slice in the phantom.

The experimental and calibrated simulated reconstructions easily detected the fluorescent

74



Tube 1 Tube 2
60 . : . 60 : . :

— Exp. XF
S XF

un
[=]
T

50

=
(=]
T

a0}

301

[
(=]
T

20 ¢

X-ray Fluorescence Intensity (counts)
w
(=]

[
(=]
T

10+

0 : : : : 0 - : : : :
11 11.2 114 116 11.8 12 13.8 14 142 144 146 14.8
Pencil Beam Position (mm) Pencil Beam Position (mm)

Figure 5.5: Lines profiles of the detected x-ray fluorescence through the first and second tubes
in the phantom. The lines show the peak luminescence of each tube for the experimental
measurement and the calibrated simulation.

x-ray tubes. Therefore, a poor quality reconstruction was carried out in which only 10% of
the pixels in collapsed pixel column were used to recover the x-ray fluorescence along a given
pencil beam position. These poor quality x-ray fluorescence reconstructions represent the
lower limits of detectability with the benchtop system, and correspond to one tenth the
imaging time of standard reconstructions. The standard imaging time for x-ray fluorescence
was 600 seconds and the “poor quality” reconstructions correspond to a 60 seconds exposure.
Figure 5.6 depicts the simulation results with the top row containing the nanophosphor tubes
from the calibrated simulation. The bottom row contains the reconstruction of the tubes
using one tenth of the fluorescent signal. Similarly, Figure 5.7 shows the experimental x-ray

fluorescence reconstructions with the top row displaying the standard reconstruction and the
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bottom row displaying the reconstruction with one tenth the experimental signal.

Figure 5.6: X-ray fluorescence reconstruction using the calibrated simulation (a) and the
poor reconstruction with one tenth the fluorescent signal (b). The tubes have an inner
diameter of 0.6 mm and are spaced apart by 2.9 mm.

— —
2 mm 2 mm

Figure 5.7: Experimental x-ray fluorescence reconstructions using the measured data (a) and
the sparse sampling reconstruction with 10% of the vertical pixels (b).

5.3 X-ray Luminescence Simulation and Measurement

5.3.1 X-ray Luminescence Imaging Model

The detection of the x-ray induced luminescence is less straightforward than the fluores-
cence, because the optical photons travel undergo many scattering events before escaping
the phantom. The migration of the photons to the surface of the phantom under these condi-

tions is well described by diffuse transport equations. The resulting luminescence at a single
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point on the phantom’s surface can be the combination of optical photons from multiple
locations along the incident pencil beam, which creates ambiguity. However the knowledge
of the photon diffusion combined with the fixed geometry makes a deconvolution possible
that can reconstruct a luminescent object at depth, but with lower resolution compared to
x-ray fluorescence imaging. The x-ray induced luminescence simulation and reconstruction
is based on the following series of equations.

The dose of the pencil beam in the phantom is determined using Equation 5.2:

—» 2
Dyozel = loEtEyopel (Ninc> (%) . (52)

The photon fluence is calculated as the incident photon flux density I, the incident pho-
ton energy F, and dwell time ¢. Only a fraction of the incident photon fluence reaches a given
voxel in the phantom as described by F),,,.; as seen above in the x-ray fluorescence imaging
model. Finally, the resulting energy fluence in the voxel and the mass-energy absorption
coefficient “% approximates the dose to the voxel.

The number of photons generated by the x-ray induced luminescence is proportional to

the energy deposited in the voxel, the concentration of the nanoparticles Cp, and the

luminescent efficiency oy p as shown in equation 5.3:

Pyozel = DyozelProzelCNPANP - (5’3>

The concentration determined by the x-ray fluorescence calibration was used again here.
The luminescent efficiency was measured in previous work with these Europium-doped
nanophosphors [32]. The energy deposited in the voxel is the product of the dose D,,,..; and
the density p,oze; Of the materials occupying it.

The aforementioned diffuse transport equations of the luminescent photons in the phan-

tom are described by the normalized surface radiance function. The resulting surface ra-
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diance f of the phantom located at position (xq,yq) is the one-dimensional convolution of
the normalized surface radiance function with the luminescent photon concentration voxels

along the pencil beam, as shown in Equation 5.4:

F(00:90) = A [ PrguaN(y/ (a0 = 22+, 2pp) do (5.4)

Here the pencil beam’s depth below the imaging surface is defined as zppg, and the the
vertical location of the pencil beam in the object corresponds to a height of zero at the
imaging surface. The cross-section of the incident pencil beam is included to produce the
total photon count within the pencil beam voxels, rather than the concentration.

Finally the surface radiance from the x-ray induced luminescence is detected with the

demagnifying tube connected to the EMCCD, as defined by Equation 5.5:

s 1

ZW(AQ)QﬂxO’ Yo) - (5.5)

G(zo,y0) =€

The geometric efficiency is determined by the magnification m of the imaging setup and
the f-number of the lens N. A factor of 7 is included because the luminescence emitted
at the phantoms open face is a Lambertian surface. The total photons incident on a pixel
mapped onto the surface with the demagnifying tube is the area of the pixel in image space
(Ag)2 multiplied by the geometric efficiency, surface radiance, and Lambertian surface factor.
Finally, the average photons detected by the pixel g(zg,yp) is the quantum efficiency e of
the detector at the wavelength of luminescence multiplied by the incident photon count.

The values corresponding to the x-ray induced luminescence imaging in the experimental

setup and those used in the simulated images are outlined below in Table 5.2.
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Quantity Definition Units Value
Iy Incident photon flux density % 1.03 x 1011
E Incident photon energy keV /photon 17.4
t Dwell time s 4
) Fraction of 1.nCldent' photons . ' Determined by
Fiowel(fline) | that reach pixel of interest Dimensionless attenuation ma
without being attenuated P
(Hen) Mass-energy absorption em? /g Determined by
2 coefficient materials in voxel
Dyorel Dose to a voxel in the phantom | Number Simulation output
. D i
Pyoxel Density of phantom g/ cm?® magfirar{;l?zdvszel
CNp Concentration of nanoparticles | g/cm? 0.16
. . hot k
aNp Luminescent efficiency PLOTOIS XV Og;)élri/g Sl 1.06
Luminescent photon density 3 | .

Porel generated by NPs in voxel photons/ cm® | Simulation output
N(z,y, 2) Normalized surface radiance 1 E)lz);fti)nrgn;dtizl
Y function cm2sr P proper tiz o

Pencil beam depth below Deterrpmed by
2pPB . : cm pencil beam
the imaging surface position
A Beam Area cm? 2.43 x 1074
f(zo,y0) Surface radiance of phantom % Simulation output
Ag Pixel size in image space cm 2.16 x 1072
. Detector efficiency at emission Dimensionless 0.9
energy
N Camera lens f-number Dimensionless 2.8
m Magnification of lens Dimensionless 0.074
_ Detected number of photons in . .
9(x0, y0) pixel for element of interest Number Simulation output

Table 5.2: Parameters used in x-ray luminescence modeling.

5.3.2  X-ray Luminescence Deconvolution

The pencil-beam geometry constrains the potential origin of the two-dimensional detected
surface. The depth of x-ray excitation and normalized surface radiance function yields the

point spread function for luminescent point sources within the path of the pencil beam.
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Therefore a deconvolution applied to the detected surface radiance can reconstruct the lu-
minescence generated along the line of illumination in the phantom. The one-dimensional
convolution outlined in Equation 5.4 was used in a Richardson-Lucy deconvolution of the
detected surface radiance. The normalized surface radiance function was determined based
on the optical properties of fabricated gel phantom and the depth of the pencil beam below
the imaging surface. The results of the deconvolution on the simulated x-ray luminescence
data are depicted in Figure 5.8. The figure depicts the reconstructed slices of the 23 pencil
beam positions after running the deconvolution for 10, 100, and 1000 iterations. The re-
constructed object after 1000 iterations is a singular point with a full width-half maximum
of 0.83 mm. Ultimately the x-ray luminescence measurements alone are unable to resolve
the two tube spaced by 2.9 mm at a depth of 8 mm in the optical phantom. There is a
loss of information as the luminescent photons are absorbed and scattered on their way to
the imaging surface, so that the Richardson-Lucy cannot resolve the luminescent objects.
It will prove necessary to have prior information of the tubes and their spacing from the
x-ray fluorescence imaging and reconstruction in order to successfully resolve two tubes in

the phantom after deconvolving the surface luminescence.

5.4 X-ray Luminescence/X-ray Fluorescence (XL/XF) Joint

Reconstruction

X-ray fluorescence essentially provides a direct image of the object, because the x-ray photons
undergo minimal scattering before detection. Therefore the deconvolution of the luminescent
signal can benefit greatly from this higher resolution image. Each pencil beam position in
the x-ray luminescence image corresponds to a pencil beam position in the x-ray fluorescence
image. Therefore the detected surface radiance can be mapped onto the x-ray fluorescence
reconstruction along the illumination line. This is a straightforward process in the pencil

beam deconvolution. The x-ray fluorescence reconstruction of the pencil beam is used as
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Figure 5.8: Results for 10 (a), 100 (b), and 1000 (c) iterations of the Richardson-Lucy decon-
volution on the detected surface radiance of the dual-source tubes containing the nanophos-
phors.

a binary mask for the initial guess of the one-dimensional Richardson-Lucy deconvolution.
Because the algorithm will always keep the a pixel zero if its initial guess was zero, the
output of the deconvolution will only assign luminescence to regions of the pencil beam
that detected fluorescence. Thus allowing for the x-ray fluorescence’s higher resolution to be
incorporated with the x-ray luminescence’s reconstruction.

Figure 5.9 depicts the results for the simulated XL /XF joint reconstruction. The top row
represents the x-ray luminescence deconvolution that used the calibrated x-ray fluorescence
reconstruction as a binary mask for the initial guess in the iterative algorithm. The bottom
row is the reconstruction of the tubes that used the x-ray fluorescence image with only 10 %
of the original signal. Table 5.3 shows the calculated contrast-to-noise ratios (CNR) for each
tube and the simulated joint reconstruction and compares it to the CNR of the corresponding
x-ray fluorescence image.

Figure 5.10 is the experimental XL /XF joint reconstruction using the x-ray luminescence

and x-ray fluorescence measurements collected in the optical gel phantom with the benchtop
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Figure 5.9: XL/XF joint reconstruction which is a deconvolution of the simulated surface
radiance using the simulated x-ray fluorescence reconstruction . Figure 5.9 (a) represents
the two tube from the calibrated simulation while Figure 5.9 (b) represents the joint recon-
struction using the "weak signal” x-ray fluorescence data.

Data Tube 1 (CNR) | Tube 2 (CNR)
Simulated XL/XF 6.75 13.5
Simulated XF reconstruction 5.66 3.71
Simulated XL/XF (poor XF) 6.68 14.9
Simulated XF reconstruction (poor XF) 1.96 1.23

Table 5.3: Contrast-to-noise ratios for simulated data. The first pair represents the simulated
XL/XF joint reconstruction and the simulated x-ray fluorescence data. The second pair is
the simulated x-ray fluorescence reconstruction using the "poor quality” XF data and the
corresponding XL /XF joint reconstruction. The first column of CNRs represents the tube
on the left in the images and the second column represents the tube on the right.

imaging system. The top row represents the x-ray luminescence deconvolution that used the
standard x-ray fluorescence reconstruction as a binary mask. The bottom row is the x-ray
luminescence deconvolution that used the x-ray fluorescence reconstruction with only 10 %

of the originally detected photons. Table 5.4 shows the calculated contrast-to-noise ratios

for the experimental XL /XF joint reconstruction and the XF reconstruction.

5.5 Discussion

Dual-modality imaging of x-ray luminescence and x-ray fluorescence is possible depending
on the elemental components of the nanophosphors and the x-ray excitation source’s energy.

The pencil-beam geometry allows for high resolution imaging, due to the narrow focal size
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Figure 5.10: XL/XF joint reconstruction on the experimental data collected with the bench-
top imaging system. Like in the previous figure, Figure 5.10 (a) represents the data as it was
collected by the system and Figure 5.10 (b) is the x-ray luminescence deconvolution using
the poor quality x-ray fluorescence image.

Data Tube 1 (CNR) | Tube 2 (CNR)
Experimental XL/XF 4.16 3.72
Experimental XF reconstruction 1.98 2.24
Experimental XL/XF (poor XF) 4.70 2.99
Experimental XF reconstruction (poor XF) 1.41 1.20

Table 5.4: Contrast-to-noise ratios for experimental data. The first pair represents the
experimental XL /XF joint reconstruction and the experimental x-ray fluorescence data. The
second pair is the experimental x-ray fluorescence reconstruction using the ”poor quality”
XF data and the corresponding XL/XF joint reconstruction. The first column of CNRs
represents the tube on the left in the images and the second column represents the tube on
the right.

of the illumination beam. An experimental benchtop system is presented with with a 17.4
keV monochromatic pencil-beam source, an x-ray CCD camera with a slit aperture, and
an EMCCD camera with a demagnifying tube. The Y503 : Eu?t nanophosphors have an
strongly absorbing K-edge slightly below the incident x-ray energy and the yttrium fluoresces
14.9 keV x-rays. The slit aperture is orthogonal to the pencil beam, leading to a simple
reconstruction of the detected x-ray fluorescence and a low-exposure regime allows for energy
resolution via photon counting. The detected fluorescence signal can then be combined with
the x-ray induced luminescence to form a joint reconstruction.

An imaging model for both the x-ray fluorescence and x-ray luminescence are presented

for the pencil beam geometry. The x-ray fluorescence model is then calibrated to the mea-
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sured x-ray fluorescence data, so that it can be used in simulations to demonstrate the
XL/XF joint reconstruction. It is shown that the x-ray luminescence data alone is unable
to resolve the two tubes in the optical gel phantom, due to scattering of the luminescent
signal at a depth of 8 mm. Incorporating the x-ray fluorescence information into the x-ray
luminescence deconvolution however overcomes this drawback. Furthermore, the x-ray lu-
minescence imaging provides greater sensitivity compared to the x-ray fluorescence imaging
alone. This is demonstrated in the tables with the contrast-to-noise ratios. In all cases, the
XL/XF joint reconstruction for both tubes has a greater CNR than the corresponding XF
reconstruction.

The benchtop imaging system presented here is well suited for specimen imaging. One
advantage to the joint reconstruction is the ability to recover the object within a given slice
without the need to rotate. This cuts down on imaging time and the measurement time
could be reduced further as demonstrated by the reconstructions using on 10% of the x-ray
fluorescence data per pencil beam position. One drawback to the current setup is that the
detectors sit on opposite sides of the object being imaged. This was not an issue for the
experimental imaging, because the phantom was designed to be symmetrical. However, in
the case when the object is not symmetrical, it could be advantageous to simultaneously
image from the the same side. This could be accomplished with a thin mirror that deflects
the luminescent signal vertically to be detected by the lens and EMCCD, while allowing for

the fluorescent x-rays to pass through to the slit aperture and x-ray CCD behind the mirror.
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CHAPTER 6
SUMMARY AND CONCLUSIONS

6.1 Summary

X-ray induced luminescence imaging is a nascent modality using x-ray scintillators as probes
for biological study. The dose deposited by radiation releases fast electrons in the tissue
that can then activate the imaging probes to emit light via phosphorescence. The liter-
ature review demonstrated that a wide variety of applications have been explored, from
monitoring drug delivery to molecular imaging. X-ray luminescence is unique compared to
other optical imaging modalities due to the penetrating nature of the x-rays that activate
the nanophosphors and the ability to shape the incident beam. Researchers have explored
various beam geometries such as pencil beam, fan beam, and cone beam, which each have
their advantages and drawbacks. Optical imaging in tissue at depths beyond 1-2 mm is
an ill-posed problem because there is ambiguity in inferring the distribution of luminescent
probes at depth from the detected surface radiance. X-ray luminescence addresses this issue
by making the reconstruction more well-posed through selective excitation through various
beam geometries.

Initial characterization of the YgOg:Eu?’Jr nanophosphors measured their emission spec-
trum and demonstrated a linear luminescent response to radiation dose and nanophosphor
concentration. These properties were then used in a calibration measurement using bio-
luminescence and fluorescence mouse phantoms in order to determine the nanophosphors’
luminescent efficiency. This was then incorporated into an imaging model along with diffuse
optical transport equations and surface radiance detection modeling with a camera and lens.
An analytical solution to the surface radiance using the extrapolated boundary condition
was used to model the optical diffusion. The x-ray induced luminescence imaging model was

applied to experimental measurements in optically homogeneous gel phantoms in order to
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calibrate it. Then simulations were carried out using the calibrated imaging model in order
to determine the minimum concentration and dose at various depths for a detectable signal
at the surface of the tissue.

The x-ray beam was reduced to a two-dimensional geometry using planar x-rays to se-
lectively excite a slice within the object. In the case of an optically homogeneous diffuse
environment, the imaging model became a two-dimensional convolution between the lumi-
nescence in the plane of excitation and the point spread function for the surface radiance
resulting from a point source at the depth of the selective plane. Selective plane x-ray induced
luminescence imaging was first demonstrated in an optically clear spiral phantom. Then an
optical gel phantom was fabricated containing dual sources of nanophosphors spaced 0.5
cm apart. An iterative deconvolution was applied to the experimental images which could
resolve the two tubes up to a depth of 1.75 cm.

Dual-modality imaging was introduced by incorporating x-ray fluorescence imaging with
the x-ray induced luminescence. A pencil beam geometry using monochromatic x-rays ex-
cited two capillary tubes placed at 0.8 mm depth in an optical gel phantom. The x-ray
detector used a slit aperture orthogonal to the pencil-beam and the reconstruction pro-
vided a high-resolution image due to minimal scattering of detected fluorescent x-rays. The
pencil-beam geometry led to a one-dimensional deconvolution-based reconstruction of the
x-ray luminescence signal in which the x-ray fluorescence image could be used as prior in-
formation. Simulations and experimental measurements with the benchtop system proved
the dual-modality reconstruction showed improved contrast compared to x-ray fluorescence
imaging alone. The x-ray fluorescence/x-ray luminescence reconstruction combined the res-

olution of x-ray imaging with the sensitivity of optical imaging.
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6.2 Hurdles to clinical application

Currently x-ray induced luminescence imaging is ill-suited for clinical use. It is difficult to
achieve imaging at depth in tissue at a reasonable radiation dose and nanophosphor concen-
tration. Optical imaging at depth in tissue is already challenging due to large amounts of the
signal being absorbed. This is further restricted by clinical limits on the radiation dose that
is required to generate the optical signal. The sensitivity research demonstrated a minimum
detectable signal at depths of 2 to 4 cm for a concentration of 1 mg/mL exposed to 1 ¢cGy of
radiation [32]. This was under ideal conditions and without modeling autoluminescence in
the air or tissue. This was not detectable for the experimental setup with the f/2.8 lens and
cooled CCD, but would be with a more optimal theoretical configuration, thus degrading
the sensitivity.

As outlined by Pratx [40], current technology needs to be improved upon before nanophos-
phors would become suitable for medical imaging. Engineering brighter nanoparticles could
mitigate some of the issues with the sensitivity /radiation dose trade-off. Also more research
focusing on fabricating nanoparticles with biocompatibility is necessary in order to ensure
x-ray induced luminescence imaging can pass regulatory hurdles and be introduced into the
clinic. The depth limitations of this technique may restrict applications to superficial diseases

in the head and neck region or applications for endoscopic imaging.

6.3 Specimen imaging applications

X-ray induced luminescence imaging could have a viable future in specimen imaging. In
these regimes, the objects are much smaller compared to biomedical imaging applications,
thus addressing issues concerning sensitivity and loss of optical signal. Furthermore there
are fewer limits on the radiation dose required for imaging. The big advantage of x-ray

induced luminescence imaging is that the excitation source can be restricted a size below the
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diffraction limit of visible light, thus allowing for suboptical-limit imaging [49].

High resolution x-ray imaging has been achieved with synchrotron sources by employing
phosphorescent materials as scintillating screens [71]. This approach has been successfully
applied to for micro-computed tomography to image millimeter thick slices of mouse brain
tissue[72]. X-ray activated nanophosphors could be functionalized for specific molecular tar-
gets thus allowing for molecular imaging in tandem with the neuroatonomical microCT.
Similarly x-ray fluorescence has been used for specimen imaging, such as staining zebrafish
samples with heavy metals[69]. These specimen imaging modalities already require x-ray ex-
posure to the sample. Incorporating nanophosphors and a second detector for x-ray induced
luminescence imaging would allow for greater information to be extracted from an imaging
session.

Further work need to be done in order to properly model the diffuse light propagation in
the heterogeneous structures of specimens. The inverse problem will no longer simplify to a
deconvolution as in the optically homogeneous case, but will still be better posed than pure
optical imaging without x-ray selective excitation. The heterogeneous x-ray case can itself
be made less ill-posed by using anatomical information extracted from the other modalities
in the scan. This can in turn could be used to estimate optical properties. Further devel-
opment of mathematical models for three-dimensional optical imaging in a heterogeneous
environment would benefit specimen imaging applications along with other potential images

tasks using x-ray luminescence.

6.4 Conclusions

X-ray induced luminescence imaging is an emerging field of study with a wide array of poten-
tial imaging applications. It merges the selectiveness of collimated x-rays with the sensitivity
of optical imaging and can achieve results that neither modality can alone. This potential

can be further enhanced by incorporating x-ray fluorescence detection into an imaging sys-
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tem. The physics of diffuse optical imaging can be effectively modeled and used to institute
a deconvolution for two-dimensional and one-dimensional x-ray beam geometries. X-ray flu-
orescence can be included to provided high-resolution imaging of the nanophosphors, which
can then be used as prior information for the x-ray luminescence reconstructions. While
current nanoparticles lack the brightness to be imaged at doses and concentration relevant
to the clinic, future nanoengineering could potentiate x-ray induced luminescence imaging
for advanced applications in the next generation of medicine. In their current form, the
nanophosphors have potential in the field of micro x-ray imaging with synchrotron sources
for functionalized molecular imaging. Further work in optimizing the optical reconstruc-
tions based on x-ray beam geometries for heterogeneous environments will serve as valuable

research to realizing the full potential of this modality.
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